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ABSTRACT 

A numerical study of heat transfer through a sunlit glazing unit with intemal 

louvered shade has been performed. The two-dimensional model was developed to 

approxirnate the system as an isothermal vertical flat plate with adjacent heated, 

horizontal, and rotateable louvers, and includes the effects of convection, radiation, and 

conduction. Six variables were identified for examination of their e ffects on heat transfer 

in the system: slat angle, slat nominal distance, slat emissivity, absorbed heat flux in the 

slats. plate temperature, and plate emissivity. 

An experimental model of the system was constructed to validate the numerical 

model using a Mach-Zehnder Interferometer. The interferorneter allows examination of 

convectivr heat transfer in the system. Experiments were performed which examined the 

effects of blind placement and angle, and glass temperature. Convective heat flux rates 

rneasured ai the plate's surface, rneasured blind slat temperatures, and isotherms were 

found to be in excellent agreement with numerîcally obtained results. 

A p m e t r i c  analysis was conducted to aid in designing an investigative 

numericd senes. Results suggested that heat flux from the glass surface e.hibited a lnd 

order response. Subsequently, a three level factorial pararnetric series was performed 

numerically, and the results were examined using statistical methods. As a result of this 

analysis. an estimator equation was derived which predicts heat flux at the indoor 

window surface as a function of the investigative variables. 

The estimator equation was subsequently used to predict SHGC and LI-factor for a 

nurnber of conditions, and compared to data obtained experimentally with a solar 

calorhneter. Calculated and meanued data were found to be in excellent agreement. 
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NOMENCLATURE 

nominal louver spacing, mm 
speed of light, m/s 
specific heat, J k g K  
fiinge spacing, rn 
radiation shape factor. dimensionless, or 
Solai- Heat Gain Coefficient, dimensionless 
gnvity, m/s2 
Gladstone-Dale Constant, m3/kg 
heat transfer coefficient, w/rn2K 
solar irradiation, wlm2 
conductivity. Wlm-K 
conductivity. dimensionless 
plate height, mm 
Mean Square Error, dimensionless 
Mean Square Regression. dimensionless 
louver tip to plate spacing, mm, or 
index of refmction. dimensionless, or 
normal vector. or 
inward-flowing fraction, dimensionless, or 
number of points in data fit, or 
number of wavelengths 
radiation-to-conduction interaction panmeter, dimensionless 
Nusselt number, dimensionless 
pressure, Pa 
pressure, dimensionless, or 
number of parameters in data fit 
Prandtl number, dirnensionless 
louver pitch spacing, mm 
heat flux, ~ l m '  
heat flux, W 
specific refractivity, m3/kg 
gas constant, ~ a - r n ~ l k g ~  
Raleigh number, dimensionless 
louver radius of curvature, mm 
Shading CoeRicient. dimensionless 
Solar Heat Gain, ~ l m '  

SHGC Solar Heat Gain Coefficient, dimensionless 
t louver thickness, mm 
T temperature, K 
TSS Total Sum of Squares, dimensionless 
u, v velocity, m/s 
II. V velocity, dimensionless 
U Thermal transmission, w/rn2K 
IV Iouver width, mm 
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X variable (matrïx form) 
x,y coordinate mis, mm 
,Y, Y coordinate wis, dimensionless 
Y response. ~ l m '  
Y response (matnx fotm) 
Z mode1 width. m 

Symbols 
fnnge angle, rad, or 
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CHAPTER 1 
INTRODUCTION 

1.1 Introduction 

In order to evaluate the energy performance of buildings. estimate peak electrical 

loads. and assess occupant comfort in buildings, it is necessary to determine the Solar 

Heat Gain (SHG) through fenestration systems. SHG is the energy that enters a room 

through directly transmitted solar radiation and the inward tlow of absorbed solar 

radiation. It may be s h o w  that it is the product of the Soiar Heat Gain Coefficient 

(SHGC), F. and the intensity of the incident solar irradiation, 1, i.e.. 

S H G = F . I  (1.1)  

F is usually quoted on a per unit area b a i s  under specified conditions of wind speed and 

direction. interior and exterior temperature. and solar radiation. The SHGC of a particuiar 

fenestration system c m  be calculated as the mm of solar energy transmitted by the 

system. and the inward flow of absorbed solar energy in each layer of the system. 

There fore 

where ris  the effective solar transmission, a is the effective solar absorption of a layer of 

the system, and N is the inward-flowing fraction of absorbed solar radiation. The 

subscript 1 denotes a fenestration layer where, for example. an individual glating or 

shading device constitutes a layer in the system. The term "effective" is used to indicate 

that multiple reflections are considered between fenestration layers using the layer 



specific optical properties, which are in tum large!y based on the material optical 

propertirs. nie rate of energy transfer through a fenestration is then calculated using 

4,, = SHG - W T , , )  (1.3) 

where qfi, is the energy flux through a fenestration system, LI is the window thermal 

transmissivity or CI-factor, and AT,,, is the indoor to outdoor air temperature difference. 

It is comrnon to mount a louvered shading drvice, such as a Venetian blind. 

adjacent to the indoor surface of a window to provide privacy and to control daylighting. 

The presence of these shading devices, however. will affect natural convection and 

radiant heat transfer from the window. Consequently. this will bring about a change in the 

U-Factor and SHG of a window system. Coilectively. combined window and shade 

systems are referred to as "complex fenestration." 

In the past, calculation of SHG was mainly undertaken using tables contained in 

the ASHRAE Handbook of Fundamentals (2001). More recently. computer simulation 

(Wright 1994. Finlayson et al. 1993) has been used in the same way to estimate the 

thermal and solar performance of fenestrations consisting of combinations of glazings. 

Both methods are based on a one-dimensional analysis of the radiative, conductive, and 

convective heat transfer through a window, where convection from the indoor surface is 

obtained using accepted correlations for an isothermal vertical fiat plate. 

While software and tables handle many simple systems adequately, the methods 

have been limited in applicability and usage. Improved methods for predicting SHG 

values for complex fenestration systems need to be developed. While this task has been 

accomplished in the past, this was largely due to an inability to calculate the thermal 

performance of the shade layer, Le., the inward-flowing fraction. While cornplexities in 



calculating the layer specific solar-optical properties are apparent. it is not as difficult to 

analyze as the thermal aspects of the problem. In fact, when examining previous 

investigations, methods of detennining the layer specific optical properties are consistent; 

rhe data used was either obtained experimentally, or from a mathematical mode1 

developed by Parmelee et al. (1952, 195%). The ways in which various researchers have 

attempted to detennine the inward-flowing fraction is rnuch more varied. 

Inward-flowing fraction for rnost fenestration systems is easily quantified. For 

each layer of the fenestration, Ni can be determined based on the U-factor of the system. 

and the convective and radiative heat transfer coefficients found on and between the 

glazings (Vild 1964). For each fenestration layer in a double glazing, :V, is given by 

U 
N ,  = - ( 1 A) 

4, 

where ho is the combined exterior radiative and convective heat transfer coefficient. h, is 

the combined glazing cavity radiative and convective film coefficient, and go and gi refer 

to the outdoor and indoor glazings, respectively. For single glazings, Eq. (1.4) cm be 

applied alone to detennine the inward-flowing fraction. Unfomuiately, the inward- 

flowing fraction of an interior blind cannot currently be determined using a method 

simila. to that given in Eqs. (1.4) and (1.5). In an unshaded system, convection and 

radiation only occur between adjacent layen. In a shaded systern, the interaction between 

the h e r  glazing, shade, and room is much more cornplex, and the inward-flowing 

fraction for the shade cannot be solved directly. Two thermal resistance networks 

comparing a double glazhg with and without an interior shade are presented in Fig. 1-1. 
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Figure 1 - 1 : Thermal resistance circuit for a window and venetian blind combination. (A) 
shows a circuit with no blind, while (B) shows the modifications necessary 
when a blind is added. 



1.2 Literature Review 

1.2.1 Previous Investigations on the Effects of Venetian Blinds on 
Window Thermal and Solar Performance 

The development of cornplex fenestration models is not a new endeavor. Since 

the early 1950as, researchers have attempted to quantify the effects of a shading layer on 

the solar and thermal performance of a window. Due to limitations in the scope of 

research. or the complexity of the analysis, none of these methods has become widely 

accepted. 

The earliest investigation of horizontal louvered sun-shades was performed by 

Pmelee  et al. ( 1  952. 1953a, 1953b3, in an attempt to detemine the effectiveness of 

interior and rxtenor slat-type sun-shades for reducing heat gain through a single pane of 

sunlit glazing. Test sarnples were specially chosen to cover a broad range of cases 

including color. reflection characteristics, and geometry. A number of solar conditions 

were also investigated. The Brst of these studies presented a mathematical analysis 

(Parmelee and Aubele 1952) for the determination of layer specific absorptance, 

reflectance. and transmission for the shade layer. These properties were determined as a 

function of solar position with respect to the glazing systern, the optical properties of the 

shade matenal, and slat geometry (slat width, angle, and pitch ratio), and results were 

presented for both direct and diffise light. It was assumed in that andysis that the slats 

were flat and difhse reflecting. The second paper (Pmelee et al. 1953a) presented an 

experimental verification of the fenestration system's layer specific optical properties. 

While the experimental results compared favonbly with computed values for direct 

radiation, they did not for the case of diffuse radiation. The authors claimed that this was 



due to the uncertainty in predicting the distribution of difise sources. In a final work 

(Parmelee and Vild 1953b), tables of design data for use in predicting the Shading 

Coefficient (SC) for venetian blinds and sun-screens used in combination with several 

types of single flat glas are presented. SC is the ratio of SHG for a fenestration to the 

SHG of a single glazing. Expressions were obtained for the total heat gain and SC in 

terrns of the transrnittance and absorptance of the system, and an experirnentally 

determined factor, n. used to account for the percent of absorbed solar energy th3t mers 

the room. 

where Id and Io are the diffuse and direct solar irradiation respectively. f in  refers to the 

fenestration system, and g, corn are the glass considered and common window glass 

respectively. The factor, n, was determined based on where the blind was situated in 

relation to the glazing. They concluded that the value, n, was constant for al1 sirnilar 

systems, and contended that under most situations, incidence angle could be accurately 

represented by profile angle. n was held constant for the single glaPng and shade systems 

considered in their study, however, a constant value of n may not suitably represent the 

complexity of a multiple glazing and shade combination (Farber et ai. 1963). 

Farber et ai. (1963) and Pennington et al. (1964) presented a mathematical 

derivation and experirnental verifkation of a SHG mode1 for a double giass barrier with 

lowered shades or drapes. They expressed SC as 



where layer specific system optical properties were determined using the results given by 

Parmelee -and Aubele (1952). Farber et al. (1963) attempted to develop a thermal 

resistance network to determine the convective and radiative gain (Le., inward-flowing 

fraction) despite cornplex geometries such as blinds or plrated drapes, and multiple 

glazings. Unfortunately, a lack of a reliable predictor of convective heat transfer 

coefficients complicated the analysis of this thermal network. For example, they provided 

an equation for predicting convective heat transfer coeficients assurning convection from 

the inner glazing could be represented as occumng fiom a simple planer surface without 

interference from the slats on the outer edge of the boundary Iayer. Convective flow from 

the blind was calculated using the sarne equation, accounting only for the increase in total 

surface area. Pennington et al. (1964) in a Iater publication showed that the mode1 had 

reasonable success in replicating experimentally obtained results. 

Owens (1 974) completed a mathematicai analysis of blind optical performance. A 

matrix technique was used to find the optical properties of the shading layer based on the 

properties of the material. An energy balance was then used to determine the heat tlow 

and effective absorption in each layer. Owens' mode1 was applicable to a wide spectrurn 

of knestration incorporating multiple glazings, coatings, and various types of shades. 

Unfortunately, while trying to deal with the complexity of the problem, the analysis was 

oversimplified. Specifically, solar irradiation was considered only at normal incidence, 

diffbse sources were disregarded, and convective effects at the inside window surface 

were considered inconsequential, Le., it was assumed that the system was dominated by 

the transrnitted and refîected-through component of the direct solar radiation. More 

important1 y, Owens avoided the problem of determinhg the inward- flowing fraction of 



the shade by assurning al1 absorbed energy was conducted to the interior, Le.. N = 100%. 

Interestingly, even with these simplifications, Owens' mode1 is too large to repeat here. 

and the reader is referred to Owens (1974) for details of his calculation method. 

Van Dyck and Konen (1982) developed a mathematical method to analyze single 

glazing and shade combinations. Based on experimentally determined solar optical 

properties of the shade layer, they perfonned an optical balance to determine the effective 

transmittance and absorbed energy within each layer. Inward-flowing fraction of the 

glazing was then calculated using Eq. (1.4). For the blind, they postuiated that al\ energy 

absorbed by any interior shading layer (blind, roller shade. or drape) wouid remain in the 

room. Le.. N = 100%. They then produced the foilowing equation for single glazings with 

interna1 shading 

where p is the reflectivity, and 0.87 is the SHG of a reference glazing. This work was 

extended to give predictive equations for single glazings with other types of shading 

layers. Thus, for any shading layer and single glazhg combination, they proposed 

The intenor blind analysis was completed for single glazings only. The adaptation of 

such a mode1 to a double glazing scenario would have to be completed to provide a 

reasonable range of application. 

A number of studies have also been perfomed to determine the thermal and solar 

characteristics of fenestration systems with a shading layer between the glazings. The 



treatment of these systems may provide usefui information for the current analysis, and 

will therefore be reviewed here. 

Onsik and Schutrum (1960) attempted to determine SHG for the case where 

blinds were installed between the glazings of a double glazed window. Layer specific 

opticai properties were determined using the method presented in Parmelee at al. (1952), 

while thermal properties were calculated from the heat balance equations assuming 

steady-state conditions. As with other models, the total SHG was then given as the sum of 

the transmitted solar energy, and some fnction of the energy absorbed by the 

fenestration. Data for use in the equations waç limited in scope and availability. Multiple 

geometries or different types of glas  were never considered, and only three types of slats 

were tested at two different slat angles. Their model results did. however. agree with 

calorimetric data. and was later validated experimentally by Smith a d  Pennington 

(1 964). 

Rheault and Bilgen (1989, 1990) investigated the ovenll heat transfer nies of a 

window system with Venetian-type blinds sealed between two panes of glass in an 

insulated glazing unit. The study was both analytical(l989) and experimental ( 1990). and 

used climatic conditions for a typical Canadian winter and summer. In the analytical 

work, the temperature variation across the slats and over the thickness of each glazing 

was assumed to be minimal, and therefore conduction effects were neglected within the 

blind slats. Furthemore, the distance between slat tips and the window glazings was 

relatively large. Therefore, it was assumed that the presence of the slats did not interfere 

with the cavity 80w when the slats were al1 in positions other than the vertical angle. 

When the slats were placed vertically, the probiem was treated as two side-by-side 



cavities with the slats as a dividing wall. Only radiation and convection transfer rates 

across the window system were considered, i.e., conduction was neglected. The 

numerical work concluded that the presence o f  louvers between the glazings could reduce 

heating and cooling loads. The andyticai results were later verified by the results 

obtained in the experimental study . 

Gamet et al. (1995) conducted an experimental investigation similar to that of 

Rhealt and Bilgen (1 989, 1990). In that study, aluminum Venetian blinds similar to those 

available commercially were placed between the glazings at a closer tip-to-window 

spacing. These blinds could be raised and lowered so that cornparisons of the br-factors 

tvith and without the venetian blinds could be made. It was observed that when the 

louvers were in the horizontal position the ovenll Il-factor \vas greater than in the no- 

blind case. As the blind angle was increased. the (I-factor would drop brlow that of the 

no blind case. It \vas speculated that, in the horizontal position. conduction rffects in the 

aluminum blinds would outweigh convection suppression. Furthermore. as the angle 

increased, the louven would block long-wave radiation leading to a decreûsed overall LI- 

factor for the system. 

A more recent expenmental study was conducted by Fang and Ge (1993). This 

study considered Venetian blinds adjacent to the inside glazing of a single and double 

glazed window. The change in temperature across the fenestration system was varied 

dong with blind angle. Only one blind spacing was considered. Furthermore, the louvers 

were large slats that were covered with aluminum foil. The results of this study showed 

that the ovenll heat transfer coefficient varied with blind angle and temperature 

di fference. 



Klerns et al. (1992, 1994a, 1994b, 1995, 1996a. 1996b' 1997) developed û 

cornprehensive mathematical analysis that was applicable to a11 shading devices, with al1 

types and nurnbers of glazings, and in any combination or order. By assuming 

transrnissivity and absorptance to be purely optical properties, values measured using a 

scanning ndiometer were used. Similarly. if N was considered to be purely a thermal 

property. it was proposed that a calorimetric test would siiffice for any particular 

geomeûy. regardless of material properties. Called "Solar-Thermal Separationf*, the 

method allows the calculation of SHGC for a complex fenestration for any orientation. 

irradiation direction. or surroundings. Accounting for the angular dependence of the 

optical properties 

wherr y/ is the solar incident angle, and 0 is the azimuth angle. Application of this 

approach could permit the accurate and repeatable charactenwtion of optically complex 

fenestration systems, accounting for the spectral and directional dependent properties of 

individual fenestration components. Unfortunately, the method is overly cornplex, and is 

currently not usefui due to a lack of accunte input data. A large electronic data base of 

experimentally determined thermal and optical properties would be needed before this 

method could be widely applied. Such a data base would take many years to compile. and 

to date, no researcher has been willing to perform this task. 



1.2.2 Current Investigations on the Effects of Venetian Blinds on 
Window Thermal and Solar Performance 

At present, advances are being made that demonstrate the complex thermal 

interaction between a shade and a window in the absence of sol= irradiation. Several 

studies have examined the effect of a Venetian blind on the free convective heat transfer 

at an indoor glazing surface when there is no solar irradiance, i.e., for "nighttime" 

conditions. Al1 of these studies have been performed under an NSERC stmtegic project 

involving Queen's University, Ryenon University, and the University of Waterloo. 

Machin ( 1 997) performed interferomettic and flow visualization studies to 

examine the effect of a Venetian blind on the free convective heat transfer at an indoor 

glazing surface when there is no solar irradiance. His experimrnt used a Mach-Zehnder 

Interferorneter to examine the Iocal and overall convection coefficients fiom the surfice 

of an isothermal plate at various blind to plate spacings and louver angles. The results 

showed that Venetian blinds have a strong infiuence on the local heat transfer corficients 

over the length of the plate. When an aluminum blind was placed close to the plate 

surface, the slats caused a strong periodic variation in the local Nusselt number 

distribution. In geneni, however, the average convective heat transfer rate was only 

slightly lower than that of an isolated vertical plate, indicating that a blind would only 

slightly lower a fenestntion system U-factor. 

A numencd study at Queen's University by Ye (1997) was undertaken in 

conjunction with Machin's work. A two-dimensional finite element examination was 

conducted of the local and average convective heat transfer rates at the indoor window 

glazing in the presence of a Venetian Blind. In that study, the effects of thermal radiation 



were neglected and the blind slats were modeled as zero thickness, flat, non-conducting, 

no-slip. impermeable surfaces. The work involved a study of the effect of blind angle and 

plate-to-blind spacing on the free convective heat transfer from an isothermal flat plate, 

and was compared to the results from Machin (1997). It was found diat the numerical 

results were lower than the experimental results. Ye (1997) concluded that the conduction 

in the Venetian blind li kcl y caused this di fference. 

A subsequent numerical study was performed by Phillips (1999). This study 

included the effect of heat conduction, and the curvature and thickness of the blind slats. 

Initially. ndiative heat exchange was neglected. and agreement with the expenmental 

data of Machin (1997) was poor excepi when the blind slat temperatures were fixed at the 

rneasured experimental values. It was concluded that the effect of radiation !vas 

signifiant and needed to be included in the model. Phillips (1999) then examined the 

effects of horizontal louvers on the coupled convective and radiative heat transfer at an 

indoor window glaPng. The irnproved model showed excellent correlation with 

interferometric data. 

With good agreement between experimental and numerical simulation of a 

window and interior Venetian blind under "nighttime" conditions, the investigation 

moved to a "daytime" situation that included the effects of incident solar energy. Daytime 

conditions were examined using the concept of solar-thermal separation, which works on 

the assumption that long and short wave radiation do not interfere with one another, and 

can be examined independently. Therefore, the effects of solar irradiation are considered 

fiom a thermal perspective by heating the shade layer as a representation of absorbed 



solar energy. The amount o f  absorbed energy would be detennined by an optical analysis 

of the systern. 

In a recent expenmental study, Duarte (2000) performed interferometry and flow 

visualization to examine the effect of a heated Venetian blind on the free convective heat 

transfer at an indoor glazing surface. His experiment used a Mach-Zehnder 

Interferometer to consider the effects of blind slat angle, blind-to-window spacing and 

blind irradiation on heat transfer frorn an isothermal plate maintained at 15 K above the 

arnbient temperature. His investigation also focused on the plate leading edge and six 

blind louvers. The results show that Venetian blinds have a strong influence on the local 

heat tmsfer coefficients in the region investigated. 

Objectives 

was specifically aimed at developing an understanding of the 

1.3 Presen t Resea rc h 

The present work 1 

thermal aspects of a sunlit window and Venetian blind combination. It was intended that 

a two-dimensional numericd model of the radiative and convective heat transfer fiom an 

vertical isothermal surface (representing a window) with adjacent heated louvers 

(representing irradiated blind slûts) would be developed. This numencal model would be 

validated using the expenmental mode1 and apparatus (Mach-Zehnder Interferometer) 

located at Ryerson University (Machin 1997, Duarte 2000). Once validated, the 

numerical model would be used to investigate the effects of a number of factors on the 

heat transfer in the system. These factors inciude blind location and slat angle. blind and 

glass emissivity, g l a s  temperature, and the level of solar radiation absorbed in the blind 

slats. The ultimate goal would be to produce a correlation usefui in predicting the U- 



factor and solar heat gain coefficient of a sunlit fenestration and interior Venetian blind 

combination. It was hoped that this work will provide the methodology and data 

necessary for predicting the LI-factor and solar gain of a sunlit fenestration and interior 

Venetian blind combination. Figure 1-2 indicates the scope of research. 

The present analysis expands the previously described work in a number of ways. 

It numerically examines the influence of heated horizontal louvers on the convective and 

radiative heat transfer from a vertical isothermal swface. In addition, the effects of a cool 

plate were exarnined. Al1 previous studies have only examined w m  plate surfaces. 

Finally, the entire plate was examined. Past investigations have only examined a small 

section of fenestration rnodel. 

In reference to Fig. 1-1, two possible paths of investigation are possible: a 

modified inside glazing heat transfer coefficient (Fig. 1 -la), and a comprehensive thermal 

analysis of individual paths of heat transfer (Fig. 1-1 b). For this study, it was decided to 

examine heat transfer at the interior glass surface rather than determining the heat trmsfer 

relations between the g l a s  and shade layers. While it is understood ihat the mechanisms 

of heat transfer in this system can be descnbed in traditional terms using the second 

option, the resuits would not be usefûl unless used in conjunction with a numerical 

solution. It is more desirable, in the authoh opinion, to provide data usable by a semi- 

skilled end user. nie success of the present analysis will determine if a more detailed and 

complex analysis is required. 





1.4 Thesis Format 

It was originally intended to write this thesis in manuscript format as outlined by 

the School of Graduate Studies and Research. In that forrn, the chapters of the thesis 

would consist of published and publishable manuscripts followzd by a general discussion 

of the results. It was the author's opinion. however, that this format ultimately criused 

excessive redundancy in the thesis, and that the traditional thesis format was required. 

In that regard, Chapters 2 through 4 are largely composed of rnanuscripts. The 

information presented in Chapters 2 and 3 has been published in two parts ai the 

Arnerican Society of Mechanical Engineen, International Mechanical Exposition 

(Collins et 31. 2000, 2001) and are currently submitted for publication in the ASME 

Journal of Heat Transfer. The first part of Chapter 4 has been accrpted for publication in 

ASHRAE Transactions (Collins et al. 2002). The second part of Chapter 4 has also been 

prepared. but at the time of submission, this section of the thesis had not yet been 

submitted to a Journal. 

The information presented in the aforementioned publications has been 

refomatted io suit a traditional form of thesis. The numencal development, which is 

important to each of the sub-studies, is presented in detail as Chapter 2. Chapter 3 details 

the validation of the numencal determined convective heat transfer using the Mach- 

Zehnder interferorneter located at Ryerson University. It aiso presents an analysis of the 

local radiative and convective heat flux fiom the interior glaPng surface. The first part of 

Chapter 4 details the investigation of parameters which are expected to affect heat 

transfer in the system using the numerical model. It is intended to aid in the development 

of a comprehensive pararnetric analysis. The second part of Chapter 4 is a comprehensive 



parametnc analysis of the system using the numerical model. A general discussion, and 

conclusions and recommendation sections will surnmarize the discussions and 

conclusions presented in Chapten 3 and 4, in addition to presenting some new material. 

S peci ficall y. these sections include the developmenr and application of new correlation 

equations to the detemination of CI-factor and SHG in a windows and shade systems. 

Detailed results and supporting documentation in the experimental and numerical 

methods used are presented in the Appendices. 



CHAPTER 2 
NUMERICAL MODEL DEVELOPMENT 

2.1 Introduction 

This chapter descnbes how a conjugate conduction/convection/radiation 

numerical model was developed using the finite element method. The non- 

dimensionaliwtion scheme has been outlined and applied to the goveming partial 

differential equations and boundary conditions. 

A number of tests were performed to provide confidence in the finitr elernent 

solution. The grid selected for the computational domain was tested through a grid 

sensitivity study, and boundaries were examined carefùlly to ensure that their locations 

were suitable. Cornparison of numencal model results to comparable accepted solutions 

was also performed. 

2.2 Physical Description of Mode1 

Numerical development was petfortned in conjunction with the development of 

an experimental model. In that regard, previous numerical developments (Ye 1997. 

Phillips 1999) wre iniended to mimic the experimental model located at Ryerson 

University (Machin 1997, Duarte 2000). In those d i e s ,  the system was idealized as a 

vertical isothermal surface (to represeot the intenor surface of a window) with adjacent 

louvers (to represent blind siats). in the case of Duarte (2000), the louvers were heated (to 

represent irradiated blind slats). 



The current numerical model was also developed to approximate the expenmental 

model. As such, the system geometry was determined from kn isothermal plate and 

seventeen horizontal louvers from a comrnercidly available aluminum Venetian blind. 

The indoor glazing surface was idealized as an isothermal vertical flat plate of height (0 

and emissivity (q,), that was heated or cooled to a temperature (Tp) with respect to the 

arnbient room temperature (T,). A Venetian blind was positioned at a nominal distance 

(b) from the plate surface and the individual slats were inclined at an angle with respect 

to the horizontal (&. The slats had a width (w),  thickness ( r ) .  an arc length and a radius of 

curvature (rc), and a pitch @s) which provided a slat pitch ratio (pdw = 718) that was 

typical of commercially available Venetian blinds. The slats had an ernissivity (@, and 

slat thermal conductivity (kh) (Machin 1997). To facilitate future analysis the blind tip-to- 

glass spacing (n)  was also defined. A heat flux ( q b )  was applied to one side of each slat to 

simulate the solar radiation absorbed by the blind. Finally, the room was considered a 

black body for al1 investigations. Le., the room emissivity (4) was 1. Parameters that 

rernained constant for al1 simulations are given in Table 2- 1. Figure 2- 1 shows the system 

geometry and the expenmental setup. 

Table 2-1 : Constant numerical model parameters. 



Figure 2-1 : System geometry (lefi), and photo of experimental model (righi). 

The numerical model is an idealimd representation of a real fenestration. For an 

actual window. there will be frame effects, and only the center-of-glas region will be 

nearly isothermal. Also, the actuai indoor glazing temperature will increase with the solar 

irradiance, nther than being constant. These simplifications do, however, eliminate 

several secondary parameters, such as the frame geometry and the glazing extemal 

thermal boundary conditions. 

Six variables were identified for m e r  examination* Le., the slat angle (4 and 

nominal distance (b), slat emissivity (6) and absorbed k a t  flux (qb), and plate 

temperature (Tp) and emissivity (+). 



2.3 Governing Equations 

In order to obtain a numerical solution, the physical problem must be described in 

mathematical terms. This involves defining the assumptions and goveming equations that 

apply over the computational domain, reducing these equations to an appropriate form, 

and then imposing boundary conditions. 

2.3.1 Assumptions 

In developinç the present numerical model, a number of assumptions have been 

made. These include: 

the tlow is steady, Iaminar, incompressible and two-dimensional: 

the thermo-physical properties are constant, except for fluid density. which is treated 

by means of the Boussinesq approximation; 

the effects of viscous dissipation have been neglected; and 

grey difhse radiation exchange exists between the window, blind and room, and the 

fluid is û non-participating medium. Individual surfaces are uniform in temperature. 

2.3.2 Dimensional Equations 

Free convective motion is due to differences in fluid density acted upon by a body 

force. In the case of this shidy, the body force is gravitational and differences in density 

are due to temperature variations within the flow field. To describe nanual convective 



heat transfer, the continuity, rnornentum, and energy equations are required. These 

equations result fiom applying the laws of conservation of m a s ,  momentum and energy. 

Using the assumptions discussed above, the continuity, x and y momentum 

equations and the energy equations are as given in Eqs. ( 2 4 ,  (2.2). (2.3), and (2.4) 

respec tively . 

here, u and v are velocities in the x and y directions respectively, p is the pressure. p is the 

dynamic viscosity, a is the thermal diffisivity, p is the density. P is the volume 

expansion coefficient and equals llT, and g is the gravitational acceleration. A detailed 

derivation of ihz above equations can be found in Schlicting (1970). 

Conduction through the louvers is an important factor in the heat loss fiom a 

window glazing. This is especially me when the louver tips are in close proxirnity to the 

surface of the window. Conduction through each Iower is descnbed by Fourier's 

equation assurning steady-state conditions with no interna1 heat generation and isotropic 

conductivity . 



The final mode of heat transfer that requires numencal description is radiation. 

The radiation mode1 employed in this study is the net radiation method outlined in Siegel 

and Howe11 (1970). This method is based on an enclosure that completely surrounds the 

computational domain. Al1 solid surfaces within the computational domain have been 

treated as difhse, hemisphencal emitters of thermal radiation. Furthemore. the grey 

assumpiion has been implemented so that the emissivity of al1 solid surfaces are 

independent of thermal radiation wavelength. The final assurnption in the net radiation 

method is that al1 surfaces have uniform temperature. Radiation exchange between al1 

solid surfaces within the computational dornain is govemed by 

In Eq. (2.6), E, is the emissivity of thel& surface. ois the Stefan-Boltzmann constant, and 

6is  the Kroniker delta which equals 1 when j = k and O when k t j. F is the view factor. 

and q is the radiative heat flux associated with the jth surface. A complete derivation of 

Eq. (2.6) is given in Siegel and Howell(1970). 

2.3.3 Non-Dimensionalization 

The present study utilized a non-dimensional scheme which allowed radiation to 

be incorporated into the solution process. Radiation heat transfer is dependent on the 

absolute temperature while convection and conduction are govemed by temperature 

differences. This non-dimensionalization scheme allowed for the solution of ail modes of 

heat transfer. An in-depth description of this scheme was obtained fiom Phillips et al. 

(1 999). The following dimensionless variables were used 



The subscript f is used to denote the fluid. By substituting the dirnensionless variables 

(2.7) into the continuity Eq. (2.1). the x and y momenturn Eqs. (2.2) and (2.3). and the 

energy Eq. (2.4), the following dimensionless equations result 

where the "modified" Rayleigh number RaR and the Prandtl number Pr are defined by 

Ra, = gp/T13 

"1 "1 
(S. 12) 

where v/ is the kinematic viscosity of the fiuid. 

The dimensionless variables (2.7) may also be substituted into the conduction Eq. 

(2.5) to obtain the following dimensionless conduction equation 



Finally. Eq. (2.6) goveming radiation heat transfer may be cast into dimensionless 

form by first introducing a dimensionless radiation heat flux as follows 

By substituting this dimensionless heat Bu. into Eq. (2.6). the following dimensionless 

goveming equation for radiation is obtained 

where 

NRC is a dimensionless variable resulting from the use of the non-dimensionalization 

scheme introduced above. ïhis variable is called the Radiation-to-Conduction Interaction 

Panmeter. Physically, it cm be thought of as the ratio of the potential to radiatr over the 

potential to conduct heat from a surface. 

For most of this study a more traditional convection Rayleigh number will be 

used as follows 

The Rayleigh number Rar is the 

forces. Another quantity in the 

ratio of the strength of the buoyancy forces to viscous 

non-dimensionalization scherne is RaR, the "Modified" 

Rayleigh number, where the relationship between RaR and Ral is 

Ra, = Ra, (T,' - 1) 



Therefore, by defining a dimensionless surface temperature and a "Modified" Rayleigh 

number the iraditional Rayleigh number can be found. In effect, they can be combined to 

form one convection panmeter, and either Ra1 or RuR can be used. 

For reasons that will be explained later, it is most convenient to present results in 

the f o m  of dimensional heat transfer rate. The local and average convective heat transfer 

trom the window. however. will sometimes be presented as a dimensionless convection 

Nusselt number. The local and avenge Nusselt numben are defined by 

Nu, = I N u ,  dY 
Y.0 

Similady. the local and avenge radiation heat flux from the window has been expressed 

as local and average Nusselt numbers as follows 

2.3.4 Boundary Conditions 

To obtain a solution. the boundary conditions must be specified. Considering Fig. 

2-2, the boundary G-H represents the window, dong which a no-slip boundvy condition 

has been applied. To approximate an isotherrnal window, a constant temperature has ais0 

been applied to this boundary. Sections A-H and G-F are similar in that they are also 

isothemal wall sections, however, they are assumed to be at the ambient temperature. 

The room is represented by section B-E. Along this boundary, there are no buoymcy 

induced flows (i.e., no flow in the y-direction), and air entrained through the boundary 



On G-F 

On H-G 

On A-H 

On Blinds On B-E 
T' = T ~ *  
dU/dX = O 
v = O 

Figure 2-2: System computational domain and boundary conditions. 



must be moving horizontally. The temperature of al1 entrained air has been set to the 

arnbient temperature. Finally, sections A-B and E-F represent the upper and lower 

entrance regions respectively. Due to the possibility of both rising and falling flows 

occurring sirnultaneously, no temperature or velocity boundary was put on these sections. 

The dimensional f o m  of these boundaries are 

u = v = O  on A-F 
v=du/&=O on B-E 
T =  Tp on H-G 
T = T, on A-H, G-F, B-E 

by substituting the dimensionless variables, these conditions become 

U =  V=O on A-F 
V=dU/dY=O on B-E 
T =  7'; on H-G 
T = T ,  = I  on A-H, G-F, B-E 

At the surface of the slats, no-slip and impermeability conditions apply ( U  = C'= 

O). Continuity conditions for temperature and heat flux also apply at this solid-fluid 

interface. These c m  be expressed in dimensionless fom as 

where N is the normal vector, KbJ is the blind-to-fluid conductivity ratio, q b  is the 

absorbed flux in the blind slat, and q, is the net radiative heat transfer From slat surface j, 

as determined using Eq (2.15). 

2.3.5 Solution 

Equations (2.8) through (2.15) have been solved subject to the specified boundary 

conditions using the fhte element rnethod. FIuid properties were evaluated at an 



estimated film temperature of 300 K and were taken From Touloukian et al. (1970a. 

1970b, 1975). This approach was taken because the inclusion of a hot blind between the 

g las  and the arnbient would cause an under-prediction of the film temperature using the 

traditional method- 

To produce a solution, the computational domain of a problem must first be 

broken into a number of elements (Fig. 2-3). The variables are then assurned to vary 

across the elements according to chosen interpolation functions. In this study. nine-node 

quadratic elements with biquadratic interpolation functions were used for temperature 

and velocity. These elements allow quadratic variations over the element. The compiex 

governing equations are reduced from non-linear. partial differential equations. which 

apply continuously over the entire computational domain, to a system of non-linear 

algebnic expressions that apply over each element. These algebnic equations are then 

solved simultmeously to obtain temperature and velocity at each node. Pressure has been 

rliminated from the problem using a penalty fùnction method (Fluent 2001). Specific 

values of pressure at any node may be recovered from the velocity field in the post- 

processing stage. The discretized equations were solved using successive substition. with 

incremental loading and under-relaxation to assist convergence. 

The numencd mode1 was developed and solved using the commercial software 

FlDAP 8.5.2 (Fluent 2001). An example input file (FDREAD) for this software is 

presented in Appendix A. 



Figure 2-3: Computation mesh used in the current study. 



2.4 Data Analysis 

Data was collected in order to examine the convective and radiative flux frcm the 

window. The methodology of each analysis is descnbed in the following sections. 

2.4.1 Convective Flux 

Convective flux is directly calculated by FIDAP using the conductivity of the 

fluid and the temperature gradient at the surface of a selected boundary. The FLUX 

command c m  be used to cornpute heat fluxes using the TEMPERATURE keyword. The 

heat flux normal to the requested boundmy is defined and computed by 

The quantity q is referred to. by FIDAP, as the diffùsive heat HLY. 

A sample output (FIOUT) file, which presents the results of the FLUX command. 

is given in Appendix A. 

2.4.2 Radiation Post-Processing 

During the solution process, FIDAP determines the net radiative flux fiom each 

surface using Eq. (2.15). Unfornuiately, the radiation portion of the program is a recent 

addition, and as of yet, no method exists to output the results of the radiation analysis. 

FIDAP does provide a temperature profile of al1 surfaces, and the view factors calculated 

by the program for input into the radiation model. With this information, plus the surface 

emissivities, it is possible to recalcuiate radiative heat flux in the model. 



The view factors calculated in FIDAP are determined using the VIEWFACTOR 

command. It does this calculation based on line integration and double area integration. 

To validate these, a number of individual view factors were confirmed using Hottel's 

cross string method. There was excellent agreement between the results given by the two 

methods . 

To detemine radiative heat transfer, it was necessary to develop sofhvare capable 

of reading the temperature and viewfactor data from FIDAP. and reproducing the results 

of' FIDAP's solution routine. To do this, the radiation post processing code foms the 

matrix described by the Eq. (2.1 5). The matnx is then directly solved using Gauss-Jordan 

Matrix Inversion. The radiation post processor performs intemal checks to confimi the 

calculated energy balance. Validation of this software has been performed by comparison 

to the results of Phillips (1999) in Section 2.5.4. The prognm listing is provided in' 

Appendix A. 

2.5 Model Checks 

Before the mode1 was used, a number of tests were perfonned to test the adequacy 

of the chosen parameters, and to compare solutions to similar established solutions. ïhese 

tests include far field boundary tests, and gnd sensitivity checks, comparison to a 

boundary layer solution (Ostrach 1953), and comparison to the work of Phillips (1999). 

Details of the validation are presented in Chapter 3. 



2.5.1 Grid Sensitivity 

The grid density is important in numerical analysis. A coarse grid may lead to 

numerical error and convergence problems, while a fine grid may require excessive 

amounts of computational power and time to obtain a solution. 

To ensure grid independence, the grid density given by Phillips (1999) w.is used 

as a starting point. It was expected that this mesh density was suitable. For the sake of 

completeness, however, a prid-dependence analysis was perforrned. Increasing nodal 

density wouid increase solution accuracy and aid in convergence. at a cost of increased 

solution time. As a nile of thumb, doubling the nodal density increases the solution time 

by a factor of 4. This estimate does not include computational and software limitations. 

For example. if the solution becomrs sufficiently large that it uses the entire RAM of the 

computer, additional information will be stored in virtual rnemory. The constant reading 

and writing to the hard drive is very slow in cornparison to the computer processing 

speed, and will slow the solution considerably. 

To test the effect of mesh density, it was intended that the nodal spacing would be 

both doubled and halved. using the original mesh density presented by Phillips (1999) as 

a base condition. Considering the expanded size of this model over the previous version 

(17 slats verses [O), it translated to approximately 28000 nodes in the base case. 

Consequently, doubling the nodal density would have produced a model that was beyond 

the computationai abilities of the software and computer. Halving the nodal spacing 

produced a mesh consisting of approximately 9500 nodes. 



As such, base parameten of the mode1 are as presented as follows 

and. refemng to Fig. 2-2 

Domain Width (A-B) = 60 mm 
Entrance Height (A-H, G-F) = 40 mm 

Additional parameters are as previously noted in Table 2- 1. 

A cornparison of the results for both radiative and convective heat flux from the 

plate are presented in Fig. 2-4 using Nusselt numbers as calculated using Eqs. (2.18) and 

(2.19). The average value of NliR drops from 18.4 using the full mesh to 18.3 using the 

reduced mesh. Nuc increases fiom 33.3 to 34.7 between thosr same models. The 

maximum local difference was 0.9 for NuR, and 2.4 for Nzcc. 

Based on these results, it was decided to use the mesh density of the bbr case. To 

handle changing blind geometry, when the blind is moved, the nodal spacing between the 

blind tips and isothermal surface has been maintained, Le., additional nodes were added. 

The mesh density on the room-side of the blind did not change. The room boundary was 

adjusted to keep a constant blind-to-room distance independent of blind angle and 

position. 



- Nu - original mesh 

-200 
. . .. ... . Nu - reduced mesh i 

Figure 2-4: Cornparison of radiative and convective Nusselt nurnbers from the isothermd 
plate obtained using a Ml and reduced mesh. 



2.5.2 Far Field Boundary Tests 

Boundary conditions placed on the upper and lower entrance regions. as well as 

the room, could potentially influence the results if these boundaries are placed within the 

flow field. For example, aithough air entrained fiom the room will have no vertical 

velocity component. a buoyancy induced vertical cornponent does develop in proximity 

to the heated blind. If the room boundary is located within this buoyant flow. the no- 

vertical-motion boundary condition will infiuence the results such that both conditions 

are met. It is necessary to ensure that the results obtained are not iduenced by the 

boundary conditions. 

The work of Phillips (1999) was again used as a starting point. The boundary 

study conducted on the computational domain involved moving the inlet. outlet. and 

room boundxies away frorn the isothermal window. The results of this analysis were 

then compared quantitatively by examining the ndiative and convective flux at the 

window surface, and qualitatively by examination of strearniine plots. 

The parameters of the mode1 are as presented as follows 

and, referrhg to Fig. 2-2 

Domain Width (A-B) = 50 mm, 60 mm, 70mm 
Entrance Height (A-H, G-F) = 40 mm, 50 mm, 60 mm 

Additional parameters are as previously noted in Table 2-1. 



A cornparison of the results for both radiative and convective heat flux from the 

plate are presented in Fig. 2-5 using Nusselt numbea as cdculated using Eqs. (2.1 8) and 

(2.19). Consider the radiative Nusselt number, it is seen that there is little change due to 

the placement of the boundaries. nie  average value of  NU^ changes from 18.5 by less 

than 0.5% for any case. Sirnilarly, the average value of Nuc changes from an average of 

3 3.4 by less than 0.3% for any case. 

M i l e  these results suggest that a width of 50 mm would be sufficient. it was 

observed that increasing the distance of the roorn boundary did not significantly increase 

the solution time (the coarse nature of the far field g id  did not significantly increase the 

nurnber of nodes). As such, it was decided ihat models would have a width of 65 mm 

when the blind was at a 20 mm nominal spacing. Additionally. this boundary would be 

extended as the blind was moved. Therefore, for a nominal spacing of 30 mm. the width 

of the solution domain would be set at 75 mm. 

An entrance region height of 40 mm would be sufficient for dl models. 



-- - Nu - 40mm height / 50mm width 
I ----. Nu - 40mm height /6Omm widV, : 
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Figure 2-5: Cornparison of radiative and convective Nusselt numbers from the isothennal 
plate obtained fiom an examination of boundary placement. 



2.5.3 Cornparison with Ostrach's (1953) Boundary Layer Solution 

To establish a baseline for comparison, Ostrach's (1953) boundary layer solution 

for convection fiom a verticai Bat plate with no blind was chosen. From this solution. the 

local and average convective Nusselt numbers are given by 

where the local and average convection Nusselt numbea are defined as follows 

and the Rayleigh number is given using Eq. (2.16). 

To make this comparison, the numerical mode1 needed modification. The blind 

slats and the radiation mode1 were removed from the system. 

Ostnch's (1953) solution for the local heat transfer coefficient distribution is 

show in Fig. 2-6, together with numerically determined data. It can be seen that the 

numerical results are in close agreement with this well validated boundary layer solution. 

The average convective Nusselt number for the "no blind" case diffen by 4.1%. 1.4%. 

and 0.8% fiom Ostrach's (1 953) solution at Ra[ = 1 06, 1 o', and 1 o8 respectively . 



Ra, Present Snidy -0strach ( 1953) --- 
io6 Nu;= 17.0 -= 16.3 
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Figure 2-6: Cornparison of the local convection Nusselt number results for the "no blind" 
case with the boundary layer solution of Ostrach (1953). Rar = 1 06. 10'. 10'. 

2.5.4 Corn parison to Phillips (1999) Solution 

Numerical results obtained here for natural convection and radiation from an 

isothermal, heated vertical plate with unheated louvers was also compared to results for 

this case obtained by Phillips (1999). Because that model consisted of only 10 blind slats. 

results fiom the present model have been normalized to that size in order to facilitate a 

cornpanson. 

The parameters of the model w d  for cornparison were 



Figure 2-7 shows the cornparison of numerically obtained local convective and 

radiative Nusselt numbers fiom Phillips (1999) and from the present model. The results 

show excellent agreement. Between the models, there is a difference of 2.1% in the 

average convective Nusselt numben, and 4.2% in the average radiation Nusselt numbers. 

This difference is primarily due to a slight divergence of the results near the tenth blind 

slat. The loth slat of the model by Phillips (1999) was the toprnost slat, and therefore 

subject to different radiation and convective exchange than those dats located in the 

rniddle of the model. The 10" slat of the present rnodel is located near the rniddle of the 

blind. 

- - Present Study rVu,- = 19.9 - 
:VuR = 29.5 
- 

----. Phillips (1999) :Vu,+ = 20.4 
- 
.,VuR = 30.8 

Radiation 
.*'. ,.-fl 

Convection 

Figure 2-7: Cornparison of the local convection and radiation Nusselt number resuits for 
the unheated blind case with the solution of Phillips ( 1  999). Roi= 1 07. 



CHAPTER 3 
EXPERlMENTAL VALIDATION OF NUMEIUCAL MODEL 

3.1 Introduction 

It was deemed necessary to expenmentally validate the numerical models in order 

to gain confidence in the accuncy of the results. In the curent Chapter, the numericd 

model is compared to results obtained from an experimental model of a nearly identical 

system. 

A Mach-Zehnder Interferorneter was employed to obtain the experimental results 

needed to verify the numerically obtained results. The Mach-Zehnder Interfrrometer used 

for this cornparison was located at Ryerson University. It provided the b&s for a 

qualitative comparison of numerically and expenrnentally obtained isotherms in the air 

surrounding the shade layer. More importantly, a quantitative comparison of convective 

heat transfer coefficient at the plate surface can be made. 

Temperature meanwments of the blind dais were also obtained and compared to 

numerically predicted temperanires. This comparison was intended to give confidence in 

the numerically predicted radiation heat transfer Gom the plate surface. 



3.2 Description of Mach-Zehnder Interferorneter 

Due to the large amount of information available conceming Ryerson's Mach- 

Zehnder interferometer, the physical system will only be described in general terms. The 

Ryerson Mach-Zehnder interferometer was based on a design that was built and operated 

at the University of Saskatchewan in 1968 ( T m u k  1968). Specific details of the 

interferometer c m  be found in Von Bistram ( 1  995). 

Camcn 

Mirror 

H e - N e h r  Fîlter 
i PM) 

Figure 3-1: Plan view of the Ryerson Mach-Zehnder interferometer. Reprinted with 
permission fiom Machin ( 1  997). 

Figure 3-1 shows a plan view of the interferometer layout at Ryenon University. 

The light source was a 15 mW He-Ne laser fitted with a spatial filter which eliminated 

any hi& fiequency "mise" in the beam and expanded the beam to a 200 mm diameter at 



the parabolic mirror (PM). The virtud origin of the expanding beam was located at the 

focal point of this parabolic mirror and the- reflected elliptical beam was highly 

collimated. The beam was split by the fint half-silvered beam splitter (BS,) into two 

identical beams of almost equal length; the reference beam and the test beam. Each beam 

was half the intensity of the original. The reference beam reflected off the first flat mirror 

(MR) to the second beam splitter (BS3. The test beam reflected off the flat mirror (MT) 

and recombined with the reference beam at (BSJ. This recombined beam was focused by 

a sphencal mirror (SM) ont0 a small flat mirror and then to a canera to record an image. 

If the paths of the beams pass through exactly the same conditions and if the 

beams were perfectly parallel to each other, then the output would appear either totally 

bright or totally dark. This depends on whether the difference in path lengths is an even 

or odd multiple of haif wavelengths respectively. That is, an even number of half 

wavelengths produces constmctive interference and an odd number of half wavelengths 

produce destructive interference. Thus, if a heated object were placed in the test section, 

the ray of the test beam that would pas near the mode1 and would expenence a decrease 

in the refiactive index and "speed up". This causes a phase shift with respect to the 

reference beam and the result is an interferogram pattern representing lines of constant 

density. Since air can be considered to behave as an ideal gas, density and temperature are 

related by the ideal gas law and the lines of constant density c m  be interpreted as lines of 

constant temperature or isothems. 

This apparatus is an excellent choice for the present project for a number of 

reasons. Interferometry in general is non-intrusive, and udike hot and cold wire 

techniques or thennocouple probes, an interferorneter meanires the entire field 



simultaneously. The system king investigated also lends iiself to interferometry. The 

flow field can be considered two-dimensional and at steady-state with a constant pressure 

field, and the Buid in the intended application is air. Air is the perfect Buid for 

interferometers because it is homogenous and transparent to radiation so that only the 

convective heat transfer component is measured. Air can also be considered to br an ideal 

gas, directly relating the optically integrated refiactive index field to the density field, and 

therefore. the tempenture field. In cornparison to other interferometers, the Mach- 

Zehnder interferorneter, has a large displacernent of the test beam from the rehrence 

beam. This allows the reference beam to pass through a uniform field, resulting in more 

sensitive and accurate interference. 

3.3 Interferogram Analysis 

It should be noted that a substantid portion of the theory presented here has been 

taken with permission fiom the work of Machin (1 997) and Duarte (1 999). An extensive 

analysis of fundamental interferometry theory, and a discussion of some of the optical 

considerations and techniques are given in Eckert and Goldstein (1976) and Hauf and 

Gngull (1970). Further details of the uacertainty and sample calculations have been 

included as Appendix B. The uncertainty has been detemined using the method of Kline 

and McClintock (1 953). 

A Mach-Zehnder Interferorneter can be used to obtain both Uifite h g e  and 

wedge f i g e  interferogmns. In the infinite f i g e  mode, the optics are adjusted so that no 

fringes exist in the x or y directions when the experimentai mode1 is unheated. Heating 



the experimental mode1 changes the index of refraction in the surrounding air. and the 

BVO '!ight beams are no longer in phase when they are recombined. The resulting 

constructive and destructive interference ninges are isothems. In the wedge fnnge mode, 

the optics are adjusted to produce a constant fnnge gradient in the y-direction, which is 

superirnposed on the fringe field caused by temperature vanatiom. In the latter case. the 

local convective heat transfer coefficient cm be obtained by measuring the angle of 

intersection of a line of constant fringe shifi with the plate. An example of an infinite and 

a wedge Fnnge intederograrn is given in Fig. 3-2. 

Figure 3-2: Cornparison of infinite fnnge (lefi) and wedge Enge (right) interferograms. 



3.3.1 Infinite Fringe Method 

In this study, the temperature of the experimental model was adjusted with respect 

to the ambient temperature, thus changing the density of the air surrounding the model. 

Light passing through this region of varying temperature tends to speed up or slow down 

due to decreases or increases in the index of refiaction. n i e  wave theory of light predicts 

that a fnnge shift, 7, or complete interference fringe will occur when the test beam is 180' 

out of phase with the reference beam. This will occur when the number of wavelengths 

(N) in the direction of the reference beam diffen by an integer amount. Using the plate 

surface as the reference (Np), it follows that 

7 = N p  - N = integer (3.1) 

The index of rehction (n)  of a rnaterial is the ratio of the speed of light in a 

vacuum (cg) to the speed of lighi in a material (c). In optical terms, it may better 

expressed by the ratio of light wavelength (Ao) in a vacuum to the corresponding 

wavelength (A)  in the test medium. For the air very close to the plate surface 

where p denotes variables at the plate surface. For the air near the test section 

Therefore, a fiinge shift is defïned as 

'1= N - N ,  = ~ , ( n - n , )  



Knowing the length of the mode1 in the beam direction (Z), the number of 

wavelengths in that test section cm be determined for a given wavelength by 

The Lorem-Lorenze equation gives the relationship between the index of 

refnciion and material density @). 

where G is a measure of the specific refractivity of the test medium for a given 

wavelength of light and is called the Gladstone-Dale constant. For air and a He-Ne laser 

( A  = 6 . 3 2 8 ~  1 O" m), G = 1 .jO4x 1 O4 rnm'/kg (Hauf and Grigull 1970). 

Since air has a refnctive index very near unity (n = 1 .O002716 at standard 

temperature and pressure (Hauf and Griguil 1970)), Eq. (3.6) can be reduced to 

approximate the Gladstone-Dale equation. 

Thus, for the air at the plate surface 

and for air near the test section 

Substituting Eqs. (3.9, (3.8), and (3.9) into Eq. (3.4) gives 



where q is the fnnge shift. 

For the purpose of this study, air was considered to behave as an ideal gas. 

Therefore, for a given pressure @), the following relationships can be used 

where R is the gas constant for air (R = 287.096 ~a.m'/kgK) and T is the local 

temperature. Substituting Eqs. (3.1 1) into (3.10) yields 

This is a useFu1 equation for determining the numbet of fringe shifts for a known 

temperature difference. A more practicai lonn of Eq. (3.1 2). however. cm be derived by 

solving for the fringe temperature for a given Fnnge. Ti, and a known rekrence 

temperature, 7"''. This gives 

2q, RAT, + 1 
3GpZ 

When the temperature gradient in the air at the plate surface was suffciently high 

(approx. dT/& = 1500 Wm), the gradient was calculated by linear extrapolation using the 

first two clearly visible destructive interference fiinges on a scan perpendicular to the 

surface. Equating the heat transferred by convection to the heat transferred by conduction 

at the wall gives an expression for the local heat traasfer coefficient (h) 



where kp is the thermal conductivity of air evaluated at the wall temperature based on 

property tables (Touloukim et ai. 1970a), and Ti is the ambient temperature. 

For determining the temperature gradient at the wall in a flat plate geometry, 

linear extrapolation has successfully been used by Eckert and Soehngen (1948). The 

experimental convection coefficient is therefore 

here the temperature gradient dT/& at the sufiace has been replaced by the linear 

extrapolation of the temperature profile. In most cases, the first fringe (71) does not 

represent a full fringe shift fiom the d a c e .  Linear extrapolation of the first two clear 

destructive interference fringes closest to the mode1 was instead used to calculate the 

fractional fringe shift. The term (T2 - Tj) is the optically measured temperature difference 

between the first and second Fnnges and (y3 - y2) is the fint and second Fnnge spacing. 

From Eq. (3.13), the optically measured temperature diflerence can be calculated as 

where 



and where y is the distance of the fnnge perpendicular to the plate. In Eq. (3.17). 

consecutive fringes from the first are represented by this hctional shift plus an integer 

amount. Therefore, I ] ,  has been substituted by q ,  + 1 .  

3.3.2 Wedge Fringe Method 

When temperature data are obtained only at fringe centrrs. several fnnges are 

needed near the surface in order to get an accurate gradient from the extrapolation 

procedure. Unfortunately. due to the large variation in local heat tmsfer rates that may 

be encountered in a single expenmental model, this is not always possible. Regions of 

low hent trnnsfer rates (approx. d T / .  < 1500 Win) result in insufficient finge shift close 

to the surface of the plate. making it difficult to get the necessary data for temperature 

profile extrapolation. Recently, to overcorne this problern, a new interferometnc 

technique has been developed by Naylor and Duarte (1999). They have shown that the 

surface temperature gradient can be measured directly fiom the interference fnnge field, 

i.e., a wedge tield interferogram. 

The formulae presented in the previous section apply to both infinite and wedge 

fringe interferogram calculations. To apply the curent analysis technique, however, the 

interferorneter must be opemted in the wedge hnge mode in which the test and reference 

beams are not parallel upon recombination. The test and reference beams are intentionaily 

rnisaiigned by a srnall angle B in order to produce a wedge fiïnge pattern in the y- 

direction with spacing (d)  



d = 
R II  

% -  

2sin(!) O 

When malyzing a wedge fringe interferognm. the fringe spacing must be rneasured 

parallel to the Fnnge angle in the ambient surroundings. [t is cornmon. but not necessary 

to set the fringes perpendicular to the surface, as it facilitates the scanning process. 

Rewriting Eq. (3.12), the fnnge image is related to the temperature field by the 

following expression 

v = ~ ( ~ - ~ )  ZRA 1; T 

where fringe shifi 7 is now expressed relative to the ambient. where q = O .  With the 

supenmposed wedge fringe pattern in the y-direction. the fringe shift is re1a.d to the 

temperature field as follows 

For generality. the last terrn in this equation is shown as plus or minus. The sign deppcds 

upon whether the test beam is mgled upward or downward relative to the reference beam. 

For this setting, the wedge fiinges will be perpendicular to the vertical isothennal plate in 

the ambient and a negative temperature gradient in the x-direction will cause the wedge 

Fnnges to bend downward near the nuface. 

Differentiating Eq. (3.2 1) with respect to x gives 



Rearranging Eq. (3.22) and applying it at the surface (x = O) gives an expression for the 

fluid side temperature in ternis of the h g e  gradient 

The fringe shifi gradient along the surface was obtained by differentiating Eq. 

(3.2 1) with respect to y 

Consider an incremental fnnge shifl dong a line in the x-direction, and applying 

Eq. (3.22) for an isothermal surface (dT/dy = O), the incremental fnnge shi ft will be dq = 

+dy/d. Noting that fana = -dr/dy, the Fnnge shift gradient in the x-direction cm be 

expressed as 

- I 
(3.25) 

where a is the angle between a line of constant fnnge shifi and the surface at x = 0. 

Again we cm equate the local convective heat transfer rate to the conduction hrai 

transfer rate into the fluid at the surface. From Eq. (3.15) and using Eqs. (3.23) and (3 25) 

gives an expression for the local heat transfer coefficient (h) 

Using Eq. (3.26), the local convective heat transfer coefficient c m  be derived by 

measuring the angle, a, between a line of constant fringe shift and an isothermal d a c e .  



3.3.3 Local and Average Convective Heat Flux 

The local convective heat flux is defined as 

4=h(TP - 7 3  (3  -27) 

The location of the local heat transfer data obtained from an interferognm is non- 

uniform. Therefore, the average coefficients were obtained by integrating the local h 

variation using the trapezoidal nile. The average convective heat flux is defined as 

Y =  K(T, - T , )  (3.28) 

3.1 Experimental Model 

The indoor glazing surface was idealized as an isothermal vertical flat plate that 

was maintained at a temperature above or beiow the arnbient temperature. A 

cornmercially availabie Venetian blind consisting of seventeen horizontal louvers. was 

positioned at a specific distance fiom the plate surface and the individual slats were 

inclined at an angle with respect to the horizontal. A heat flux was applied to one side of 

each slat using surface mounted thin foi1 heaters to simulate the soiar radiation absorbed 

by the blind. Figure 2-1 shows the system geometry and a photo of the experimental 

mode]. 

To facilitate the simulation of a warm or cool window d a c e ,  it was necessary to 

replace the heated isothenai plate buift by Machin (1997). The plate constnicted for the 

present experimental work was machined fiom two sheets of aluminum. Figure 3-3 

presents an illustration of the plates. The main sheet (1 9.1 mm thick x 38 1 .O mm high x 



355.6 mm wide) had flow channels (6.4 mm deep x 12.7 mm wide) milled into the back 

surface. while the front surface of the plate (the experimental surface) was precision flat 

milled. The flatness of the plate was important in the horizontal direction. Surface 

roughness and curvature in that direction would cause scatter in the laser sheet as it 

passed the experimental model. Testing on a coordinate mapping machine showed the 

plate to be flat to within 50.046 mm of the average height. Pins place in precisely located 

holes drilled into the front of the plate aided in leveling the experimental mode! and in the 

examination of the resulting interferograms. Leveling pins were positioned at heights of 

63.5. 190.5. and 3 17.5 mm dong both sides of the plate, and scale pins were located 25.4 

mm above and below the leveling pins on one side of the plate. Both the top and bottom 

edges of the front plate angled back to create a sharp edge at the upper and lower entrance 

regions. The second alurninum sheet (6.4 mm thick x 355.6 mm hi& x 355.6 mm wide) 

became the backing plate and sealed the flow channels with the aid of an O-ring. Liquid 

gasketing prevented leaks between flow channels. Machine screws located every 44.5 

mm around the perimeter rnsured a tight seal between the plates. 

The assembled plate was backed with insulation and mounted on an aluminum 

stand. The insulation (25.4 mm thick polystyrene) served two purposes. It ensured that 

heat would ideally Bow fiom the liquid to and fiom the experirnenial isotherrnd surface. 

Additionally, it prevented convective heat loss fiom areas that couId interfere with the 

Mach-Zehnder interferorneter. Support stands were conshucted fiom 25.4 mm x 50.8 mm 

aluminurn angle and connected the isothemal plate to a base plate. Four machine screws 

connected the supports to the plate, through the insulating layer, using the same holes 



Main Plate 

. %-. leveling pins 

Back 

Assembly (Cross Section) Cover Plate 
flow channel O-ring channel 

leveling hole ,-- -. 4-- ,. 
\ ;  

of isothermal plate. Figure 3-3: Schematic 



intended to connect the back and front plates. The support stands also served as a 

mounting point for the blind assembly. The base plate was located 152 mm below the 

bottom edge of the plate to prevent it from interferhg with the convective flow. It had 

three adjustable legs in a tripod formation to allow levelhg of the experirnental model. 

Figure 3-4 shows the assembly of the plate and mounting system. and the blind mount. 

Main Aluminum Plate Cover Aluminum Plate 

\ I Poiystyrene insuirition Blind Support Posts, 

Blind Slats / 
Aluminum Angle 
Supports 

- Bolts 

Figure 3-4: Schematic and photograph of plate and blind assembly. 



The plate \vas heated and cooled ushg a Fisher Scientific - ISOTEMP 1016D 

precision temperature bath. It was intended that the flow channel configuration, in which 

the inlet and outirt flow channels coi1 inward side by side, would make the plate 

essentially isothemal. Ten precision drilled holes were made into the plate back so that 

thermocouples could be inserted to 2 mm below the test surface of the experirnental 

setup. Testing showed that the plate remained isothermal to within 0.1 ir0.06 K from the 

average over the entire surface at I O  K above or below arnbient temperature. 

Slats from a commercially available Venetian blind were used for this experiment. 

The slats had a width, thickness, an arc length and a radius of curvature typical of many 

commercially available products. The slats were held at a pitch that is typical of 

comrnercially available Venetian blinds @s = 22.2 mm) using dits cut into 4-40 nylon 

rod that was threaded through two precision machined steel posts (4.76 mm square). The 

vertical position of the blind relative to the plate was such that the lower tip of the fint 

slat was in line with the plate leading edge when the blind was fûlly closed. To simulate 

sola. loading, two thin foi1 electric heaten (with dimensions 167 mm x 14 mm x O. 15 

mm) were bonded to the concave side of each slat. After the heaters were bonded to the 

slats, they were sprayed with paint to give a uniform hemispherical emissivity (cp = q, = 

0.81). The slat themal conductivity (kb) was also measured (Machin 1997). Fine T type 

thermocouples (JO gauge) were bonded to the top d a c e  of the slats using high 

conductivity epoxy. The thennocouple tips were placed one third the way dong the 

length of the slat and in the center of the slat profile. A complete description of the blind 

0 ves a mounting system can be found in Machin (1997) and Duarte (2000). Figure 3-4 d 

photograph and schematic of the b h d  mount in relation to the isothermal plate. 



Al1 tempentures and the power to the blhd were monitored using a Sciemetncs 

model 64 1 data acquisition system (Sciemetrics 199 1 ) with QMON software (SCL 1993). 

Instruments were calibrated using the same system. 

3.5 Test Conditions 

For validation purposes. it was decided that two plate temperatures, one lrvel of 

irradiation, one nominal blind spacing, and three blind angles would be exarnined. An 

additional set of test experiments at a O deg slat angle, with an increased nominal 

distance, was also taken. This allowed for an examination of the effects of plate-to-blind 

leading edge distance. n (Le.. 7.3 mm tip-to-plate spacing cm be examined despite the 

fact that 

examined 

the louver angle changes). The plate tempentures and irradiation levels 

were considered to be near the extreme limits of what would be encountered in 

nature, and it was expected that these cases would pose the larges problem for the 

numerical model. The cases exarnined experimentally and numencally are presented in 

Table 3- i . 

Table 3-1: Sequence of experimentaVnumencd conditions for model validation. 
Experirnental target is in brackets. 

Case 

1 
Ti (4 

296.7 (297) 
- 46 ( W / d  

123.9 (125) 
2 
3 
4 
5 
6 
7 
8 

Tp O<) 
283.3 (283) 
298.3 (298) 
283.3 (283) 
298.3 (298) 
283 -3 (283) 
297.8 (298) 
283.3 (283) 

+@cg) 
O 

15 1 -5 (1 50) 
124.5 (135) 
1 5 1.5 (1 50) 
124.0 ( 125) 
i 5 1.1 (1 50) 
t 24.4 (125) 
15 1.3 ( 1.50) 

O 
O 
O 
45 
45 
-45 

296.2 (297) 
2962 (297) 
296.7 (297) 
296.5 (297) 
2962 (297) 
296.7 (297) 
296.7 (297) 2983 (298) 1 4 5  

, 6 (mm) 
15.4 

n (mm) 
3 .O 

15.4 
20.0 
20.0 
15.4 
15.4 
t 5.4 

3 .O 
7.3 
7.3 
7.3 
7.3 

I 

7.3 
15.4 7.3 



3.6 Experimen taï Procedure 

The procedure for setting up and using the interferometer can be found in Machin 

(1997) and Duarte (1999). Machin (1997) provides instructions on focusing the 

interferorneter, aligning the experimental model, and positioning the carnera. 

Consequently, in the interest of brevity, only details specific to this investigation will be 

presented here. 

For each experiment, the blind slats were adjusted to the desired slat angle using a 

jig. The blind tip-to-plate spacing was subsequently adjusted using gauge blocks. 

Consequently, the imer slat tip-to-plate spacing was carefully controlled. and the slat 

angle varied slightly from slat to slat because of small dimensional imperfections. This 

approach was taken because previous experimental and numerical studies with an 

unheated blind have shown that it is more important to control the slat tip-to-plate 

spacing than slat angle or nominal spacing (Machin 1997, Phillips 1999). 

An optical window mounted in a sheei of acrylic was placed on each end of the 

model. This assembly prevented entrainment of air into the sides of the model, promoting 

a more two-dimensional flow and temperature field. To reduce the effect of air currents 

within the laboratory, the interferometer was located inside a large unventilated 

enclosure. 

Due to optical restrictions, the maximum interferogram size could oniy be 200 

mm in diameter, whereas the experimental model was 380 mm high. As a result 

accounting for some picture overlap, and the loss of some information at the top and 

bottom of the ckcular interferogram, it was decided to examine the plate as three distinct 



sections. The plate and blind were mounted on a table that allowed control of the 

experimental model's vertical position. Interferograms were then taken at the bottom, 

middle, and top of the experimental model. 

Experimental and numencal parameters have been sumrnarized in Table 3-2. 

Fluid properties were evaluated at an estimated film temperature of 300 K and were taken 

fiom Touloukian et al. (1970% 1970b, 1975). Film temperatures predicted by the 

numencal model d e r  the present analysis showed that the average fluid temperature was 

between 297 K and 302 K for al1 validation cases. The numerical model described in 

Chapter 2 was executed to duplicate the exact conditions of the interferorneter 

experiments, as presented in those tables. 

Data kvas collected every 60 seconds over a period of approximately 30 min t'or 

each experimental case. This data was used to ensure that steady-state operation was 

obtained at each expenmental case. 

Table 3-2: Panmeters used for validation of the numerical model. AI1 fluid properties 
except kp are evaluated at T =  300 K. 



3.7 Results and Discussion 

For clairity in presenting the results, the dimensional flux is presented instead of 

the Nusselt number. Due to the fact that the isothermal plate can be either hot or cold, 

negative and positive Nusselt numben will resulf where the sign is not indicative of the 

direction of heat flow. Using this convention, positive flux is fiom the plate, while 

negative is into the plate. 

Nurnerically and experimentally obtained avenge convective heat fluv rates are 

presented in Table 3-3, and local convective heat flux rates are presented in Figs. 3-5 to 

3-12, where slat positions and experimental uncertainty are shown in gray. Nurnerically 

obtained local and average radiative heat flux rates are also presented in Table 3-3 and 

Figs. 3-5 to 3- 12. 
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Figure 3-5 : Convective and radiative heat flw for validation case 1 : b = 1 5.4 mm, ( = 0"- 
7'' = 283 K. Points represent interferometric results with associated 
experimental uncertainty. Solid iine represents numerical results. Slat 
positions are superhposed on graphs for clarity . 



Figure 3 -6: Convective and radiative heat flux for validation case 2: b = 1 5.4 mm, 4 = 0". 
Tp = 298 K. Points represent inteiferometrk results with associated 
experimentai uncertainty. Solid line represents numencai results. Slat 
positions are superimposed on graphs for clarity. 



Figure 3-7: Convective and radiative heat flux for validation case 3: b = 20.0 mm, (= 0'- 
Tp = 283 K. Points represent interferometric results with associated 
experimental uncertainty. Solid line represents numerical results. Slat 
positions are superimposed on graphs for clarity . 



Figure 3-8: Convective and radiative heat flw for validation case 4: b = 20.0 mm, g= 0" 
Tp = 298 K. Points represent interferometric results with associated 
experimental uncertainty. Solid line represents numencal results. Slat 
positions are supenmposed on graphs for clarity. 



Figure 3-9: Convective and radiative heat flux for validation case 5: b = 15.4 mm, (= 
4j0* Tp = 283 K. Points represent interferometric results with associated 
experimental uncertainty . Solid line represents numerical results. Slat 
positions are superimposed on graphs for clarity. 



Figure 3-1 0: Convective and radiative heat flux for validation case 6: b = 15.4 mm. 4 = 
45". Tp = 298 K. Points represent interferometnc results with associated 
experimental uncertainty. Solid line represents numerical results. Slat 
positions are niperimposed on graphs for clarity. 
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Figure 3- 1 1 : Convective and radiative heat flux for validation case 7: b = 15.4 mm, 4= - 
45". Tp = 283 K. Points represent interferometric results with associated 
experimental uncertainty. Solid line represents numerical results. Slat 
positions are superimposed on graphs for clacity. 



Figure 3- 12: Convective and radiative heat flux for validation case 8: b = 15.4 mm, 9 = - 
45" Tp = 298 K. Points represent interferometric results with associated 
experimental unceriainty. Solid line represents numerical results. Slat 
positions are superimposed on graphs for clarity. 



Table 3-3: Cornparison of predicted and measured convective heat flux and predicted 
radiative heat flux from the plate for al1 validation cases. Results for the. 
middle third of the plate are presented in bnckets. 

The experimental data correlated well with numerical results. For the majonty of 

cases. the error is within the uncertainty of the expenmentally determined results. More 

important l y, the local flux rates obtained expenmentally agree with numerically obtained 

data both in trend and magnitude. 

While the quality of the experimental/numencal cornparison is good, a number of 

discrepancies are evident in the experimental data. It is advantageous. at this point, to 

identiG these discrepancies and discuss their significancr. They include aspects of 

modeled verses expenmental inlet and outlet conditions, as well as limitations with the 

experimental method. 

As indicated in Table 3-3, the experimentally meanired average heat flux for case 

2 was found to be 25% lower than the numerically predicted results, even though the 

resuits shown in Fig. 3 6  appear to be accurate. The descrepancy is a result of the wedge 

h g e  method of andyzing interferometric data. In this particular case, the Ennge angle 

can only be measured on the fringes themselves, which are spaced by a distance d. With 

this spacing, the extreme peaks demonstrated by the numerical results have been missed, 

resulting in an underprediction of the average heat flw. 

Case 

1 
3 
3 
4 
5 

qC Mode1 (W/m2) 

-79.2 (-79.0) 
-52.2 (-57.1) 
-64 .O (-60.8) 
-27.5 (-32.0) 
-56.1 (-56.1) 

qC Expenrnent (W/m2) 

-75.1 (-76.1) 
-39.2 (-43.4) 
-55.8 (-56.7) 
-25.1 (-28.9) 
-53.1 (-53.4) 

qR Model (wirn2) 

-66.6 (-66.7) 
-25 A (-27.9) 
-70.4 (-7 1 -6) 
-28.9 (-33.2) 
-70.3 (-72.6) 



It was expected that the top and bottom dais in each case would be affected by the 

radiative heat transfer conditions set in the numerical model. The temperature was not set 

as a boundary condition on the top and bottom sections of the numerical model because 

those could either be regions of inflow or outflow. The radiation model, however, must 

use the temperature of these sections to calculate radiant exchange between the slats and 

the room in the direction of the inlet and outlet. As a result, the bonom and top slats are 

largely ndiating to the fluid temperature at the inlet and outlet. as opposed to the Ti. It 

cm  be seen in Figs. 3-5 through 3-12 that this did not have any noticable effect on the 

end slats. 

One significant difference between the numerical model and the rxperiment 

existed at the bottom and top edges of the plate. In the experiment. flow was entrained 

around the sharp edge of the plate. In the numencal rnodel, an adiabatic wall continues 

above and below the plate. While this difference has no identifiable rffect on cases where 

the plate was warmer than the ambient (i.e., cases 2.4, 6, and 8). it did have an effect on 

the cases where the plate was cooler than ambient (Le.. cases 1.3, 5, and 7). In particular, 

the top portion of data fiom case 3 does not follow the experimental results as well as any 

of the other cases. During the experiment, air flowing downward fiom the cold plate is 

entrained around the sharp lead edge of the plate, while hot air fiom the blind nses and is 

guided away fiom the plate by the momentum of the air flow which was developed on the 

room-side of the blind. This allows the boundary layer on the plate to grow unhindered to 

the toprnost slat as if no blind was present. By contrast, because the numerical mode1 

assumes that the unheated wall continues above the heated plate, flow from the blind is 

pdled back towards the waii by downward flow entrained by the cold plate, thereby 



increasing the air temperature and heat flux in that area. This effect is less significant in 

the three other cold cases due to the proxirnity OF the blind to the plate in case 1, and the 

slat angle in cases 5 and 7. These conditions provide added stability to the flow, which 

quickly removes the effect of a downward developing boundary layer. This problern was 

not apparent in the wam plate cases (2,4,6, and 8) because no counter flow is produced. 

Due to optical restrictions, the experimental data in Figs. 3-5 through 3-12 were 

obtained from three individual photographs. As a result of environmental changes 

occuring betsveen the times at which these photos were taken, some step discontinuities 

are evident in al1 of the data. The flux measured in the top 1 / 3 ~  of case 5 dernonstntes the 

problem cleariy. This reduction is due to a small change (> 0.2 K) in the ambient 

temperature at the time that the final interferorneter picture was taken. This was 

acknowledged as a limitation of the cwrent experirnental setup. 

Although these discrepancies have k e n  identified, they are not considered to be a 

weakness of the numerical model. In fact, the continuing unheated portion of wall present 

in the numerical analysis, is closer to a realistic window situation than the experimental 

setup. More importantly, if the blind cm be shown to suppress the growth of convective 

heat transfer from the plate d a c e ,  the center portion of the model can then be used as a 

center of giass heat transfer rate for other window sizes. Ln this respect. the top and 

bottom portions of the model wouid be disregarded. 

An example cornparison of numerically and experirnentally obtained isotherms is 

given in Fig 3- 13. Visibly, the surroundhg temperature field shows excellent agreement. 

A complete summary of numerically and experirnentaily obtained isothenns is given in 

Appendix C. In dl cases, the location and trends of isotherms are similar. 



Although the experimental setup is unable to directly validate the radiative heat 

transfer calculated by the numerical model, blind temperatures measured during the 

experiments can confirm that predicted blind slat temperatures are correct. Table 3-4 

shows a cornparison of this data for selected louven where the average difference 

between the modeled and experimental results is only 0.64 K. As can be seen, the 

experimental results are in excellent agreement with the numerically obtained 

temperatures. In this way, additionai confidence was gained in the numerical results. 

especially when considering the predicted radiation exchange. 

Tnblr 3-4: Cornparison of predicted and measured blind slat temperatures for al1 
validation cases. M and E denote modeled and experimental results 
respectively. Experimental measurement accuracy is i 0.2 K. 



Figure 3-13: Cornparison of isothenns for validation case 2. Interferometric (left) and 
numericd (right). 



Other information can be obtained through observation of the numericaily 

obtained convective and radiative heat transfer rates. Trends obtained fiom the data 

presented in Figs. 3-5 through 3-12 are discussed in the following paragraphs. 

n i e  convective and radiative flux for the cold plate was consistently larger in 

magnitude than that for the wam plate when considering cases involving identical 

geometry. For exarnple, the convective flux for the cold plate was 52% larger in 

magnitude than that for the warm plate when considenng cases 1 and 2. The remaining 

cases show an increase of 141% between the cold and hot plate results. The average 

radiative heat flux for the cold plate was 162% larger than that for the w m  plate when 

considering O* slat tilt, i.e., cases 1 verses 2, and 3 verses 4. The +4j0 and 4 5 "  tilt angles 

show an increase of 108% between the cold and hot plate results. Le.. cases 5 verses 6. 

and 7 verses 8. In al1 cases, the average heat transfer occured in the direction of the plate 

surface. This is a significant point. Conceivably, heat transfer at the window surface may 

occur when no plate-to-air temperature difference cxists due to heating of the shade layer. 

As such, a modified interior heat transfer coefficient may be indeteminate. It does not. 

however, prevent analysis of the heat trmsfer at the inner glass. or analysis of a 

fenestration from that perspective. 

A more significant result is apparent when considering the effects of system 

geometry. In Fig. 3-5 and 3-6, for cases 1 and 2, the proximity of the slat Ieading edges 

and the plate produce a significant periodic effect on the convection from the plate, rvhere 

an increase in the local convective flux occurs when the leading edge and plate are 

positioned close together. For cases 3 to 8, when the slat leading edge was furthest h m  

the plate, the blind angle was obsented to have linle effect on the convective heat flux. 



Considering radiative heat flux, for cases 1 and 2, when the slat leading edge was closest 

to the plate, peaks in the local heat transfer rate were sharper and more distinct than in the 

other models. In this case, a decrease in the local radiative flux occured when the leading 

edge and plate were close together. As the blind was moved away frorn the plate. the 

"view" From the plate becomes largely independent of vertical location and slat angle. In 

Figures 3-7 to 3-12. while some periodicity is evident in both the radiative and convective 

heat flux, the results of cases 3, 5, and 7 and cases 4. 6, and 8 are not significantly 

di fferent. 

The final trend evident fiom this data is the steady and periodic nature of the data. 

If the first five slats fiom the bottom and top of each model are disregarded. qc and q~ 

do not change significantly with location. Previous investigations (Machin 1997. Phillips 

1999) have also suggested that the blind may suppress boundary Iayer growth. Together. 

these points give confidence in using the model to predict center-of-glas heat transfer for 

larger window and shade systems. Unfomuiately, this did not hold true for al1 of the 

validation cases. In cases 4,6 and 8, the viewfactor between the plate and the louven was 

large, and the blind slat temperature continued to rise with increased distance up the plate, 

thereby producing a gradua1 increase in q ~ .  Likewise, an increase was noted in the level 

of convective flux fiom the plate when the blind was m e r  away and countefflow 

existed (cases 3, 5, and 7). While some of this increase was due to boundary Iayer growth, 

the majority was undoubtably a resuit of end effects. Even though the cases represented 

extreme conditions, the increase in radiative and convective flux was not significant, and 

should not prevent a centersf-glas analysis with the data. 



It is important to note that a single experiment was performed at b = 30 mm, Tp = 

283 K, # - O deg, and qb = 150 W/m2. The results of that experiment have not been 

presented because the unsteady conditions produced prevent any useful analysis of the 

data. It is not known if the unsteady flow was due to larninar/turbulent transition, or some 

other effect. M i l e  the experiment did represent an exteme condition, it did demonstnte 

an important point. The bounds of the validation experiment are near the point where the 

initial assurnptions become invalid. As well. it was difficuit to obtain convergence 

numerically using those conditions. 

3.8 Conclusions 

Experimentally determined natunl convective and radiative heat transfer frorn a 

horizontal Venetian blind adjacent to an indoor window glazing has been obtained and 

compared to the results produced with a conjugate heat transfer numericd model of the 

system. With the exception of some readily explained departues between the 

experimental and numerical results, the local and average convective heat trmsfer 

coefficients were found to agree closely both in magnitudes and trends. Furthemore. 

experimentally obtained blind temperatures and isotherms were in close agreement with 

those obtained fiom the numerical model. This provides additional confidence in the 

numerical results. 

The following conclusions were drawn fiom the numerically obtained results. 

For the cases examined, convective and radiative heat flux was found to be into the 

plate, despite the fact that for cases 2, 4, 6 and 8, the plate temperature was higher 



thm the ambient rooin temperature. This prevents the determination of an equivalent 

air film coefficient for the inside glazing, Le., the hot blind layer would result in 

negative and indeterminate heat transfer coefficients. Total heat flux at that boundary. 

however. may still be used. 

0 The effect of louver tip to plate spacing was clearly demonstrated. As the louver is 

moved away from the plate, the local convective and radiative heat flux were less 

affected by individual louverç. There was little difference behveen the results of cases 

3- 5 and 7, and 4. 6, and 8, despite the fact that the louver angle changed. At a certain 

spacing, the dimension b was no longer needed to determine heat transfer from the 

system. 

For the majority of cases, in the middle section of the plate, the local convective and 

radiative heat flux results tended to be penodic with very little increase in magnitude. 

Slight increases in the radiative flux, however, could be seen under specific 

conditions. M i l e  this growth could conceivably become significant, it was 

unavoidable. Future analysis may be needed on a larger system to determine under 

what conditions this growth occurs. 

The onset of unsteady flow was observed both nurnencally and experimentally. This 

occurred under conditions of large and opposing convective flow. i.e., large blind heat 

flux, low blind emissivity, and cold plate temperatures While the occurrence of these 

conditions would be rare, the limits of the mode1 need M e r  investigation. 



CHAPTER 4 
PARAMETRIC ANALYSIS 

4.1 Introduction 

The present chapter descnbes the statistical analysis of the radiative and 

convective heat transfer from the interior surface of a window to the surroundhg 

environment with respect to six variables, using the numerical mode1 described and 

validated in the preceding Chapters. An investigative pûrametric analysis was performed 

to determine the cffects of the variables on the heat transfer frorn the inner glazing 

surface. The results of this analysis were subsequently used to aid in the design of a 

comprehensive three-level factorial parametric analysis (Montgomery and Runger 1 999) 

of the system. Finally, correlation equations were produced using this data. 

4.2 Iavestigative Parametrics 

4.2.1 Procedure 

To develop a comprehensive parametric analysis of a window and shade system. 

it was first necessary to observe the effects each variable has on the convective and 

radiative heat flux fiom the plate surface. In this way, it could be determined if the 

response of a given variable could be treated as linear or quaciratic, or if some other 

treatment was necessary. 



To facilitate this analysis, an investigative pararnetric was performed on each of 

the six variables which were expected to have an affect on heat transfer From the inner 

glazing surface. By changing one variable while holding the remaining five constant, it is 

possible to formulate the effect that variable had on the system. For each of three slat 

angles (-45,0,45 deg), an analysis of the effects of glas  temperature was performed for a 

base case of b = 30 mm and n = 18 mm, with q, = cp = 0.6, and qb = 60 W/mL. Previous 

investigations (Machin 1 997, Phillips 1 999) have suggested that convective heat tram fer 

from the window was more strongly influenced by tip spacing (n) as opposed to nominal 

spacing (b). The authors were not certain if this trend also applied to mdiative heat 

transfer. Secondary investigations were subsequently perfomed using two base cases 

consisting of O deg slat angle with glas  tempentures of 287 K and 307 K (10 K above 

and below arnbient). It was known, however, that the interaction between the heated blind 

and the heated or cooled glass could produce situations where convective boundaries 

developing on the blind and glas  rnay or may not be moving in the same direction. The 

differences between these two cases were considered to be important enough to justi& 

performing the investigation for each case. The effects of blind flux. glas and blind 

emissivity, and nominal spacing were each examined independently at four additional 

levels around the conditions of each base case. Tables 4-1 and 4-2 present the numerical 

mode1 conditions considered in this midy. 

Table 4- 1 : Numerical conditions of investigative parametric series. 



Table 4-2: Numerical conditions of secondary investigative parametrie senes. AI1 
p.a.rametncs perfomed at / = 0'. Base conditions indicated in bold. 

The analysis was perfomed using the numericd mode1 described in Chapter 2. 

Fluid properties were evaluated at an estimated film temperature of 300 K (i.e., constant 

Rai) and were taken from Touloukian et al. (1970a, 1970b, 1975). Fluid properties and 

rniscellaneous mode1 parameters are given in Table 4-3. 

Table 3-3: Numerical parameters used in the investigative parametrics. Fluid properties 
are evaluated at Tf=3 00 K. 



Results were examined using trendlines fit using polynomial regression (Devore 

1987). By that method, a linear fit was obtained by solving the simultaneous equations, 

where b is the parameter estimate, and x and y are the variables being fit. A quadratic fit 

was determined by solving 

The resulting trendline for a linear fit was of the fom 

b, + b l x =  y 

and for a quadratic fit 

To m e s s  the quality of these data fits, the R* coefficient was calculated. 

where and 9 are the average and predicted y parameters respectively. An R* value near 

1 was deemed to represents an acceptable fit. 



42,2 Results and Discussion 

The ultimate intention of this research is to determine the effects of a sunlit shade 

on heat transfer in the center-of-glas region of a window. One conclusion presented in 

Chapter 3 was that the blind layer generally supressed significant changes in radiative and 

convective heat transfer, and allowed a center-of-glas analysis to be performed on the 

middle section of the window model. As such. average and local hcat flux rates will only 

be presented for the glass region located between the midpoint of the Yh and 6Ih slats. to 

the midpoint of the 12"' and 13Ih slats. This vertical section includes 7 blind slats. and 0.16 

m of glass. 

An example of local convective and radiative heat tlux rates for the complete O" 

slat angle temperature parametric can be seen in Fig. 4-1 where slat positions iire shown 

in gray, and positive flux is fiom the plate. Local heat flux results fiom dl the 

investigative parametrics are given in Appendix D. The local radiative heat flua is 

observed not to change with vertical location on the glass. indicating that only 

insignificant changes in blind slat temperature occurred. Conversely, local convective 

heat transfer rates do change with distance up the glass, indicating the eEects of boundary 

layer growth. The magnitude of this change increased as the plate temperature deviated 

further From the ambient temperature. That is, the convective flux from the g las  over a 

height of 0.16 m increased by only 1.8 w/m2 at Tp = 297 K, while at Tp = 3 17 K the 

convective flux into the g las  decreased by 17 Wlm'. Significant changes in local 

convective flux only occured at extreme glas  temperatures, and are considered as a 

limitation of the analysis. 



Figure 4- 1 : Local convective and radiative heat flux in the center-of-glass region with 
changing glass temperature (+= O", b = 30 mm, q, = E~ = 0.6, pb = 60 w/rn2). 
Slat positions are show in gray. 



me effect of glass temperature and slat angle on the average convective and 

radiative flux are presented in Figs. 4-2 and 4-3 and Table 4-4. Figures 4-2 and 1-3 

present the effects of varying the glas temperature and slat angle at a constant nominal 

spacing and tip spacing, respectively. Both radiative and convective heat transfer rates 

indicated a linear relationship with temperature, whereby the average flux became 

increasingl y positive with elevated glass temperature. At al1 three slat angles. l inear 

trendlines fit to the convective data produced correlation coeficients of 0.992 or greater 

when b = 30 mm and 0.995 when n = 18 mm. Considenng the radiative heat transfer 

results. linear trendlines fit to the data produced correlation coefficients of 0.9'15 when b 

= 30 mm and 0.994 when n = 18 mm. A more signifiant result can be found by 

rxamining the difference, or lack of difference, of the calculaied heat flux with differing 

blind slat angle. By ignoring slat angle and adding a linear fit to the convective flux data. 

correlation coefficients of 0.993 for b = 30 mm and 0.995 for n = 18 mm are produced. 

This c o n f h s  the findings of Machin (1997) and Phillips (1999) who found that tip 

spacing was more important than slat angle when determining convective heat transfer 

from the glass. A slightly different result occurs when considenng radiative heat trmsfer. 

As before, by ignoring slat angle and fitting a linear trendline to the radiative flux data, a 

correlation coefficient of 0.994 was obtained for b = 30 mm and 0,993 for n = 18 mm. It 

is therefore concluded that the radiative heat tramfer rate was more dependent on nominal 

spacing than blind slat angle. These redts suggests that slat mgle can be omitted when 

determining radiative heat transfer, and need only be considered in calculating tip spacing 

for determining convective heat tramfer. It is dso interesthg to note that for the cases 

chosen, average radiative and convective flux were found to be of the same magnitude. 



Table 4-4: Numerically predicted average convective and ndiative heat flux fiom the 
center-of-glas region of the plate as a function of plate temperature, slat 
position, and slat angle. Results are for tests indicated in Table 4-1. Models 
executed at q = gP = 0.6, qb = 60 Wh2.  
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Figure 4-2: Average convective and radiative heat flux fiom the ~enters~glass region of 
the plate for the plate temperatures presented in Table 4- 1. Models executed 
at 4=0, b=30mm, g = 3 = 0 . 6 , q b = 6 0  w/rn2. 
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Figure 4-3: Average convective and radiative heat flux from the center-of-glass region of 
the plate for the plate temperatures presented in Table 4- 1. Models exccuted 
at (= Oo.n= 18 mm, q, = g p = 0 . 6 , q b  =6O W/m2. 

The effect of blind emissivity on convective and radiative heat transfer From the 

glass is presented in Fig. 4-4 and Table 4-5. These results indicate that the average 

convective heat transfer coefficients are not significantly affected by changes in blind 

emissivity. The magnitude of the change in the convective heat transfer over the range of 

blind emissivities examined was not significant. As such, it may be possible to accuntely 

predict convective heat tramfer without using the blind emissivity as input. When 

considenng the warm glas case, the convective flux changed by iess than 1.2 w/mZ or 

5.6% over the entire range. The cold glass case was more significant at 5.0 Wlm' or 

11.5%. Quaciratic trendline fits of the data produced correlation coefficients in excess of 

0.990 in both cases while linear fits were slightly woae with correlation coefficients of 

0.903 at 7'' = 287 K and 0.947 and Tp = 307 K. When considering the radiative heat flux, 



changes in the slope of the trendline were more significant than observed in the 

convective data. Greater blind emissivities reduce the resistance of the blind to radiative 

heat flux to, and €rom. the glass. Therefore, radiative flux from the glas  becarne more 

negative with increasing biind emissivity. Quadratic fits of the data produced correlation 

coefficients in excess of 0.992 in both cases. Correiation coefficients of 0.914 were 

obtained for the linear fits at Tp = 287 K and 0.866 at Tp = 307 K. 

Figure 4-4: Average convective and radiative heat flux fiom the center-of-glas region of  
the plate for the slat emissivities presented in Table 4-2. Modeis executed at @ 
= O", b = 30 mm, = 0.6, qb = 60 w/rnZ. 



Table 4-5: Numerically predicted average convective and radiative heat flux from the 
center-of-glas region of the plate as a fùnction of slat emissivity. Results are 
for tests indicated in Table 4-2. Models executed at / = O*, b = 30 mm, zp = 
0.6, qb = 60 w/rn2. 

The effect of glass emissivity can be seen fiom the results given in Fig. 4-5 and 
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Table 4-6. Convective heat flux from the glass was unaffected by the range of glass 
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surface. Both the convective and radiative heat flux results show excellent linearity with 

correlation coefficients of 0.997 for each glass temperature. 



Table 4-6: Numerically predicted average convective and radiative heat flux from the 
center-ofiglass region of the plate as a huiction of plate emissivity. Results are 
for tests indicated in Table 4-2. Models executed ai ( = O". b = 30 mm, q = 

0.6, qb = 60 W/mZ. 
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Figure 4-5: Average convective and radiative heat flux fiom the center-of-glas region of 
the plate for the plate emissivities presented in Table 4-2. Models executed at 
(= O", b = 30 mm, = 0.6, qb = 60 W/m2. 

The effect of nominal blind spacing can be seen fiom the results given in Fig. 1-6 

and Table 4-7. As the blind is moved closer to the giass, an increased affect is clearly 

visible. In the case of convection heat transfer, the results support the premise that closer 
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spacing causes an increasingly negative shift in the direction of heat flux, Le., heat lost 

from a warm plate is reduced, while heat gained by a cold plate increases. A 2" order fit 
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to the data produced a correlation coeficient of 0.985 for both of the g las  tempentures 

considered. Changes in radiative heat flux with proximity were less pronounced, although 

a slight decrease in heat transfer was obtained as the blind gets closer to the glass. Such a 

change was most likely the result of an increase of the glass-to-arnbient viewfactor and an 

associated decrease in the glass-to-blind viewfactor. As the ambient temperature was 

below the plate temperature, radiative exchange was reduced. Quadratic fits to this data 

produced correlation coefficients of 0.960 at Tp = 287 K and 0.990 at Tp = 307 K. 

Figure 4-6: Average convective and radiative heat flux fiom the center-of-glas region of 
the plate for the nominal spacings presented in Table 4-2. Models executed at 

@= 0°, q = = 0.6, qb = 60 W h 2 .  



Table 4-7: Numerically predicted average convective and radiative heat flux from the 
center-of-glass region of the plate as a function of nominal spacing. Results 
are for tests indicated in Table 4-2. ~ o d e l s  executed at 4 = O", q = E- = 0.6, 
qb = 60 w/rn2. 

The final variable examined was the level of absorbed blind flux due to solar 

heating of the blind. Figure 4-7 and Table 4-8 show the effect of blind flux on heat 

transfer rate from the glass. A higher blind flux resulted in greater blind slat tempentures, 

which caused both the convective and radiative flux to become more negative. Linear 

trendlines fit to each data set produced correlation coefficients in excesss of 0.997. A more 

important result was found by examining the slope of each trendline. The convective heat 

flux changed fiom 4.06 to -0.10 W/mL per W/m2 of absorbed flux between Tp = 287 K 

and 307 K respectively. Between these s m e  temperatures. the radiative heat flux varied 

€rom -0.15 to -0.17 w/mL per W/m2 of absorbed flux. These srnall changes in slope with 

changing tempenture suggest that qb and Tp were not strongly coupled. 
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Table 4-8: Nurnericaily predicted average convective and radiative heat flux fiom the 
center-of-glas region of the plate as a function of absorbed solar energy in the 
shade. Results are for tests indicated in Table 4-2. Models executed at (= O*, 
b = 30 mm, = E~ = 0.6. 
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Figure 4-7: Average convective and radiative heat flux from the center-of-glass region of 
the plate for the absorbed solar flux as presented in Table 4-2. Models 
executed at @= O", b = 30 mm. ~b = gP = 0.6. 

4.2.3 Conclusions 

Numencally determined values of radiative and convective heat transfer from an 

indoor window glazing with adjacent Venetian blind were obtained using a validated 

nurnencal mode1 of the system. Results were obtained within the boundaries of an 

investigative pararnetric analysis. The following conclusions were drawn from these 

results, and c m  be applied within the range of the parameters investigated. 

Blind slat angle does not affect the average convective or radiative heat flux from the 

glass. Convective heat flux determined at different slat angles with equivalent tipto- 

g las  spacings (n = 18 mm), and radiative heat flux determined at different slat angles 

with equivalent nominal spacings (b  = 30 mm), were similar. 

- 95 - 



The average radiative and convective heat flwes increased linearly with increased 

plate temperature. For the cases examined, radiative and convective fluxes were found 

to be of the same magnitude. 

The average convective flux fiom the plate was not significantly affected by either the 

plate or the blind emissivity, and may not be required in a predictive equation. The 

average radiative flux from the plate increased Iinearly in magnitude with increasing 

glass emissivity, and became more negative with increasing blind emissivity. 

Nominal blind distance had more influence on heat transfer as the blind got nearer to 

the g l a s  surface. Average convective and radiative heat transfer rates were well 

represented by quadntic trendlines. 

Convective and radiative heat flux becorne increasingly negative with increased levels 

of absorbed blind flux, ix., the flux from the blind to the plate increased in the 

direction of the plate. In addition, both fluxes changed linearly with qb. More 

importantly. the rate of change of heat flux fiom the glass. with respect to changing 

glass temperature, suggests that these variables were not coupled. 

Local heat flux rates show that while the radiative flux was steady under al1 the 

conditions exarnined, the convective flux changed slightly with distance up the glass 

surface. These changes in convective flux have been accepted and noted as a 

limitation of this analysis. 

While the present analysis has shown the effect of mode1 parameters, it does not 

provide comprehensive information conceming panmeter interactions. Inferences c m  be 

made, however, concerning the glass temperature/slat angle and glass temperaturehlind 

flux interactions. A full factorial parametric will be required to assess those interactions. 

-96- 



4.3 Three-Level Parametric Series 

4.3.1 Procedure 

Heat flux rates ai the plate were determined for conditions dictated by a three- 

level factoriai design (Montgomery and Runger 1999). That design was required because 

the analysis performed in the previous section indicated that the effects of some variables 

on the results couid be quadratic in nature. Under that method, each of the six 

investigative variables was represented at a hi&, low, and mid point value. where every 

possible combination was numerically modeled, producing ?' or 729 rnodels. The 

factona1 design ailowed the first and second order effects of the variables to be estimated 

in addition to the effects of parameter interaction. Table 4-9 gives the parameters and 

values investigated. The full range of investigation for each variable was largely chosen 

from expenence, and were thought to be representative of conditions that rnay occur in an 

actuai window and shade installation. 

Table 4-9: Numerical conditions of parametric series. 

The analysis was performed using the numerical mode1 described in Chapter 2. 

Fluid properties were evaluated at an estimated film temperature of 300 K (Le., constant 
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film temperature was examined after the numerical models were completed. The case of ) 

= O deg, b = 20 mm, Tp = 283 K, q = 0.60, E- = 037, and qb = 25 W/mL was found to 

have the lowest average fluid temperature at 295 K. The average flux rate obtained 

numerically changed by only 1.2% when using fluid properties determined at this 

temperature. 

To fit the data, an equation was chosen which includes al1 linear and quadratic 

effects and two factor interactions. Third order terms were neglected. Since that equation 

contained 28 terms, the method of analysis will be described using a representative 3' 

data set with 6 terms, cg.. 

where I' and /?are the predicted response and estimated parameter respectively. .Y 

represents each variable. in coded fom. where 

where X would normally be 1, O. or - 1. 

For the above design, there would bc 3' or 9 data points and 6 mode1 parameten. 

The design matrixes X, ,û, and Y are therefore 



Data were fit using the sum of squared residuals, and by making the following 

assumptions: 

mdom noise components were independent for each variable: 

explanatory variables were known exactly; 

variance was constant over entire region; and 

the equation was an adequate representation of the data. 

The first three assumptions could be made with certainty because the data came fiom a 

numencal mode1 of the system. The final assumption was supported by the results of  the 

investigative parametric presented in the previous sections, and couid be c o n h e d  after 

the analysis using qudity of fit indicators. 

The least squares parameter estimates are detemiioed using matnx operation 



For the data sets, the full model fit and the uncertainty of the parameters were exarnined. 

Parameters which could statistically be zero were removed, and the model was refit. 

To detemine the confidence intervals for panmeter estimates, it was necessary to 

form the covariance matrix, C, 

C=a - 2 (  X X )Y (4.1 2) 

where the diagonal elernents indicated the variance of each of the parameters, and the off- 

diagonal elements indicated covariance between parameters. In this case. there was no 

measure of pure error variance, 6. Instead, variance was estimated by the surn of squared 

errors 

- 
N - P  

where IV is the number of test nuis (728), P is the number of parameters. and Ai - P is the 

number of degrees of fieedom of the variance estimate. y and j are the measured and 

predicted y pivameters respectively. The confidence intervals for each panmeter estimate 

was formed using the equation 

- 
P, f b ~ p . 0  , ,/* (4.14) 

where t ~ - p  0-0aj was the r-statistic with N-P degrees of fieedom and 99% confidence, 

and was taken fiom a t-distribution table, and Var(Bi) was the diagonal element of the 

covariance matrix taken fiom row/column i. Any of the întervals which could statistically 

be zero, were considered insignificant. The parameter esthates were checked each time 

because the estimate of pure error variance changed with each refit of the data. Variables 

showing significance &et one iteration, were ofien found to be insignificant in the next. 



Three foms of the coded model were examined. The first included the variable @ 

or sin@(in coded fom, these variables are identical). This made each blind angle distinct 

within the model. The second included the blind angle in the form cos#. In this form, 

blind slat angles of -45" and 45" were identical. Previous examinations have suggested 

that ihis was the best form for the radiation model. It should be noted that because cos# 

cannot be negative in the range examined, the cos4 and cos2# columns of the X matrix 

were identical, and consequently one had to be removed. The parameter associated with 

the remaining column was aliased, meaning that it included the effects of both terms. The 

final form of the model was formulated in terms of the tip spacing (n = b - ~i(cos@Q). 

Previous examinations suggested that this was the best form in the convection model. 

To quantitatively test the quality of the fit, the Mean Square Rafio test was used. 

This test is appropriate for cases where no rneasure or estimate of pure error variance is 

available. For 99% cofidence in the resulting data fit, if 

then there is no evidence of lack of fit. Here, MSR is the Mean Square Regression and 

MSE is the Mean Square Error. F is the F-statistic with P-l and N-P degrees of freedom 

in the numerator and denominator respectively, and 0.01 denoted 99% confidence. Fis 

the average measured value of y. 

The adjusted ~2 coefficient rnay aiso be considered. 



where TSS is the Toral Sum of Squares. An ~ 2 , ~  value near I represents an acceptable 

fit. 

Finally, a pphical  analysis of the data aided in determining the quality of the fit. 

Residuals were erarnined with respect to predicted response, and the explanatory 

variables. While statistical analyses of this sort ofien include an analysis of th vs th+l 

residuals. and residuals verses sampling order, the fact that the data was obtained 

numerically made this unnecessary. lndividual results could not have been influenced by 

the order of numerical mode1 execution. 

4.3.2 Results and Discussion 

The quantity of data required for the statistical analysis prevented any convenient 

method of presenting the individual results of the pyametric series, or the results of each 

data fit. Instead, the quality of fit and number of parameters are presented in Table 4- 10. 

The estimated parameters for the best data fits are presented in Table 4-1 1, where the fit 

equation can be produced by multiplying each parameter by the associated variable 

presented in the leFt-most column of the table. Figure 4-8 presents plots of predicted 

response and residuals verses numerically obtained data. A cornplete sumrnary of the data 

and individual fits are presented in Appendix D. 



Figure 4-8: Predicted and residuals verses modeled convective, radiative. and to ta1 heat 
flux. 



Table 4- 10: Relative quality of statistical data fits. 

Table 1-1 1 : Estimated mode1 parameten and quality of fit indicators for pararnetric case 
using cos+. Parameters are presented in uncoded fom. 99% confidence 
interval of parameters are provided. Note that b is in mm, T is in O C .  

. 
Treatment of b and 4 

b and 4 or b and sin# 

b and cos4 

n = (6-wcosN2) 

1 1 Convection (WIrn-3 1 Radiation ( Wlm') 1 Total Flux (W/rn2) 1 
r -  Constant 1 -77.761 I 1.634 I 29.822 i 9.574 I -37.940 I 9.7 12 1 

9 b c 4  4.160 i 0.042 -0.160 + 0.042 
CT 2.50 2.04 3 -43 

MSRWSE > 8242> 1 -98 :. no evidence of  1 1469> 1 -94 :. no evidence 12848> 1.84 :. no evidence 
FP -1,~-P,O.OI lack of fit of Iack of fit of  Iack of fit 

0,995 .-. mong fit 0.996 :. m n g  fit 0.997 .-. strong fit 
Y b 

%pan combination, blind cmissivity statisticaliy becornes unimportant As a significant tcnn in both the radiation and 

, Radiative 

coiduction portions of hm trmsfii, howevcr, the t m  will bc & n d  

Terms 

19 
19 
17 

Convective 
6 (W/m2) 

2.27 
2.04 
2.48 

Term 

18 
18 
15 

r 

6 (W/m2) 
2.59 
2.50 
2.5 1 



The results of Section 4.2 and previous investigations (Machin 1997, Phillips 

1999) suggested that convective heat transfer fkom the intenor glazing was more strongly 

influenced by tip spacing (n) as opposed to nominal spacing (b). When considering 

radiation, treating -45 and 45 degree slat angles as identical situations (using cos& 

produced a better data fit than those produced by considering each slat angle 

independently (using 4 of sin@ or by considering the blind tip spacing (n). When 

considering convection, an excellent fit was produced by combining the nominal spacing 

and slat angle to obtain the louver tip spacing (n). The fit produced by considering cos# 

and b, however, was even better. This result allows the two flux rates to be combined in a 

relatively simple manner. 

The final equations presented in Table 4-1 1 cm be compared to the results of the 

investigative parametric. Both studies indicated that the quadratic effects of blind 

ernissivity, glass emissivity, and blind flux were unimportant when considering 

convection, and the quadratic effects of plate emissivity and blind flux were unimportant 

when considering radiation. By cornparison, the results of the full and investigative 

pararnetnc studies disagree on a number of points. The investigative pararnetric 

incorrectly indicated that plate and blind emissivity and the quadratic effects of 

temperature were not important when considering convection, and the quadtatic effect of 

temperature and the temperaturehlind flux interaction were not important when 

considering radiation. Additionally, that parametric analysis mistakenly indicated that the 

blhd spacing was quadratic in nature when considering radiation. These ciifferences cm 

be explained. The previous work never considerrd parameter interaction, or the expanded 



range of possible cases. For example, although the results fiom the investigative analysis 

suggest that emissivity of the blind and shade did not seem important in calculating 

convection, only a limited number of cases were examined, and parameter interaction 

could not be examined using this technique. Consequently, these elfects were not 

observed within the investigative range. In defense of the exclusion of b j  fiorn the 

radiation equation, an anornaly may have k e n  seen in the previous investigation which is 

not nomally present. 

The quality of the data fit presented in Table 4-1 1 is presented in Figs. 4-8 and 4- 

9. Figure 4-8 presents the predicted values and residuals venes modeled results for 

convection. radiation. and total heat flux. The quality of fit in each case was qualitatively 

and quantitatively excellent. and MSR tests showed good quality of fit and no 

evidence of lack of fit respectively. It was seen, however, that sorne slight trends were 

missed in the convective heat transfer model. The curvature seen at the far left of that fit 

is most noticeable in Fig. 4-8. Those data points, however, represent the onset of 

unsteady Bow (and the limit of model capabilities). Each of these points occurs at the 

high blind flux rate, low g las  temperature, and low emissivity on the blind or glas .  

Figure 4-9 presents the residuals venes the explanatory variables for the total heat flux. 

No evidence of missed trends were evident from those plots. 



Figure 4-9: Residuals verses mode1 parameters. 



While the equations presented are suitable for use in software development. the 

size of the equations and data required as input prevent them From being easily used. A s  

such, the data has been presented in tabular format by making a number of assumptions 

about the range of data likely to be encountered. White and off-white blind slat sarnples 

were tested at the University of Waterloo using a Gier Dunkle lnfrared Retlectometer. 

and were found to have thermal emissivities of 0.77 and 0.75 respectively (Wright 1997). 

It was observed that blinds with similar coatings (regardless of color) would have similar 

emissivities in the thermal range. Additionally, it was assumed that the inner glazing 

surface would not have any special coatings, and the emissivity of window glass could be 

used. Therefore, q, and ggi were set as 0.76 and 0.84 respectively. Combining these 

values with the equations presented in Table 4-1 1 gives a reduced equation which is 

presented in Table 4-12. Table 4-1 3 gives the sarne data in tabular format. where the plate 

temperature 7'' now becomes the inner glass temperature Tg, and is quoted relative to the 

ambient temperature, Ti. While values were detennined for Ti = 297 K. analysis using 

different room temperatures are possible. Quoting the g l a s  temperature relative to the 

ambient will not affect the calculated convection, and radiation will not be significantly 

affected if the mom temperatw does not change dmically from Ti = 297 K. Likewise. 

the plate emissivity 6-p becomes ~g i .  The results of Ye (1 997) and Machin (1997) showed 

that at distance, the nominal spacing, b, ceases to have an effect. From their analysis, this 

distance was approximately 30 mm. Andysis indicates, however, that this distance would 

be dependent on a particular set of conditions. Until this b i t  cm be established, andysis 

of systems where b > 40 mm should be taken at b = 40 mm. 



Table 4-12: Estimated mode1 parameters when blind and glas  emissivity are 0.76 and 
0.84 respectively. Parameters are presented in uncoded fom. 99% confidence 
interval of parameters are provided. Note that b is in mm, T is in O C .  

43.3 Conclusions 

Equations for predicting the radiative, convective, and total heat transfer fiom the 

Constant 

interior surface of a window with an attached horizontal Venetian blind have been 

Convection (W/m2) 
-61.202 +, 7.017 

Radiation (Wfrn? 
-66.770 + 16.956 

obtained. While some of the predictions presented in the investigative parametric were 

Total Flux (W/m2) 
-127.972 + 18.351 

proven, others were not. That study, however, considered only a limited nurnber of cases 

and never considered parameter interaction. Contrary to the prediction that convective 

heat iransfer was dependent on blind tip distance, these results showed that nominal 

spacing provided a better quaiity data fit. This was a fortunate result in that it allowed 

easy combination of the radiative and convective predictor equations. While the renilting 

equations are complex, qualitative and quantitative indicators show that the data fit is 

very good. Based on a number of assumptions, an equation and table of flux fiom the 

interior glazing has been presented for simpüfied caiculation purposes. 



Table 4-13: Total heat tmsfer at indoor window surface. Positive values are towards 
room. Blind and glas  emissivity are 0.76 and 0.84 respectively. Values 
detemiined at Ti = 297 K. If b > 40 mm then use b = 40 mm. 

b 

' 
qb (WlrnL) 

O 

25 

50 

75 

IO0 

125 

O 0  

b = 20 mm b = 30 mm b =>JO mm 
# 

TEi*Ti (K) 
-15 
- I O  
-5 
O 
5 
1 O 
15 

-15 
- 10 
-5 
O 

5 
1 O 
15 

-1 5 
-10 
-5 
O 
5 
1 O 
15 
- 15 
- I O  
-5 
O 
5 
1 O 
15 
- 15 
- 1 O 
-5 
O 
5 
1 O 
15 

-15 
-10 
-5 
O 
5 
10 

-94.2 
-66.0 
-36.2 
4.6 
28.5 
63.4 
99.9 

- 106.8 
-78.3 
-18.1 

-350 / 450 
b = 20 mm b = 30 mm b => 40 mm 

150 
15 

-15 
-10 
-5 
O 
5 
10 
15 

- 100.4 
-70.4 
-38.7 

-5.4 
29.6 
66.3 

104.6 
- I 06.2 
-75.8 
43.8 
-10.1 
25.3 
62.3 

100.9 
-1 11.9 

-93.2 
-63.8 
-32.7 

0.0 
34.4 
7 0.4 

I08.l 
-102.9 
-73.2 
41.8 

-9 1 .O[ -92.3 

85.6 
-140.6 
-107.8 
-73 -5 

-98.9 
-68.3 
-36.0 
-2.1 
33.5 
70.7 

109.6 
-105.8 

-73.9 
-12.3 

-63.4 
-34.1 
-3.2 
29.4 
63.7 
99.6 

- 102.4 
-74.5 
44.8 
-13.6 
19.4 
54.0 
90.3 

-1 13.9 

53.0 
-159.7 
-130.0 
-98.6 

-8.0 
28.0 
65.5 

104.8 
-1 12.8 
-81.5 
-48.5 
-13.9 
22.4 
60.4 

100.0 
-1 19.7 
-88.1 
-54.7 
-19.7 
16.9 
55.2 

-- 

95.2 
-126.7 
-94.6 
-61.0 
-25.6 
11-4 
50.0 
90.4 

-133.6 
-101.2 

-67.2 
-3 1.5 

5.9 
44.9 

-63 -5 
-33.0 
-0.9 
32.9 
68.3 

105.5 - 100.9 
-71.8 
-40.9 
-8 .4 
25.7 
61.5 
99.0 

- 109.5 
-85.6 
-55.6 
-23.9 

9.4 
44.3 
80.9 

- 125.3 

- 16.2 
17.3 
52.5 
89.4 

-1 19.4 
-90.5 
-60.0 
-27.8 

6,1 
4 1.7 
78.9 

-132.1 
-1 02.8 

-7 1.9 
-39.3 
-5.1 
30.8 
68.4 

-144.7 
-1 15.1 
-83.8 
-50.9 
-1 6.3 
20.0 
57-91 

-8.7 
26.0 
62.4 

100.5 
- 1  12.7 
-82.6 
-50.9 
- 17.4 
17.7 
54.4 
92.8 

-1 22.5 
-92.1 
-59.9 
-26.1 

9.3 
46.4 
85.2 

- 132.3 
-101.5 
-69.0 
-34-9 

0.9 
38.4 
77.5 

-65.5 
-30.8 

5 -6 

43.71 

73.1 
- 14.0 
-1 13.1 
-80.3 

-80.0 
48.8 
- 16.0 
18 5 
54.7 
92.5 

-1 18.1 

-8 1.2 
48.8 
-14.8 
20.9 
58.3 

1 97.3 
-1 i7.7 

-46.2 
-10.3 
27.3 
66.6 

-157.3 
- 127.3 
-95.7 
-62.4 
-27.5 

9.2 

-86.6 -96.7 

-142. I 
-1 10.9 
-78.1 
43.6 

-7.4 
30.4 
69.9 

-151.9 
- 120.3 
-87.2 

86.4 
-135.1 
- 102.9 
-69.1 

-88.3 

47.4 
- 169.9 
-139.6 
-107.6 

-66.3 
-34.3 
-0.7 
34.6 
71.6 

- 136.8 
-107.8 
-77.1 
44.7 
-10.7 
25.0 
62.3 

- 148.2 
-1 18.9 
-87.8 
-55.1 
-20.7 
15.3 

-33.6 
3.5 

42.3 
827 

-74.0 
-38.7 
-1.7 
3 6.9 

-52.3 
-15.8 
22-4 
62.2 

-56.7 
-23.5 
11.3 
47.8 
86.0 

-126.8 
-96.5 
-64.6 
-31.1 

J.lL 

-37.4 
0.3 

39.7 
80.7 

-53.9 
- 19.5 
16.6 
54.3 
93.7 

- 1 23.5 
-92.1 
-59.0 
-24.2 
12.2 

4 1 .O[ 50.3 
79.5 

-135.4 
-104.8 
-72.5 
-38.6 

-3.1 
34.2 

90.0 
- 129.3 
-97.5 
-64.0 
-28.9 

7.8 
46.3 



CHAPTER 5 
DISCUSSION OF RESULTS 

5.1 Introduction 

The current Chapter presents a discussion of the numerical and experimental data 

obtained dunng the coune of the present investigation. Discussion previously presented 

in Chapters 3 and 4 has been revisited as dictated by the School of Graduate Studies. 

Additional information and discussion concerning this project has also been presented. 

5.2 Summary of Previous Discussion 

5.2.1 Validation 

Expenmental validation of the numencal mode1 using a Mach-Zehnder 

Interferorneter was successful. The experimental data correlated well with numerical 

results, and for the rnajority of cases, the error was within the uncertainty of the 

experimentatly determined results. More importantly, the instantaneous heat B u .  agreed 

with numerically obtained data both in trend and magnitude. Local convective and 

radiative heat flux rates were presented in Figs. 3-5 to 3-12. and average heat flux rates 

were presente-d in Table 3-3. Experimentally obtained slat temperatures and isothems 

were also in close agreement with experimentally obtained results. This gives additional 

confidence in the numerical results. A cornparison of nurnericaily and experimentally 

obtained isothems was given in Appendix C, and a cornparison of predicted and 

measured blind slat temperatures was presented in Table 3-4. 



M i l e  the quality of the experimentaYnumerica1 cornparison is good. a number of 

discrepancies are evident in the experimental data. These problems were identified and 

discussed in Chapter 3, and include aspects of modeled verses expenmental inlet and 

outlet conditions, as well as deficiencies in the experimental method. Those discrepancies 

are smmarized as follows: 

Using the wedge fringe method of analyzing interferometric data the fringe angle c m  

only be rneasured on the fnnges themselves. Consequently, peaks demonstrated by 

the numerical results may have been missed. resulting in an underprediction of the 

average heat flux during the experimental analysis. 

In the experiment, flow was entnined around the sharp edge of the plate. while in the 

numerical model, an adiabatic wall continues above and below the plate. While this 

difference has no identifiable affect on cases where the plate was warmer han the 

ambient, it did have an affect on the cases where the plate was cooler than ambient. 

During the experiment, air flowing downward fiom the cold plate was entrained 

around the sharp lead edge of the plate, while hot air from the blind rose and was 

guided away from the plate by momentum of the air flow which has developed on the 

roorn-side of the blind. This allowed the boundary layer on the plate to grow 

unhindered to the topmost slat as if no blind was present. By contrast, because the 

numerical model assumed that unheated wall continued above the heated plate, flow 

fiom the blind was pulled back towards the d l  by the downward flow entrained by 

the cold plate, which increased the air temperature and heat f l u  in that area. 

Due to optical limitations, the experimentd data were obtained fiom three individual 

photographs. As a result of environmental changes occuring between the times at 



which these photos were taken, some step discontinuities were evident in al1 cf the 

data. Due to the difficuity in controlling environmental panmeten to the tolerance 

needed to avoid this problem, over the duration of an expenment, it was decided to 

simply recognize the problem as a limitation of the expenmental procedure. 

Although these discrepancies have been identified, they are not considered a 

weakness of the numerical model. In fact, the continuing unheated portion of wall present 

in the numencal analysis, is closer to a realistic window situation than the expenmental 

setup. More importantly, if the blind c m  be show to suppress the growth of convective 

heat transfer from the plate surface, the center portion of the model cm then be used to 

determine the center-of-glas heat transfer rate for other window sizes, and the top and 

bottom portions of the mode1 will be disregarded. 

Other information was obtained through observation of the numerically obtained 

convective and radiative heat transfer rates presented in Figs. 3-5 through 3-12. The 

trends include: 

The convective and radiative flux for the cold plate was consistently larger than that 

for the warm plate when considering cases with identical geometry. In al1 cases, the 

average heat transfer occurs in the direction of the plate surface. This is a significant 

point. Concievably, heat transfer at the window d a c e  may occur when no air-to-air 

temperature difference exists due to heating of the shade layer. Therefore, a modified 

interior heat transfer coefficient may be indetenninant. It does not, however, prevent 

analysis of the heat transfer at the imer glas, or analysis of a fenestration fiom that 

perspec the. 



A significant result is apparent when considering the effects of system geometry. An 

increase in the local convective flux occured when the leading edge of the slats and 

the plate were close together. When the slat leading edge was furthest fiom the plate, 

the blind angle had liale effect on the convective heat f lux Considering radiative heat 

flux. when the slat leading edge was closest to the plate, peaks in the local heat 

transfei nie  were sharper and more distinct than in the other cases. In that case, a 

decrease in the local ndiative flux occured when the leading edge and plate were 

close together. As the blind is moved away from the plate. the "view" from the plate 

became largely independent of vertical location and siat angle. There was little 

differencr between the further spaced shades despite differing slat angles. 

If the first five slnts from the bottom and top of each case are disregarded, qc and q~ 

did not change significantly with locatiob. This result supports the use of the mode1 

for predicting center-of-glass heat transfer in larger window and shade systems. Even 

though the cases represent extreme conditions, however. increases in convective and 

radiative flux were not significant and should not prevent a center-of-glass analysis of 

the data. 



5.2.2 Parametric Analysis 

The investigative pararnetric analysis was designed to provide important 

information necessary for the development of a full numencal investigation of the 

system. In that regard, it was successfÙl. An example of local convective and ndiative 

heat flux rates is presented in Appendk D where slat positions are show in gray, and 

positive flux is fiom the plate. The results of the pararnetrics have been surnmarized in 

Figs. 4-2 through 4-7 and Tables 4-4 through 4-8. 

Local radiative heat flux will be seen not to change with vertical location on the 

glass. indicating insignificant changes in blind slat temperature. Local convective heat 

transfer rates do change with distance up the glass, however. indicating boundary layer 

growth. The magnitude of this change increased as the plate tempenture became f i e r  

from the ambient temperature. While this suggests that window height should be included 

in the analysis, software limitations prevent expansion of the model at this time. 

Significant changes in local convective flux oniy occured at extreme glass temperatures. 

and must be accepted as a limitation of the analysis. 

The effect of glass temperature and slat angle on the average convective and 

radiative flux can be seen from the results given in Figs. 4-2 and 4-3 and Table 4-4. Both 

radiative and convective heat transfer rates demonstrate a linear relationship with 

temperature whereby the average flw became more positive with increasing glass 

temperature. A more significant result was found by examining the difference, or lack of 

difference, of calculated heat flux with differing blind slat angle. Tip spacing was more 

important than slat angle when determining convective heat transfer from the glass, while 

the radiative heat transfer rate is more dependent on nominal spacing than blind slat 



angle. It is also interesting to note that for the cases chosen, average radiative and 

convective flux are of the s m e  magnitude. 

The effect of blind ernissivity on convective and radiative heat transfer from the 

glass can be seen in Fig. 4-4 and Table 4-5. The magnitude of change in convective heat 

transfer over the range of blind emissivities exarnined was not significant. It may be 

possible to accurately predict convective heat t m f e r  without using the blind emissivity 

as input. When considering the radiative heat flux, changes in slope are more significant 

tlian seen in the convective data. Radiative flux from the glass becomes more negative 

with increasing blind emissivity, i.e.. increased radiative flux from the blind to the glass. 

Quadntic fits of the data produce excellent correlation. 

The effect of g las  emissivity c m  be seen fiom the results given in Fig. 4-5 and 

Table 4-6. Convective-heat flux from the glass did not seem to be influenced by the glass 

emissivity. As with the blind emissivity, it may be possible to ignore glass emissivity 

when predicting convective heat transfer. By contrast, the radiative heat transfer changed 

significantly with glass emissivity. Increasing glass emissivity increased the magnitude of 

flux emitted or absorbed at the plate surface. Both cases showed excellent linearity. 

The effect of nominal blind spacing can be seen fiom the results given in Fig. 4-6 

and Table 4-7. As the blind gets closer to the g lw ,  an increased eflect was clearly 

visible. When considering convection, closer spacing caused a more negative shift in the 

direction of heat flux. Heat lost fiom a w m e r  than ambient plate was reduced, while 

heat gained by a colder than ambient plate increased. Changes in radiative heat flux were 

less pronounced with blind proximity, dthough a slight decrease in heat transfer occurs 

as the plate was moved closer to the glass. Such a change is most likely caused by an 



increase in the glass-to-arnbient viewfactor and an associated decrease in the glass-to- 

blind viewfactor. Because the ambient temperature was below the plate temperature, 

radiative exchange was reduced. Quadratic data fits produce good correlation for both 

cases. 

The final variable examined was the level of absorbed blind flux. Fig. 4-7 and 

Table 4-8 show the effect of blind flux on heat transfer rate from the glass. Higher blind 

flu'; resulted in larger blind slat temperatures. which causes both the convective and 

radiative flux to become more negative. A more important result was found by examining 

the dope of each trend line. Small changes of slope with changing temperature suggest 

that that q b  and Tp were not strongly coupled. 

Chapter 4 also presented a full three-level factorial examination of the system 

with respect to six variables: i.e., blind position and slat angle, glass temperature, blind 

and glass emissivity, and amount of energy absorbed by the blind. Individual results and 

the statistical analysis of the data have been presented in Appendix D. 

The results given in the first section of Chapter 4 and previous investigations 

(Machin 1997, Phillips 1999) have suggested that convective heat transfer from the 

interior glazing is more strongly influenced by tip spacing (n) than by the blind nominal 

spacing (b). When considering radiation, treating -45 and 45 degree slat angles as 

identical situations (using cos& produced a better data fit than those produced by 

considenng each slat angle independently (using 4 of sin@ or by considering the blind tip 

spacing (n). When considering convection, an excellent fit was produced by cornbining 

the nominal spacing and slat angle to obtain the louver tip spacing (n). The fit produced 



by considering cos# and b, however, was slightly better. This allows the two flux rates to 

be cornbined in a relatively simple manner. 

The equation parameters presented in Table 4-1 1 were compared to the results of 

the investigative piifametric. While both studies agreed about the effects of a number of 

the variables on the radiative and convective heat transfer, there were some contradictory 

results. These differences can be expiained. The investigative parametric never 

considered parameter interaction, or the expanded range of possible cases. For example. 

although the results from the investigative analysis suggest that the emissivity of the 

blind and shade did not seem important in calculating convection. only a limited number 

of cases were examined, and parameter interaction could not be evaluated. 

The quality of the data fit presented in Table 4-10 can be examined in Figs. 4-8 

and 1-9. Figure 4-8 presents the predicted values and residuals verses modelled results for 

convection, radiation, and toial heat flux. The quality of fit in each case were 

qualitatively and quantitatively excellent. It was observed, however. that some slight 

trends were being missed in the convective heat transfer mode!. Those data points 

represent limits imposed by the onset of unsteady flow (and the numencal mode1 

capabilities). These cases occurred at the high blind fiwc rate, iow glass temperature, and 

low emissivity on the blind or glass. Figure 4-9 presents the residuals verses the 

explanatory variables for the total heat flux. No evidence of missed trends is evident fiom 

those plots. 

While the equations presented are suitable for use in software development, the 

size of the equations and data required as input prevent them from being easily used. As 

such, the data has been presented in tabula- format by making a number of assumptions 



about the range of data likely to be encountered. Those users aie not likely to know the 

blind emissivity, and are likely to be dealing with uncoated glas on the interior surface. 

It is also expected that blinds with similar coatings (regardless of color) would have 

similar emissivities. Therefore, q, and ni were set as 0.76 and 0.84 respectively. 

5.3 U-Factor and SHGC Prediction 

Although the calculation of SHGC and U-factor was the logical next step in the 

progression of this research, important parts of the analysis were still missing. A reliable 

method of predicting blind layer optical properties needed to be developed. and 

experimental data needed to be produced to provide a comprehensive basis for vaiidating 

calculated values of SHGC and LI-factor. A preliminary comparison, however. was 

possible. While a method of predicting layer specific optical properties was being 

produced at the University of Waterloo, the method of Parmelee et al. (1952, 1953b) was 

used in the interim. Additionally, calorimetric testing of a limited number of window and 

shade systems was performed. Calorimetric evaluation. however, requires days of testing 

to detemine U-factor and SHGC for a single fenestration system. Factoring in equipment 

maintenance, d o m  t h e ,  the shon testing season, and inclernent weather, only a limited 

data comparison with a predictor method based on this anaiysis was perfomed. 



5.3.1 Procedure 

Predictions of SHG performance for complex fenestration systems cannot be 

made using the method cunently used in the ASHRAE HOF (200 1). By that method, the 

system equations are solved iteratively with respect to layer specific temperatures. In an 

unshaded system, convection and radiation only occur with adjacent layen, and thrrefore 

the layer specific inward-flowing fraction for the outer and inner glazings c m  be 

determined using Eqs. (1.4) and (1.5). The interaction between the inner glazing, shade. 

and room is much more complex. As a result, the inward-flowing fraction for the shade 

cannot be solved directly. 

Mathematically, however, the system could be solved using an assumption 

commonly made during calorimetric SHGC and LI-value testing (Harrison and Bankat 

1983). That is, it was assumed that the SHGC and LI-factor are uncoupled, and the 

relation between the instantaneous eficiency, q, and AT,Jl was linear. Assuming no 

irradiation, 1, will allow calculation of the LI-factor. Similarly. no temperature gradient. 

AT,,,, will allow calculation of the SHGC. To illustrate this, a predictor method of 

determining LI-factor and SHGC was developed. 



5.3.1.1 CI-Factor Calculation 

To calculate the CI-factor of a window and shade system it was necessary to 

iterate on the glass temperatures. To begin, the i ~ e r  and outer g l a s  temperatures must 

be assumed. 

Based on these temperatures, it is possible to detennine the inner, outer, and air 

space heat transfer coefficients. The air-space heat transfer coefficient was determined 

from Table 4 in Chapter 29 of the ASHRAE HOF (2001), while the extemal heat transfer 

coefficient was taken from experimenis or ASHRAE standard design conditions 

(ASHRAE HOF 2001). The interior heat iransfer coefficient was solved using the fluu 

equation in Table 4- 1 1, 4-1 2, or 4-13, using the intenor glass temperature with q b  = O 

~ l r n ' .  Therefore. the interior radiative and convective heat transfer coefficient. h, became 

The system Gfactor was then caiculated using 

Because there was no solar flux, the heat flux at the indoor surface was also the heat flux 

through the window. In this case, for the whole window, the heat flux was 

q,m =WC -T l  ( 5  3) 

Comparing qen to qi determines if another iteration was required. 

If qp, # qi then it was necessary to tecalculate the glas  temperatwes. Therefore 



Using these new temperatures, the process was repeated until ql, = q, and the predicted 

glass temperatures converged. 

5.3.1.2 SHGC Calculation 

To calculate the SHGC of a fenestration system, it was first necessary ro estimate 

the absorption in the glasses and blind for a specified sohr incidence angle. Using layer 

specific optical properties, estimated kom Parmelee and Aubele (1952). an optical 

balance could be used to find the effective absorption of each layer (Farber et al. 1963). 

Considering one inter-reflection, for the exterior glass 

the interior glass was 

and, the blind absorption was 

% = asrprgj(l + ~ 3 ~ 2  + ~ 5 ~ 4  ) (5 -8) 

nie  solar radiation absorbed then depended on the direct and difiùse irradiation 

leveis. Therefore 



To detemine the solar heat gain coefficient, it was necessary to itente based on 

the interior glas  temperatme. The interior heat transfer coefficient (q,) was solved using 

the flux equation in Tables 4-1 1,  4-12, or 4-13, for a given blind position. angle, and 

emissivity, glass emissivity, absorbed solar flux ( q b  = Iab), and estimated interior glass 

temperature. 

By performing an energy balance at the interior glazing, the exterior glazing 

temperature could be estimated using 

9, = q, - 1% (3.12) 

where the air-space heat transfer coefficient was detemined fiom Table 1 in Chapter 29 

of the ASHEUE HOF (2001). 

It was now possible to calculate the flux at the outdoor glazing by two rnethods: 

by the enrrgy balance. and by using the exterior air film coefficient as determined h m  

experiments or ASHRAE design conditions (ASHRAE HOF 300 1). 

%A .A % - Iap (5.14) 

c, = h o k  -T,) (5.13) 

Finally, the estirnate of the interior glass temperature, and the calculation procedure. must 

be iterated until q o ~  = gag. 

Once convergence was obtained, the solar heat gain coefficient codd be 

calculated by performing an energy balance on the outer glazbg, and adding the 

transmitted portion of radiation. 



Equation (5.1 7) was solved using both direct and diffuse proporties. The solar heat gain 

coefficient was then 

SHGC = ? D I ,  + G I ,  
+ 

I D  + Id 

5.3.2 Results and Discussion 

A cornparison of calorimetnc and numerically determined solar heat gain and U- 

factor data have been presented in Table 5-1. Details of experiments, calculations. and 

data used in poduciRg these results have been included as Appendix E. 

Table 5-1 : Cornparison of measured and predicted solar heat gain coefficients. 

a b  

no blind 
0.32 
0.32 
0.32 
0.32 
0.90 
0.90 
0.90 

no blind 
O 
O 
45 
45 
O 
O 
45 

0.90 145 
fesults predicted using standard ASHRAE cdculations (ASHRAE HOF 2001) 

as reportcd by CSA tests (CSA 1992) 
Test not performd 

45 

w@%) 

45 
30 
45 
30 
45 

~% 

0.07 
0-26 
0.32 
0.3 1 
0.29 

30 
45 
50 

2.78 

u 
( WimK) 
2.87 '(2.84) 
2.8 1 
2.8 1 
2.77 
2.77 

rv 

0.66 
0.35 
02 1 
O. 13 
0-13 

Predicted 
SEiGC 
"-73 
0.6 1 
0.53 
0.44 
0.42 

2.82 
2.82 
2.78 

Measured 
SHGC 
0.7 120.02 
0.59f0.02 
0.56k0.02 
0.36k0.02 
0.44fl.02 

0.04 0.63 0.58 0.64M.02 

0.23 10.45 
0.06 10.57 

0.68 
0.63 
0.65 0.05 

0.66H.02 
 NA^ 
0-649.02 '0.60 



As seen in Table 5-1, for the cases examined, predicted and experïmental values 

of SHGC show excellent agreement. As a worst case. the results differ by 3%. 

Experimental uncertainty LW determined using the method presented by Harrison and 

Dubrous (1993), and is Q% for each measurement. Considering the predicted values, a 

number of assumptions were made during the calculation which would affect the 

accuracy of the calculated SHGC. For example, w hile the directldi f fhe  irradiation spl it 

was known, the ground/sky difhse split was estimated. Additionally, blind layer 

properties were estimated. The magnitude of those errors are not quantified here. 

The shade layer reduced the SHGC for al1 cases. Considering the blind with the 

lower absorptivity, the SHGC was reduced by 26% to 42% between OU and 45' slat angles 

rit 45' solar incidence. tn this case, the reduction was due to the interception of directly 

transmitted soiar radiation. Even so. the average reduction was 32%: M e n  considenng 

the more absorbing blind. however, the benefits are less pronounced than with the less 

absorbing blind. In ail cases. the SHGC was only reduced between 7% and 15%, where 

again, the lower reductions due to better alignment of the solar incident and slat angles. 

While a highly absorbing shade layer does have some benefit, it does not eficiently limit 

the transmission of solar heat to the space. 

Caiorirnetric data provided window LI-factors, but in the absence of data needed 

to predict the U-factor of the h e  and edge of glazing, the center of g las  Lr-factors 

could not be determined. In relation to the glazing U-factor, however, the predicted 

glazing and shade &factor is only slightly lower. While a reduction in Il-factor is 

beneficial in both a heating and cooling situation, the reduction observed here was small. 

This resuit agrees with the resuits presented by Machin (1997) and Ye (1997). 



The implications of these results for shade design and placement are dependent on 

the designer's intentions. TO reduce solar heat gain successhilly, a design rnust meet two 

cnteria: it must intercept the majority of incident solar radiation without absorbing it. Le., 

the blind should be closed and reflective. Most importantly, if a shade is to be effective, 

the rnajority of solar radiation has to be intercepted by the shade layer. To increase solar 

heat gains, it is best not to use a blind as the shade layer will reduce SHG. If we factor in 

other concems, however, (i.e., privacy and aesthetics) a highly absorbing blind would be 

preferable. Improvements in Il-factor are not significant enough to be important. 

The methodology used provides an unskilled end user with the ability to quickly 

calculate the center-of-glass SHGC and Li-factor for a window and Venetian blind 

combination. As an added benefit, a solution can be obtained by iterating on the interior 

elass temperature only. The sarne method couid be incorporated into software such as 
C 

VISION (Wright 1994). A more theory based final product would most likely be more 

practical for use in software routines. The full resistance network. such as the one 

presented in Fig. 1-lb, would provide increased mode1 versatility and information. 

Radiative exchange between surfaces could be easily determined based on well 

established theory. An examination of convection from the g l a s  and both sides of the 

shade as a f'unction of blind temperature and geometry is al1 that is required. 

Unfortunately, the solution procedure would have to iterate on the inside glass, blind, and 

channel temperanires. Even then, methods may be required to ensure stability in the 

solution routine. An analysis of the full resistance network will be performed in the 

future. 



CHAPTER 6 
CONCLUSIONS AND RECOMMEMIATIONS 

6.1 Conclusions 

A numerical model of an interior glazing and shade combination has been 

developed using commercial finite element sohare .  The model includes radiative. 

convective, and conductive heat transfer. Experimentally determined natural convective 

and radiative heat iransfer frorn a horizontal Venetian blind adjacent to an indoor window 

glazing has been obtained and used to validate the nurnerical model. Using the vaiidated 

numerical model, convective and radiative heat transfer from a horizontal Venetian biind 

adjacent to an indoor window glazing has been obtained to examine the sensitivity of heat 

trmsfer from the plate surface to various system variables. This data was used to design a 

full three level parametric analysis of the system, and equations for predicting the 

radiative, convective, and totai heat transfer from the interior surface of a window with an 

attached horizontal Venetian blind have been obtained. Conclusions dravm from the 

experimental and nurnerical analysis are as follows 

i) With the exception of some easily explained deparnues between the experimental 

and numerical results, the local and average convective heat tmsfer coefficients 

agreed closely both in magnitude and trend. Experimentally and numericdly 

obtained blhd temperatures and isotherms were also found to be in close 

agreement. 



ii) Further information ?-vas obtained fiom the validation data. That information is 

summarized as follows: * 

Due to the hot shade layer, the direction of heat transfer at the window surface 

is not dictated by the air-to-air temperature difference. Consequently, a 

modified intecior film coefficient could be indeterminate. Determining SHGC 

must be approached from a rate of heat transfer approach. 

The validity of a center-of-glass analysis was supported. Even under the 

extreme conditions chosen for the validation experiments and models. 

insignificant increases in convective and radiative heat transfer rates were 

O bserved. 

The validation data indicates that at iarger distances, heat transfer between the 

shade and plate ceases to be strongly coupled with blind slat angle. 

iii) The onset of unsteady Bow was observed both experimentally and numerically. It 

occurred under situations of high blind temperature and low glass temperatures. 

iv) The sensitivity of heat transfer from the g las  surface to various system variables 

was examined. Local flux rates show that while radiative flux is steady under al1 

the conditions examined, convective flux does change slightly with distance up 

th- glas  surface. These changes in convective flux have been accepted and noted 

as a limitation of the analysis. 



V) The following trends were identified dunng the investigative parametric analysis: 

0 Blind slat angle does not affect the average convective or radiative heat flux 

From the glass. Convective heat flux determined at different slat angles with 

rquivalent tip to glass spacings, and radiative heat flux determined at different 

slat angles with equivalent nominal spacings were not dissimilar. 

The average radiative and convective heat flux increased linearly with 

increased plate temperature. For the cases exarnined. radiative and convective 

fluxes were also of the same magnitude. 

The average convective flux from the plate was not significantly affected by 

either the plate or the blind emissivity, and may not be required in a predictive 

equation. The average radiative flux from the plate increased linearly in 

magnitude with increased g l a s  emissivity, and became more negative with 

increased blind emissivity. 

Nominal blind distance had more influence on heat transfer as the blind got 

nearer to the glass surface. Average convective and radiative heat transfer 

rates were well represented by quaciratic relations. 

Convective and radiative heat flux became increasingly negative with 

increased levels of absorbeci blind flux. In addition, both fluxes changed 

linearly with qb. More importantly, insignifïcant changes in the rate of change 

in flux from the glass with changing glass temperature suggest that that q b  and 

Tp were not strongly coupled. 



vi) From a full three-level parametric analysis of the system, equations foi predicting 

the radiative, convective, and total heat transfer fkom the interior surface of a 

window with an attached horizontal Venetian blind were obtained. While the 

resulting equations are cornplex, qualitative and quantitative indicators show that 

the data fit is very good. 

vii) Some of the conclusions found in the investigative parametric were furthet 

supported by the three level parametric analysis, while others were not. That 

initial study, however, only considered a limited number of cases. and never 

addressed parameter interaction. Contrary to the prediction that convective heat 

transfer was dependant on blind tip distance, these results showed that nominal 

spacing provided a better quality data fit. This allowed easy combination of the 

radiative and convective predictor equations. 

viii) The present analysis was focused on presenting a method of examining the solar 

and thermal performance of a window and shade system that could be used by a 

semi-skilled end-user. In that regard, the results of this analysis have proven to be 

successfhl. A method has been presented for predicting SHGC and Li-factor in a 

window and shade combination. Predicted verses experimental data show 

excellent agreement. 



iv) This thermal model of the window and shade interaction could be represented by 

a resistance network as shown in Fig. 1-lb. Such an andysis would provide 

additional data about the system, and would be more firmly based in traditional 

heat transfer theory. This procedure has the disadvantage of being more dinicult 

to solve mathematically . 

6.2 Recommendations 

i) The onset of unsteady flow was observed both numerically and experimentally. 

This occurred under conditions of large and opposing convective flow. Le., large 

blind heat flux. low blind emissivity, and cold plate temperatures. While the 

occurrence of these conditions would be rare, the actual model limits need to be 

M e r  investigated. 

ii) It is not known at what nominal spacing the blind ceases to have an influence the 

heat tmsfer through the window. In the curent analysis it was assumed. based on 

evidence presented by Machin (1997) and Ye (1997), that the nominal spacing, b, 

ceases to have an effect at a distance of about 30 mm. Their conclusion, however. 

was taken fiom a nighnime case where the blind layer was not heated. 

Furthemore, that distance will be dependent on a particular set of conditions. 

Until this limit can be established, analysis of systems where b > 40rnm should be 

taken at b = 40 mm, as that was the limit of the present investigation. 



iii) The increase in radiative and convective heat flux with increased distance up the 

plate surface indicates that boundary layer changes are a function of plate height. 

While this investigation has determined that under the range of investigative 

parameten, these changes are not significant, the conditions under which 

convective changes become significant, need to be determined. 

iv) Due to the size of the parametric analysis, only a single shading product was 

examined. The results, therefore, only apply to products of sirnilar geometry. 

Fortunately. the product chosen is by far the most popular Venetian shade used in 

residential applications. It was recognized that this would occur. and a decision 

was made early in this project to non-dimensionalize the system. The existing 

numerical mode1 need only be r e m  with adjusted systern properties to account 

for the change in the plate height. 

v) Testing limitations did not allow for the completion of calorimeter tests to hlly 

examine the effects of changing nominal blind distance. or the interior glas  

emissivity. These cases need to be studied in order to venfy the predictor 

equations. 



vi) Insufficient optical data is available to M y  test the performance of the predictor 

method. The ûuthor had originally collected calorirnetric'data for a total of twelve 

cases that included combinations of two solar incident angles, three blind slat 

angles. and hvo blinds with different optical properties. A reliable predictor of 

layer specific optical properties, however, is necessary to perform this analysis. 

Work is underway at the University of Waterloo to produce a reliable method of 

calculating the optical properties for othrr cases. 

vii) The analysis of heat a s f e r ,  deterrnined numerically. from the perspective of 

from the inner window surface has proven successful. A more stringent analysis. 

however, which examines heat transfer between the glass. blind. and room. from 

first principles, would be useful. Such an mdysis is desirable for the use of this 

mode1 into the window malysis software progms.  It would allow a more 

grounded and explainable andysis of the system. include a mass transfer term that 

would allow windows of various heights, and allow detemination of variables 

such as the blind temperature. This analysis would also allow inclusion of various 

product sizes. 
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APPENDIX A 
NUMERICAL FILES 

A.1 Introduction 

The commercial software used in the present study required a number of files 

both to define and solve the system and to analyze the output. Details of the procedure 

used and files required are presented here. A hiIl description of the software is given in 

the FIDAP users manual (200 1). 

A.2 FIDAP Files 

A.2.1 FlDAP Input File 

While FIDAP has a graphical user interface (gui), it was executed using text 

based input or FDREAD fiies. Thisformat was chosen for two reasons. Pnmarily, the use 

of a text input file dlowed model files to be batch run. Using the gui would require the 

user to activate each model individually. More importantly, text input files are easier to 

manipulate. Using the gui, the model would need to be re-drawn and re-meshed for each 

new geometric case. Additionally, to change system parameters, old parameters would 

need to be removed and then replaced. With a text file, the geometry can be manipulated 

by inserting prefonnatted FiMESH geometry fiies. System parameters could be changed 

in a text editor. 



An example of a FIDAP input file is provided below. The file is large. and 

sections have been abbreviated for spatial consideration. Complete input data fiies can be 

obtained fiom the Queen's University Solar Cdorirnetry Laboratory. 

m Z E  423 13 105 10,122170.96567 
h m .  (b= .O 154,b'=.0030.mg=O) 424 15 105 1 0.17123 0.96698 
FIMESCi(2-D,IMAX=l SJMAX=I 09.MXPOINT450) / oudct 
EXPI 425 l IO7 1 0.00000 1.00000 
1 0 7 0  130 19025031 045059 426 3  107 l 0.00801 1.00000 
EXPJ 2 5 107 1 0.02417 1.00000 
I 0 3 3 0 4 I 0 4 7 0 4 9 0 5 9 0 6 9 0 7 1 0 8 1 0 9 1 0 9 3 0 1 0 3 0 1 1 3 0  428 7 107 10040561.00000 
1!50125013501370147015701590169017901810  429 9 107 ~0.05695100000 
191 O201 O2030 213 O 223 02250  235 O2450 24702570 430 11 107 10.07311 1.00000 
2670269027902890291030103110313032303330  431 13 107 10.122171.00000 
335 O 345 O 355 O 357 O 367 O 377 O 379 O 389 O 399 O 401 O 432 15 107 1 0.17123 1.00000 
4170449 433 1 109 ! 0.00000 1.10537 
POMT 434 3 109 1 0.00801 1.  10537 
! # i  j k x  y 435 5 109 1002417 1.10537 
1 e n t m c t  rcgion 436 7 109 1 0.04056 1 10537 

1 I I 10.00000-0.10537 437 9 109 1 0.05695 1.10537 
2 3 1 1 0.00801 -O 10537 438 1 1  109 I 0.0731 1 1. 10537 
3 5 1 I0.02417-0.10537 439 13 109 10.12217 1.10537 
4 7 1 1 0.0$056 4.10537 440 15 109 1 0.l71U 1.10537 
5 9 1 1 0.05695 -0.10537 LiNE 
6 1 1 10.07311-0.10537 / Horizontal Lints 
7 13 1 10  122.17-0.10537 ! 2 
8 15 1 t 0.17123 -0.10537 2 3 3 3  
9 1 3 1 0.00000 0.00000 3 4 
I O  3 3 I o.ooa01 o.ooooo 4 5 
Il 5 3 1 0.02417 0.00000 5 6 3 4  
12 7 3 1 0.04056 0.00000 6 7 3 3  
13 9 3 10.05695 0.00000 7 8 
14 11 3 1 0.0731 1 0.00000 9 IO 
15 13 3 1 0.122170.00000 10 11 3 3 
16 15 3 t 0.171U0.00000 11 12 

/ tlnt slat 12 13 
17 1 5 1 0.00000 0.01628 13 14 3 4 
18 3 5 1 0.00801 0.01628 14 IS 3  3 

..... 15 16 
400 15 99 1 0.17123 0.90833 17 18 

I scventccnfi slat 18 19 3 3 
401 1 101 1 0.000000.93577 19 20 
JO2 3 101 1 0.00801 0.93577 20 21 
403 5 101 1 0.02417 0.93577 21 22 3 4 
404 7 101 1 0.04056 0.93577 2 3 3  3  
405 9 101 1 0.05695 0.93577 U 24 
406 11 101 1 0.073 i 1 0.93577 25 26 
407 13 101 10.122170.93577 30 31 3 3 
408 IS 101 10.171230.93577 .-... 
409 1 IO3 10.00000 0.96525 431 432 
410 3 103 1 0.00801 0.96525 433 434 
41 1 5 103 1 0.02417 0.96817 434 435 3 3 
412 7 103 1 0.040560.%915 435 436 
413 9 103 1 0.05695 0.96817 436 437 
414 11 103 1 0.0731 10.96525 437 438 3 4 
415 13 103 10.122170.96525 438 439 3 3 
416 15 103 10.17123 0.96395 439 440 
417 1 105 1 0.00000 0.96567 / Vertical t i c s  
418 3 105 10.W8010.96567 1 9  
419 5 105 10.024170.%859 2 10 
420 7 105 f 0.04056 0.96937 3 I l  
421 9 105 1 0.05695 0.96859 4 12 
422 II 105 1 0.0731 1 0.96567 5 i3 



6 14 E L E M W S ( B O U N D A R Y . F A C E . ~ = " n ~ t  1 7") 
7 15 414 422 
8 16 ELEMENTS(BOUNDARY.Ft\CE.ENTlTY="top 1 7") 
9 1 7 3 3  422 418 

.. . ELEklENTS(BOüNDARY,FACE.ENTiTY="lefi 17") 
428 436 418 410 
429 437 ELEMMTS(QUADR~WERAL.NODES=~.ENTIT~'="SOI~~") 
4 3 0  438 26 38 
431 439 50 62 
432 440 74 86 

ARC 98 110 
16 28 O 3 3 27 3 0.5 122 134 
28 30 O 3 3 19 3 0.5 146 158 
34 36 O 3 3 35 3  0.5 170 182 
36 j8 O 3 3 37 3 0.5 194 206 
50 52 O 3 3 51 3 0.5 218 230 
52 54 t) 3 3 53 3 0.5 242 $54 
58 60 O 3 3 59 3 0.5 266 178 

290 302 
410 J I 2  O 3 3 411 3 0.5 314 326 
412 414 O 3 3 413 3 0.5 338 350 
418 420 O 3 3 419 3 0.5 362 374 
420 422 O 3 3 421 3 0.5 386 398 

SURFACE 410 422 
l 440 END 

ELEM~TS(QUr\DRILi\TE~\L.NODES~~i~=Rfluid") FIPREP 
PROBLEM(NONLCNEARBUOYr\NCY) 
PRESSURE(PENALTY=l .E-8,DISCONTRJL'OUS) 
S PR=.7 15 
SRA=I591514019 
$GR=SPR'SRA 
SPECIFICHE:\T(CONSTANT=SPR) 
VISCOSITY(CONSTANT= 1 .O) 

. DENSiTY(CONSTANT= 1 If PR) 
VOLUhfEX(CONSTANT-SGR.RE~hIP= 1 .O1 
GUVITY(MAGNKUDE=1 .O) 
CONDUCTIVtTY(SFT= 1 .CONSïANT= 1 O) 
CONDUCT'iViTY(SET=Z.CONSTANT=4633.2) 
EMlSSIVtïY(SET= 1 .CONSTANT=O 8 1 ,SI"EFB=2 1 3 3 )  
EbllSSIVITY(SM=2.CONSTANT=O08 l.STEFB=2 I .583) 
E~lISSIVlN(SET=3.CONSTANT=I .O.SfEFB=Z 1 . 5 8 3 . R E ~ h l  
E l . 0 )  
lEXECüTlON(NEWJOf3) 
EXECUTION(RESTART) 
SOLUTiON(S.S.= 1 OO.VELCONV=.OOO 1 .RESCONV=.000 1 ACC 
F=0.6) 
DATAPRiNT(NORICIAL,PAGE.NODES) 
POmROCESS 
RADIATiON(NOPARTi.GREn 
ENTITY(FLUID,NAME="fluid",MCONI)= 1) 
ENn~(SOL~D,NAh.tE="solid",~lCOND=2) 
ENTITY(RADIAnON.GREY.NAME="walI"~lEMSV=3) 
ENT1TY(RADIATION,GREY,N~E="gIass"MEMSV=t) 
PTnfY(RADIA?1ON,GREY,NAME="inlet"MEMSV=3) 
ENTITY(RADIATiON,GREY ,NAME="outletm.MEMSV=3) 
ENT~TY(RAD~ATION,GREY,NAME="CDO~~"&~EMSV=~) 
~ ( ( R A D I A ~ O N . G R E Y , N A M E = " t o p  1 ".MEMSV= 1 ATTA 
CH="fluid") 
MN(RADIATtON,GREYNAME="bot 1 ".MEMSV= I ATTA 
CH="fluid") 
ENTITY(PLOT,NAhfE='Icftl "AITACH="fluicl") 
ENTITY(PLOT.NAME='nghit ".AlTACH="fl uid") 
..* 
Mnn(MDIAnON,GREYSAME="top I 7".hlEXISV= I ATT 
ACH="fluid") 
E?+lTïW(RADIATiON.GREY.NAME="bot 1 7'.MEMSV=lATi 
ACH="fluid") 
ENT?TY(PLOT,NAME="lcfi 17",ATTACH="Buid") 
ENTITY(PLOT,NAME='righ t 17",ATTACH="fluid") 
RENUMBER(PR0FTt.E) 



BCFLUX(HWT,ENTïTY="top 1 ",CONSTANT=7.50) RADSURFACE(ENTITY="inktWALL) 
BCFiUX(HWT,ENTfTV="top2".CONSTc\NT=7.50) RADSURFACE(ENTiïY=*ouiIetw,ALL) 
..- RADSURFACE(ENnN="mmw ,NDIVIDUAL) 
BCFLUX(kIEr\T.ENTln="top 17".CONSTANT=7.50) RADSURFACE(ENTïiY="iop i ".MDIVIDUAL) 
BCNODE(TEMPERATüRE.CONSiANT=l .O,EN'ïlTY="wdlw) RADSURFACE(ENTITY="bot I ",MDiVIDUAL) 
BCNODE(rrh.lPERArnRE.CONSTANT= I .O07 SNïTW="gIa ..- 
ss") RADSURFACE(ENTlN="top 17'.RJDlVfDUAL) 
BCNODE(TEMPER4TüRE,CONSTAKT=I.O,ENTlTY="mom RADSURFACE(EMLTY="boiI7",NDCVIDUAL) 
7 OBSTRUCTION@iSï) 
BCNODE(TEMPER4TlJRE.CONSTANT=I.0,ENnn="inlctw "btl".wtop1",wbo12*,wtop2",wbot3w~wtop3"."botSw."topl".'bai5"."to 

p5","bot6", 
BCNODE(VELOClTY.ZERO.ENTITY="glass") w t o p 6 w , " b o t 7 " , w t o p 7 w , w b o t 8 " . w t o p 8 w . w b o ~ t  1 OW."top i 0". 
B C N O D E ( V E L O C I T Y ~ E R O ~ = " w d I w )  'bot1 ln. 
BCNODE(VELOCiTYLERO,ENïllY=wtop 1 ") "top1 Iw."batl2","topl2","botl3w.wtopl3w.wbotl4w.topl4w,mbotI 5". 
BCNODE(VELOCl~ZERO,~iTY=wbotl ") "top15". 
B C N 0 D E ( V E L 0 C 1 l Y Z E R 0 ~ = " l c A  I ") "bot 16"."top 16",'bot 17","top 17" 
BCNODE(VELOCITY.ZERO.ENTITY="rightIa) VlEWFACTOR(NOSb100TH~YZONE=S,YZONE=S.DEBUG=O. 

OUTPUTRLE,CODED) 
BCNODE(VELOCITYZERO.ENTITY=~~O~ 17") RMUMBER(PROFI LQ 
BCNODE(VELOCIWZERO,ENTIW=abat 17") END 
BCNODE(VELOCITYZERO.ENTITY="Icft17") CREATE(FIS0LV) 
B C N O D E ~ V E L O C I I Y ~ E R O , ~ = " r i g h t  t 7") RUN(FISOLV,FORE.COh-IP) 
SCNODE(UYZERO.~ITY=*mm*) END 
RADSURFACE(ENTITY=*glrissw,iNDtVIDUAL) 
L I D S U R F A C E ( M ~ = " w J I W . M D I V I D U ~ )  



A.2.2 FIDAP Output Files 

While FIDAP produces a number of output files, three files are of interest: the 

FDOUT, FIOUT, and FDVWFC files. The FDOUT file provides a large amount of 

information, and most importantly. gives nodal values of velocity and temperature. The 

FIOUT file gives additional information requested by the user. In this case. the 

convective flux values at the plate surface were located in that file. Finally, the FDV WFC 

gives the viewfactor rnatrix as calculated by FIDAP. 

The size of the FDOUT and FDVWFC files is excessively large. Combined, they 

typically represent over 15MB of information in text fom, and to present them here 

would not be useful. A sample of an FIOUT file has been provided in the next section. 

Cornplete output data files c m  be obtained From the Queen's University Solar 

Calorimetry Laboratory. 

A.3 Post Processing 

A.3.1 Convection Analysis 

When requested in FIDAP, convection fiom the plate sudace was given in the 

FIOUT file. An abbreviated example of output fiom that file is given below. The difise 

flux is the term of interest. As the system was analyzed in non-dimensional form, so is 

the flux. Results can be converted to dimensional form using Eq. (2.21). 



LIST OF DEFMMG GROUPS: 
26 

IELEMENT SlDE iNlEGRAllON POMT FLUXESlQUANTTTIES iNTEGMTED HEAT FLOW 

257 4 DIFFUSIVE NORMAL -0.102353 IE+02 -0.15 17525E+02 -0.303891 7E-0 1 
X 0. IO353 1 E+02 0.15 l752SE+O2 030389 17E-û 1 
Y 0.1 136868E-12 -0.2273737E-12 -0.135961 1 E-15 

CONVECTIVE NORMAL 0.0000000E+00 0.0000000E+00 0.0000000E+00 
X O.(H)OOOOOE+00 0.0000000E+00 0.0000(HH1E+00 
Y 0.0000000E+00 0.0000000E+00 0.0000000E+00 

TOTAL NORMAL -0.102353 IE+02 -0.1517525E+02 -0.303891 7E-01 
X 0. IO2353 1E+02 O.l517525E+O2 0.30389 l7E-01 
Y 0.1 136868S-12 -0.2273737E-12 -0.135961 1E-15 

COORDINATE ARC LN O.1886396E-02 0.5054582E-03 O.X9 l8SJE-02 
X O.O000000E+O0 0.0000000E+00 
Y 0.1886396E-02 O.s'OU582E-03 

NOMIAL VEC X -0.1 OOOOOOE+O 1 -O. 1 OOOOOOE+O I 
Y 0.0000000E+00 0.0000000E+00 

273 4 DIFFUSIVE NORMAL -O.7Z99778E+O 1 -0.88 l4922E+01 -0.2637832E-d 1 
.Y 0.7299778E+O 1 0.8814922E+01 0.2637832E-01 
Y 0.0000000E+00 -0.1 136868E-12 -0.1860952E-15 

CONVECTIVE NORMAL 0.0000000E+00 0.0000000E+00 0.0000000E+00 
.Y 0.0000000E+00 0.0000000E+00 0.0000000E+00 
Y 0.0000000E+00 0.0000000E+00 0.0000000E+OO 

TOTAL NORMAL -0.7299778E+01 -0.8814922E+OI -0.2637832E-01 
.Y 0.7299778E+O l 0.88 lJ9ZE+O 1 0.2637832E-01 
Y 0.0000000E+00 -0.1 136868E-12 -O I860952E-15 

COORDMATE ARC LN 0.4973835E-02 0.3083694E-02 0.327382 1 E-02 
X 0.0000000E+00 0.0000000E+QO 
Y 0.4973835E-02 0.3083694E-02 

NORMAL VEC .Y -0.1000000E+O I -0.1000000E+O 1 
Y 0.0000000E+00 0.0000000E+00 

2S9 1 DIFFUSIVE SOR\lAL -0.5970 19SE+Ol -0.662 1 ?!IE+O 1 4.28325 15E-0 1 
X 0.5970 l95E+O I 0.6672 t 29E+Ol 0.28325 15E-0 1 
Y 0.0000000E+00 -0.1 136868E-12 -0.2547 1 S6E- 15 

CONVECïïVE NORMAL 0.0000000E+00 0.0000000E+00 0.0000000E+00 
X 0.0000000E+00 0.0000000E+00 0.0000000E+00 
Y 0.0000000E+00 0.0000000E+00 O 0000000E+00 

TOTAL NOWfAL -0.5970195E+Ol -0.6672 l29E+Ol -0.28325 15E-O 1 
X 0. 5970 l95E+O 1 0.6672 1 BE+O l 0.28325 15E-01 
Y 0.0000M)OE+00 -0.1 136868E-12 -0.2537 156E-15 

COORDMATE ARC LN 0.919973 1 E-02 0.66 1 XSE-02 O.SJ8100JE-02 
X 0.0000000E+00 0.000QOOOE+00 
Y 0.919973 1 E-02 0.661 2623E-02 

NORMAL VEC X -0. I OOOOOOE+Ol -0.1000000E+Ol 
Y 0.0000000E+00 0.00000OOE+00 

328 1 4 DiFFüSIVE NORMAL -0.15 1 1075E+OI -O. 149 1 587E+OI -0.7591044E-02 
X 0.151 1075E+Ol 0.1491587E+01 0.7591WE-02 
Y 0.1 136868E-12 -0.5681342E-13 O.l43706lE-I5 

CONVECïiVE NORMAL 0.0000000E+ûû 0.0000000E+00 0.0000000E-tûO 
;Y O.OOOOûûOE+00 O.OûûûûûûE+ûO 0.0000000E+00 
Y 0.0000000E+00 0.0000000E+00 0.0000000E+00 

TOTAL NORMAL -0.15 1 lOiSE+O 1 4.149 1587E+OI -0.759 1 O4JE-02 
X O. 151 1075E+U1 O. 1491587E+Ol 0.7591fflE-02 
Y 0.1 136868E-12 -0.5684342E-13 O.lWO6 1 E-15 

COORDMATE ARC LN 0.9863003E+00 0.98338 1 1 E+00 0.5056209E-02 
X 0.0000000E+00 0.0000000E+00 
Y 0.9863003E+ûO 0.98338 1 !€+O0 

NORMAL VEC .Y -O. I OOOOOOE+Ol -0.1000000E+O 1 
Y 0.0000000E+00 O.MMOOOOE+00 

3297 4 DIFFUSIVE NORMAL -0.1591664E+Ol -û.I45I471E+Ol -0.8907018E-02 
X O.l591664E+ûl O.l451471E+01 0.8907018E-02 
Y O.568JW2E- 13 0.00000OOE+OO 0.1663763E-15 

COWECIlVE NORMAL O.OûûûûûOE+Oû 0.0000000€+00 0.0000000E+00 



x 0.0000000E+00 0.0000000E+00 0.0000000E+00 
Y 0.0000000E+00 0.0000000E+00 0.0000000E+00 

TOTAL N O M L  -0.1 591664E+01 -0. IdSI 47 1 Et01 -0.890701 8E-02 
.Y 0. 15916HE+OI O. IJSIJi l  E+Ol 0.890701 8E-ût 
Y 0.5684342E-13 0.0000000E+00 0. 1663763E-15 

COORDINATE ARC LN 0.99 l9856E+OO 0.9886059E+00 0.58538UE-02 
x 0.0000000E+00 0.0000000E+00 
Y 0.99 l9856E+Oû 0.9886059E+00 

NORMAL VEC X -0. I OOOOOOE+O I -0.1000000E+O 1 
Y 0.0000000E+00 0.0000000E+00 

33 13 4 DifFtJSWE NORMAL -0.2065468EtOl 4, IZJ8889E+01 4. 1 IL3 l2lE-c) 1 
X O.'O65$68E+O 1 O.I248889E+O! O. I l23 12 1 E-0 1 
Y 0.5684342E-13 0.0000000E+00 0.1926227E-15 

CONVECTiVE NORMAL 0.0000000E+Oû 0.0000000E+00 0.0000000E+00 
X 0.0000000E+00 0.0000000E+00 0.0000000E+00 
Y 0.0000000E+00 0.0000000E+00 0.0000000E+00 

TOTAL NORMAL -0.2065-l68E+O 1 -0.1248889E+Ol -0.1 113 12 1E-0 1 
X 0.2065568E+Ol O. ltJ8889E+Ol O. 1 123 121 E-O1 
Y 0.5684342E-13 0.0000000E+00 O.19t6227E- 15 

COOWMATE ARC LN 0.9985678EW 0.9946549€+00 0.67773 10E-02 
.Y 0.0000000E+00 0.0000000E+00 
Y 0.9985678E+00 0.9946549E+00 

NORMAL VEC X -0.1000000E+01 -0. I OOOOOOE+O 1 
Y 0.0000000E+00 0.0000000E+00 

T O T A L H E A T F t O W: DIFFUSIVE = 4.2160390E+01 
CONVECtlVE = 0.0000000E+00 
TOTAL = -0.2160390E+Ol 

T O T A L  S I D E  L E N G T t I :  O. t 000000E+01 

A V E R A G E H E A T F L U X: DIFFUSIVE = -02160390E+Of 
CONVECTIVE = 0.0000000E+00 
TOTAL = -O.f160390E+Ol 



A.3.2 Radiation Analysis Code 

FIDAP has no rnechanism to output caiculated radiative heat flux between 

surfaces. The following FORTRAN program was necessary to determine that heat flux It 

will read the formatted temperature output fiom the FDOUT and FDVWFC files, and 

then solve radiation exchange using the net enclosure method (Siegel and Howell 1970). 

The prognm is specific to the nodal assignments used in this analysis, but not the nodal 

placement, i.e., the software did not need to be changed if the slat angle under analysis 

was modified. In both cases, for example, the tips of the slats had the same nodal 

assignment even though their position changed. The matrix was solved using the Gauss- 

Jordan method. As the mode1 is in non-dimensional forrn. so is the calculated flux. 

Results can be converted to dimensional fonn using Eq. (2.2 1). 

A complete listing of the radiation post-processing code is as follows. 



C 
C FIDAP RADIATION DATA REDUCTiON 
C *  ~ * ~ * ~ ~ S ~ 0 8 0 8 1 0 ~ ~ * ~ . 8 0 0 1 * I ~ * ~ * ~  

C 
C "MS PROGRAM WILL DETERMINE THE RADIAIION 
EXCHANGE FOR flDAP flLES 
C PRODUCED BY THE MODEL BY MlKE COLLMS 
(WMDOW WlTH BLIND) 
c 
* ~ * ~ L ~ ~ L * ~ ~ ~ S L I I ~ ~ ~ ~ ~ O ~ * C ~ ~ O ~ * ~ ~ C O O ~ ~ L ~ ~ * * * ~ ~ * O * * * * ~  

* * * * *1**********  

C 
COMbION NARSI 

oICOLS.F( 1000.1000).S(Z, 1 OO),E( t 00O),N(SO),T( 1000) 
RE4L F.E,T 

CNTEGER NC0LS.S.N 
WiüTE(*. 1) 

OPEN(7.FILE='outpu~dai7 
CALL VIEWFACTOR 
CALL SURFACES 
CALL klENUA 

CALL TEMPERATURE 
CALL SETMAfRIX 
CLOSE(2) 

C FORMAT STATEMENTS 
I FORhlAT(/.'***PROGRAhf ~ ~ A L l W T I O N * *  *') 

M D  

SUBROCmNE VIEWFACTOR 
C 
C - This  routine will read in a fonnaned viewfactor file 
and form the 
C appropriate m y .  It will dso dlow the user to look 3c 

spccificd 
C vicwfactors. 
C 
C - Data is fomiiuted by rcducing the column delimiter to o 
numbcr. and 
C placing the data in comma delirnited fonn. Rertvnc the file 
to viewfaada. 
C 

CObIMON NARSI 
'iCQLS.F( 1 000. i 000)$(2.l OO),E( I OOO),N(SO),T( 1000) 

REAL F.E.Tsum 
MTEGER NCOLSS,N,ROWS,REM 
CHARACIERo 1 DUMMY 
WRITE(*, 1 ) 
OPEN(l,FiLE+icwfll~tdat') 
READ(1 J) NCOLS 
ROWSBNCOW8 
REM=NCOLS-ROWSm8 
D û  IWj=I,NCOLS 

M D (  1 .*) DUMMY 
DO 100 i=I, R0WSm8, 8 
READCI.*I 

F(i j),F(i+ 1 j),F(i+Z j),F(i+3j),F(i+Jj],FCi+S J>, 

SF(i+6 j).F(i+7 j) 
100 c o m U E  

i=ROWSe8+1 
IF (REM.EQ.1) GOTO IO1 

IF (REM.EQ.2) GOTO 102 
IF (REM.EQ.3) GOTO 103 
iF (REM.EQ.4) GOTO 104 
IF (REM.EQ.5) GOTO 105 
[F (REUEQ.6) GOTO 106 
IF (REM.EQ.7) G(TT0 107 

GOTO 108 
101 READ( I .*) F(i.j) 

GOTO 108 
IO2 READ( 1 .*) F(i j).F(i+ 1 J) 

GOTO 108 
103 READ( 1 .*) F(i j).F(i+ 1 j),F(i+Z J) 

GOTO 108 
104 READ( I ,*) F(i.j),F(i+ l j),F(i+Z j).F(i+3 j)  

GOTO IO8 
10s E l D (  1:) F(i j).F(i+l j).F(i+t j).F(i+3 j).F(E-.l( j) 

GOTO 108 
106 READ(1.') 

F(i j).F(i+I j).F(i+2 j).F(i+3 j).F(i+4 j),F(i+5 j )  
GOTO 108 

107 READ(l.*) 
F(i j),F(i+l j),F(i+2 j).F(i+3 j).F(i+J j),F(i+5 J), 

SF(i+6 J) 
IO8 CONTRIUE 
109 CON7RIUE 

CLOSE( 1 ) 
C DATA CHECK - SUhl ROWS 

W RITE(* 3) 
W RiTE(Z.4) 

Dû I l l  i=l .  NCOLS 
sum=O 
DO 1 lOj=I,NCOLS 

sum=surn+F(i j )  
110 CONTINUE 

IF (sum.LT 1.02) THEN 
IF (sum,GT 0.98) THEN 
GOTO I I I 
MD IF 
END IF 
WFUTE(2.') i, sum 

II1 CONTMUE 
C FORMAT STATEMENTS 

1 FORMAT(/.' READiNG WEWFACTOR DATA. ........ .') 
2 FORMAT(IJ3) 
3 FORMAT(' PERFORMiNG DATA CHECKS ... . ....... ') 
4 FORMAT(' ***Summ;iiing Rows (nonconfonning rows 

l istcd)') 
m R N  
END 

SUBROLJTINE SURFACES 
C 
C - This mutine will rcad in the i j  spacing of the 
problcm luid check to 
C sct if the matrix sizc is corrcct 
C 
C - Daia is formattcd by placing the data in a single row. 
Renamc ü ~ c  file io 
C s u r f ~ . d u ,  
C 

COMMON NARSI 
NCOLS,F( 1000,1000),S(2.1 OO),E( 1 OOO).N(50).T( 1000) 

REAL FAT 
M7EGER NCOLS,S,N,MSIZE 

~m(8,1 
OPEN( l.FILE='surfacts. d a  
DO200 i=l.8 

READ( L') S( 1 ,i) 
200 C O r n E  

DO 201 i=l, 55 
READ( I ,O)  S(LQ 

201 CONTiNUE 
CLOSE(1) 
-(*2) 
-(U) 



MSIZE=O 301 
MSlZE= 1+1+17*2*(S(1.6~S(IJ))n+Z*(S(2.55~l~ 
WRITE(L.*) NCOLS, MSEE C 

C FORMAT STATEblENTS 
1 FORMAT(/.' READMG SURFACES DATA ........... .') 302 
2 FOiWlAT(/.' PERFORMING DATA 

CHECKS. ........ ..') 
3 FORMAT(/.' 'Checking matrix sk') 
RETURN 

END 

SUBROUTlNE MENUA 
C 
C - This routine will dctcrminc the surface nurnkn md 
allow lhcrn IO be 
C uscd io cxminc particulzu vicwfacion. ruid mign 
surface emissivitics. 
C 

COMMON NARSI C 

CONTRJUE 
Dû 302 j=N(6)+ 1. NCOLS 
slats 
EQ)=W? 1 
CONTMUE 
WFuTE(2.9 
WRITE(L6) 
WFUTE(2.7) N(2P 1 .N(3).N(3k+ I ,N(4) 
WRITE(2.8) W ) +  1 .N(S)NS)+ I S(6)  
WRlTE(2.9) N(6P I .N(8),N(8P 1 .N(10) 
WRITE(2.10) N( 1 O)+ l .N( I ?).Nt 1 I)+ 1 .N( 14) 
WFuTE(Z.11) N(I4)+1.N(16).N(I6)tI.N(18) 
W R ï E ( h  12) N(18)+ 1 .N(20).N(20)+ I .N(ZZ) 
WRïE(2.13) N(22P 1 .N(2J).N(zS)+ 1 .N(26) 
WRiTE(2.14) N(26)+ 1 .N(ZS),N(28P I .N(3O) 
WFüTE(2.15) N(3OP 1 ,N(X!),N(32)+ I.N(3J) 
WRITE(2.16) N(34)+ 1 ,N(36),N(36)+ LN(38) 
WRiïE(2.17) N(38)+ I .N(JO) 
FORMAT STATEMENTS 

.......... 1 FORiMAT(/.' DETERlLlMMG SLRFACES. 3 
5 FORMAT(/.' ***Surfûce Key') 
6 FORMAT(' Inlet 1 Outlet 2') 
7 FORMAT(' Rmm '.13.' '.13.' Bot. Wall '.13.".13) 
8 FORh.IAT(' Top. Wall ',13.' '-13.' Glms 'J3.' 'J3) 
9 FORPç.lAT(' Slat l '.i3,' '.13+' Slst 2 '.13.* 'J3) 
IO FORMAT(' Slat 3 '.13.' '.IL1 Slst 4 'J3: '.U) 
1 I FORMAT(' Slûi 5 '.13: '.13.' Slût 6 'J3; 'J3) 
t Z FORMAT(' Slût 7 'J3.' '.13.' Slût 8 '.13,' 'J3) 
13 FORMAT(' Sht 9 'J3.' '.13.' Slat I O  'J3,' 'J3) 
14 FORMAT(' Slat l l '.13.' '.13.' Slst 12 '.13,' 'J3) 
15 FORMAT(' Slat 13 *.13.' '.13.' Slat 14 'J3.' '-13) 
16 FORMAT('Slat 15 '.13.' 'J3.' Siai 16 '.13,' l.13) 
17 FORMAT(' Slat 17 '.13,' 'J3) 

........ 10 FORMAT(/,' ASSIGNMG ESIlSSIVlTIES.. ') 
wrum 
END 

SUBROUiTNE TZMPEMTüRE 
C 
C - This routine will assign icmpcniures to the 
surfjccs. 
C 

COMMON NMSi 
NCOLS.F( 1 000.1000).S~2.100).E( 1 OOO).N(5O).T( 1000) 

REAL F.E.T.TEMP(50000) 
MTEGER NCOLS. S. N.NODES.NODE(50000),NODEST 

WRn"E(*. 1) 
OPEN( I .FïLE='temps.d;u') 
NODES..S( 1.8)*S(2.55) 
DO 400 i= 1 ,NODES 

READ( 1 ,*) NODE(i),TEMP(i) 
WRi'ïE(2.O) NODE(i),EMP(i) 
T ( W  

JO0 CONTMUE 
Do 401 i=13(1.8) 
T( 1 PT( 1 )cTEMP(i) 
WRITE(Z0) NODE(i),TEIbfP(i) 

401 C O m U E  
T(IPT(lYS(t.8) 
Do 402 i=S( 1 ,8)0(S(;Z,SS)- i )t I .S( I .%) *S( tS  5) 
T(Z)=T(ZPTEMP(i) 

402 CONTMUE 
T(2)=WYS( 1.8) 

C ROOM AND WALLS SET TO T= I 
Dû 403 i=N(2)+ 1 ,N(5) 
T(i)= l 

403 CONïiNUE 
C SET GLASS USiNG SiNGLE READ 

D û  404 kN(5)t l J(6) 
-r(i)=rn(S( 1 ,g)'(s($2H P l  



404 CONTINUE AA(kj)=Wj) 
C SET SLAT SURFACE TEMPERATURES 501 CONTMUE 

00 405 j=l,l7 C CALL hlATRIX SOLVERS 
NODEST=S( 1 .8)*(S(2Jmj+ 1)- l)+S( 1.2) C MVERT A & MULTIPLY A(-I )C (using Gauss-lordcn) 
DO 406 i=N(J+j*2)+1 .N(S+je2) 
T(i)=flEMP(NODmTEMP(NODEST+ 1)tTEMP 

(NODEST+2))/3 
NODEST=NODEST+Z 

406 COKITNUE 
NODEsr=S(l,8)*(S(2.3*j+Z~i~S(i.2) 
û0 407 k=N(5+jL2)+ l.N(6+~*2) 
T(k)=(TEMP(NODEST)+TEMP(NODEST+ I PTEM 

PWODEST+2))/3 
NODEST=NODEST+Z 

407 CONTiNUE 
405 CONTMUE 

C FORMAT STATEMENTS 
1 FORMAT(/.' READiNG TEMPERATüRE DATA ......... '4 

RETURN 
END 

SUBROUTME SETMATRIX 
C 
C - This routine will fonn the ndiaiion mritrix. 
C 

COMMON NARSI 
NCOLS.F(l000.l000).S(2.I OO).E(1000).N(50).T(1000) 

REAL 
F.E.T.NRC.A( 1000, i000).AA( 1000.1 OOO).C( 1 OOO).CC( 1000). 

SB( 1000),dummy 
NTEGER NCOLS, S. N 
W M ( . *  1) 

NRC=Z 1.683 
00 501 IF 1 .NCOLS 
C(kF0 

Do 502 j= 1 ,NCOLS 
CRON4 

IF (IcEQ.j) CRON= I 
C(kPC(k)+NRC*Fckj)'(T(k).T(k)*T(k).T(k)- 

T(j1 'T(j)'T(j)*T(j)) 
A(k j)=CRON/E(j)-F(k j)*( 1-E(j))/E(j) 

502 CONTMUE 
CC(k)=C(k) 

- 

W 503 k=l.NCOLS 
dumrny=A(k,k) 
DO 504 j= I .NCOLS 
A(k jFA(kWumm~ 
C O r n U E  
C(k)=C(k)/dummy 
DO 505 i= I .NCO LS 
IF (i.EQ.k) GOTO 506 
dummy=A(i.k) 
DO 507 j= I .NCOLS 
A(i j)=A(i j)-durnmy *A( k j )  
CONTINUE 
C(i)=Cf i)-dummy *C(k) 
CONTINUE 
CON7TNUE 
CONTMUE 
W RITE(2.2) 
DO 508 i= I .NCOLS 
WRïE(2. a) i.T(i),C(i) 
COMMUE 
W iüTE(2.3) 
Do 509 i=N(5)+ 1 .N(6) 
W RïI'E(Zb) i.T(i).C(i) 
CONfMUE 
WRITE(Z.4) 
W 510 i=l.NCOLS 
B(iF0 

C WSllj=I,NCOLS 
C B(i)=B(i)+h\(i j)*C(j) 
C 51 1 CONTINUE 
C WRITE(Za) i.B(i).CC(i) 
C 510 CONTINUE 
C FORMAT STATEM ENTS 

I FORMAT(' SETTMG RADIATION blATRi X... . ..... ') 
2 FOR\IAT(/.' "*non-ûimcnsional flux (nodc. T. q)3 
3 FORMAT(/,' ***non-dimensional flux (wdl nades)') 
4 FORMAT(/.' "'blatrix Check') 

m R N  
M D  



APPENDIX B 
INTERFEROMETRY: UNCERTAINTY AND SAMPLE 

CALCULATIONS 

B.1 Introduction 

In the present study, the Ryenon Mach-Zehnder interferometer (Tarasuk 1968, 

Von Bistram 1995, Machin 1997, Duarte 1999) was used to determine the temperature 

field produced by natural convective flow fiom a heated or cooled isothermal surface in 

the presence of heated louvea. This Appendix will briefly present the uncertainty of 

interferometer measurements, and provide a sample calculation. 

B.2 Uncertainty 

With any experimental investigation there is always a certain degree of 

unavoidable uncertainty. Since Mach-Zehnder interferometry is a widely used technique 

for quantitative heat transfer (and d e r )  measurements, a considenble amount of 

attention (Eckert and Goldstein 1976, Hauf and Gngull 1970, Mehta and Black 1977. 

Flack 1987) has been directed towards the corrections that are recommended when 

deviation fiom when ideal twodimensional conditions exist. A discussion of probable 

sources of error inherent in this type of study was done by Machin (1997) in his Thesis. 

The erroa discussed were end effects, rehction, difhction, misalignrnent. beam 

convergence/divergence, fnnge center location and scale factor. 



An uncertainty analysis based on the method of Kline and McClintock (1953) is 

presented which indicates the relative uncertainty in the various primary expenmental 

measurements. Suppose that a set of measurements were taken to compute sorne desired 

result. The result would be a fiction of the individual variables xi, .Y?, ....Y Thus 

R = ~{x,,x, ,  . . ., x,) (B. 1) 

If each independent variable was given the sarne odds, then the relation between the 

uncertainty for the variables &ci, and the uncertainty for the result 6R. would be 

Attention should be dnwn to relative magnitude of the uncertainties in this root-sum- 

squared technique. Very little would be accomplished in reducing the uncertainty of any 

of the smaller variables as the square of the larger variables dominate the total uncertainty 

in the final result. Thus, it would be advantageous for an investigator to perform such an 

analysis prior to designing an experiment. 

B.2.1 Infinite Fringe Method 

Assuming that each independent variable was given the same odds. then the 

relation between the uncertainty of the variables, and the magnitude of the uncertainty for 

the local heat tmnsfer coefficient, would be 



where the expression for h is given in Eq. (3.16). The uncertainties in the gas constant, 

specific refractivity, and the He-Ne laser wavelength have been neglected. The partial 

derivatives take the fonn 

where 



B.2.2 Wedge Fringe Method 

As before, assuming that each independent variable was given the sarne odds, 

then the relation between the uncertainty of the variables, and the magnitude of the 

uncertainty for the local heat transfer coefficient, would be 

(B. 10) 

where the expression for h is given in Eq. (3.26). Again. the uncertainties in the gas 

constant, specific refractivity, and the He-Ne laser wavelength have been neglected. The 

partial derivatives were computed with respect to the variables, are 

ah ZRAT,' -= 
ak, ~ G Z ~ ( T ,  - T, )i tan a 

ah -=- 2 RAT,' kp 

~ G Z ' ~ ( T ,  - T, )i tan a 

ah - -- 2 R A T ~ ~ ,  

aT, ~ G Z ~ ( T ,  - y d tan a 

(B. 12) 

(B. 13) 

(B.14) 



ah 2 R À T ; ~ ,  (1 + tan' a) -=-  
da 3 ~ ~ ~ ( ~ , - T , ) d t a n ~ a  

B.2.3 Convective Heat Flua 

Applying Eq. (B.2) to Eq. (3.27) 

where 

(B. 15) 

(B. 1 7) 

(B. 19) 

It is important to realize that the uncertainty associated with T is not the same as 

the previously calcuiated uncertainty of the local h. By averaging the data, most of the 

"noise" is filtered out in the integration process. Logically, the more data points that are 

used to calculate the average, the more accurate the mean will become. Unfominately. 



this no longer becomes a single sample uncertainty and the method of Kline and 

McClintock (1953) can not be applied. 

8.3 Sample Calculation 

To clariQ the method of analysis, a typicai sample calculation is presented for the 

interferograms shown in Fig. B-1 (b = 15.4 mm. 0 = O*). These interferograms were taken 

on the same system under identical conditions. For validation cases 2,4.6, and 8, wedge 

fringe interferopuns were used in the quantitative analysis, while infinite fnnge 

interferograms were used for isotherm cornparison. In case 2, however. the heat flux near 

the slat tip is large enough that either method cm be used. Figure B-2 shows a close up of 

the sanie system in the area around the lowest scale and lowest leveling pins. The louvers 

visible in the photognph are the second and third fiom the bottom of the model. 

Pertinent Test Data 

ambient temperature (T,) = 296.16 K 
average plate temperature (Tp) = 298.30 K 
arnbieni pressure @) = 100 898.3 Pa 

Test Section Soecifications 

plate height (1) = 0.38 10 m 
plate length in direction of bearn (2) = 0.3556 m 





Figure 8-2: Close-up infinite (left) and wedg 
case 2 (b  = 15.4 mm, C= O"). 

le (right) fnnge interferograrns for validation 



Scale factor specifications 

The interferograms produced were not a I : 1 scale mode!, thus a scale factor was 

used with each Fringe measurement. Small pins were strategically placed on the plate to 

serve as a reference of location dong the plate and to h c t i o n  as a known spacing in 

order to determine a scde factor. 

actual pin spacing on plate = 50.8 mm 
pin spacing on scale photo = 40.2 mm 

actual pin distance 
SF = 

rneaswed pin distanance 

Ali properties of air were obtained fiom published data from the Thermophysical 

Properties Research Center. Purdue University (Touloukian et al. 1970% 1970b, 1975). 

Recommended values for dynarnic viscosity, thermal conductivity, and specific heat were 

compiled fiom an extensive collection of many independent experimental investigations 

(at standard pressure). Ail properties are considered to be a hinction of temperature only. 

with the exception of density. Al1 of the air properties were evaluated at an estimated film 

temperature of 300 K. 



Dynamic Viscositv (pl 

In the temperature range of this snidy, the values have an estimated accuracy of 

*OS%. At T/= 300.00 K 

p=18.53x10d kglms 

Thermal Conductivity (k) 

Linear interpolation of the data Touloukian, Liley, and Saxena (1970) was 

assumed. An extensive amount of research has been done around room temperature and 

the data is estimated to be accurate to +i%. At T/= 300.00 K 

kf = 2 6 . 1 4 ~ 1 0 - ~  WlmK 

Specific Heat (Cd 

The following polynornial expression given by Touloukian and Makita (1970) 

was used and is valid for the temperature range of 260 K to 610 K, at standard pressure. 

The r e d t s  are estimated to be accurate to *0.25%. At T/= 300.00 K 



Densitv (D) 

The density of air was calculated using the ideai gas law. 

Coefficient of Thermal Exuansion (B) 

Since air is considered to behave as an ideal gas, the expression for the coefficient 

of thermal expansion can be simplified to 

B.3.1 Infinite Fringe Method 

Frinee ShiR q 

As outlined in Chapter 3, the füst fnnge represents a fractional îïinge shifi (q,).  

Each successive fiinge thus represents a shift of q + 1. Ushg a linear relationship 

between the wall and the first two clearly visible h g e s  (in this case the second and third 

fringes), the fractional shift is determined by 



From Fig. B-2, at the position xp,,o,o= 45.0 mm (x = 56.7 mm), the following 

information was obtained 

Fringe Temperature Cdculations 

The temperature of each fnnge was calculated using Eq. (3.13) 

There fore 

and 

Temperature Gradient 

By linear extrapolation, the temperature gradient is given by 



Local Convection Coefficient, h 

At a point 56.7 mm fiom the leading edge, the local convection coefficient was 

calculated fiom Eq. (3.1 5) .  

Local Heat Flux, q 

From Eq. (3.27), the local convective heat flux is defmed as 

thus, at the same location fiom the leading edge 



B.3.2 Wedge Fringe Method 

Local Convection Coefficient, h 

From Fig. B-2, assuming that the ambient fringe is perpendicular to the plate 

surface. at the position .rphoro = 45.0 mm (x = 56.7 mm), the following information was 

O btained 

fnnge angle a = 22.5' 
fnnge spacing in ambient = 1.62 mm 

Therefore, from Eq. (3.26) 

z  RAT;^, 
h = ~GZ'(T, - T, tan a 

Local Heat Flux. a 

As before, using Eq. (3.27, the local convective heat flux at the sarne location 

fiom the leading edge 

IV 
q,, = 36.20(298.30-296.16)= 77.47 7 

in- 



B.3.3 Uncertainty 

The uncertainty in the measurements will only be summarized here. Table B-1 

shows the uncertainty in the variables and for the entire calculation. 

Table B- 1 : Interferometric measurement uncertainties. 

Al1 uncertainties are specified at a 95% confidence level (20 to 1 odds). The 

uncertainty in the thermal conductivity of air was estimated fiom scatter plots of data 

fiom a large number of independent measurements presented by Touloukian et al. 

(1970b). For the fringe angle measurement, the uncertainty was estimated by making 

several measurements of the same set of f h g e  angles. The arnbient wedge fringe spacing 

(d) was obtained by measuring the distance between n f i g e s ,  where n was taken as large 

as possible on the interferogram. The main source of error in the measured fringe spacing 

was found to be imperfections in the optics. This uncertainty was esbmated to be d = +/- 

0.025 mm. With the current manual system, it was not possible to rneasure the f i g e  

Variable 
Infinite Fringe Method 

dà, (2) 

Wedge Fringe Method 

aR 
-&, 
% 

k, (3 aR 
-% 
h, 



angle withàn accuracy better than about 2 deg. Although calibnted, the uncertainty of 

temperature measurements has been conservatively estimated to account for non-uniform 

temperature distributions in the arnbient air and in the plate sudace. Other uncertainties 

were obtained fiorn equipment specifications or measurement accuracy. 

By inspection of Table B-1, when considering the infinite fringe measurement 

technique, the dominant sources of uncertainty in the convective heat transfer coefficient 

are the plate and ambient temperature measurements. As the plate to ambient temperature 

difference increases, this error becomes less. i.e., higher heat flux means that the infinite 

Fringe technique becomes less uncertain. When considering the wedge fringe technique. 

the fringe angle also becomes important. As discussed by Naylor and Duarte ( 1999) this 

angle tends to be the dominant variable. As flux decreases. and a increases. the wedge 

Fnnge measurement becomes more accurate. 

For this analysis, the chosen sample point was selected because both the infinite 

and wedge fringe methods were needed to analyze the interferogram. In the acniai 

malysis, presented in Chapter 3, the infinite finge technique was used to analyze this 

particular data point because of the relatively large heat flux in that area. Even so, the 

fnnge shifi is too small to give a good uncertainty. Unfortunately, the coovective flux is 

large enough to give a small fringe angle, thereby making a wedge ninge interferogram 

even less accurate. This trade off between methods is discussed in detail by Naylor and 

Duarte (1999). When it was uncertain as to which technique should be used, both were 

performed and the less uncertain measurement was used. 



APPENDIX C 
INTERFEROMETER / NUMERICAL OUTPUT 

C.l Introduction 

This Appendix presents additional data to support the validation of the numerical 

model presented in Chapter 3. A comparison of numerical and interferomeinc results has 

been made with the Ostrach's (1 953) boundary layer solution. Additionally, the cornpiete 

set of interferometric photographs are included. and combined with isothermal plots 

produced using the numerical model. The wedge fnnge intertèrograms used in the 

analysis of cases 2, 4, 6, and 8 have also been included. Selected data for the malysis of 

case 2 has also been included for completeness. The complete data is available from the 

Queen's University Solar Calorimetry laboratory. 

C.2 Isothermal Vertical Flat Plate Solution 

Ostrach's (1953) boundary layer solution for the local heat uansfer coefficient 

distribution dong an isothermal vertical plate could be used as a comparison for the 

numencal and expenmental results. Figure C-l and Table C-l present the input data and 

data analysis respectively. The fmal results of that comparison cari be seen in Fig. C-2. 



Figure C-1: Minite h g e  interferograrn for no blind case with test conditions. 



Table C- 1 : Sample anaiysis of numerical and interferometric data for no-blind case. 
- Ostrach (1953) results are also included for compatison. 



Figure C-2: Cornparison of the local convection Nusselt number results for the "no blind 
case with the similarity solution of Ostrach (1953), Rai= 1 08. 

It can be seen that these results are in close agreement with this well vdidated 

boundary layer solution. The average convective heat transfer coefficient given by the 

experimental and numecical models differ by 3.6% and 1 . l %  respectively from Ostrach's 

solution at ~a~ = IO*. 



C.3 Validation Cases 

C.3.1 Photos 

nie number of isotherms in the validation cases were determined as described by 

Machin (1997). By dividing the difference of the hottest and coldest experimental 

temperatures by 2.3 f ige&,  the theoretical number of fringes can be predicted. For the 

odd numbered cases (cold plate), this would be 

I, - l p  number mges = - 
2.3 

while for the even numbered cases (warm plate), this would be 

Tb, Tp, and T, are the blind, plate. and ambient temperatures respectively. Interferogiams 

and numerically obtained isotherms are presented in Figs. C-3 through C-6. Wedge fringe 

interferograms have also been presented as Figure (2-7. 



I 

Figure C-: 3 : Nurnerically and experimentall 
mm. 

mined isotherms for )= 0°, b = 15 



Figure C-4: Numerically 
mm. 

and expe :eteetemiined isothenns for 4 = 0°, b = 2( 



Figure C-5 : Nurnerically 
mm. 

and for 4= 4S0, 



Figure ( id isotherms for 
mm. 



Figure C-7: Experirner 
2,4,6, anc 

ms for validation cases 



C.3.2 Sample Data 

As in Appendix B, sample data fiom case 2 will be presented. Although both an 

infinite and wedge fringe interferogram was taken for this model, only the wedge fnnge 

photograph was used to perform the analysis. Figure C-8 shows the photograph of the 

system with the input variables while Table C-2 present the sample data analysis. A 

complete sample calculation for this model has been presented in Appendix B. 



1 1 Pin Act 0.0508 rn 1 

irferogram for validation case with test conditions. 





APPENDIX D 
PARAMETRIC RESULTS 

D.1 Introduction 

Chapter 4 presented sample results fiom the investigative and full parametric 

analysis. The present Appendix will present complete data results. 

D.2 Investigative Parametric 

The conditions used in the investigative pararnetric have been descnbed in 

Chapter 4. The analysis was performed using the mode1 described in Chapter 2. Tables 4- 

1 and 4-2 show the numerical mode1 conditions. Fluid properties and miscellaneous 

mode1 parameten are given in Table 4-3. 

Average and localheat flw rates have been presented for the glass region located 

between the midpoint of the 5' and 6' slats, to the midpoint of the 12" and 131h slats. 

This vertical section includes 7 blind slats, and 0.16 m of glas. Local convective and 

radiative heat flux rates are given in Figs. D-1 through D-7 where slat positions are 

shown in gray and positive flux is from the plate to the air. 



Y 

Figure D-1 : Local convective and radiative heat flux in the center-of-glass region with 
chan k g  glass temperature (+= -4S0, b = 30 mm, Q, = E ,  = 0.6, q b  = 60 Y W/m ). Slat positions are shown in gray. 



Figure D-2: Local convective and radiative heat flux in the center-of-glas region with 
changing glass temperature ()= 0'. b = 30 mm, ~ i ,  = q, = 0.6, q )  = 60 w/rn2)- 
Slat positions are shown in gray. 



Figure D-3: Local convective and radiative heat flux in the center-of-glas region with 
chanfing glas temperature (4 = 45", b = 30 mm, Q, = ~p = 0.6, q b  = 60 
W/m'). Slat positions are shown in gray. 



Figure D-4: Local convective and radiative heat flux in the center-of-glas region with 
changing plate emissivity and glass temperature (4= O*, Tp = 287 K. 307 K. b 
= 30 mm, = 0.6, tjs = 60 w/m2). Slat positions are show in gray. Arrows 
indicate direction of increasing plate emissivity. 



Figure D-5: Local convective and radiative heat flux in the center-of-glass region with 
changing blind emissivity and glass temperature (4 = 0°, Tp = 187 K, 307 K, 
b = 30 mm, 9 = 0.6, q b  = 60 w/m2). Slat positions are show in gray. Arrows 
indicate direction of increasing blind ernissivity. 



Figure D-6: Local convective and radiative heai flux in the center-of-glas region with 
changing absorbed solar flux and glass temperature (4 = O*, Tp = 287 K. 307 
K, b = 30 mm, 4 = g = 0.6). Slat positions are shown in gray. Arrows 
indicate direction of increasing absorbed solar flux. 



Figure D-7: Local convective and radiative heat flux in the center-of-glass region with 
changing blind position and glas  temperature (4 = O*, TF = 287 K, 307 K, 4 
= E, = 0.6, q b  = 60 wlm2). Slat positions are s h o w  in gray. Arrows indicate 
direction of increasing nominal blind spacing. 



D.3 Full Parametric 

Heat flux rates at the plate were determined in conjunction with the three level 

factorial design (Montgomery and Runger 1999) that has been described in Chapter 4. 

The factorial design allows the first and second order effects of the variables to be 

estimated in addition to the effects of parameter interaction. The full three-level factod 

parametric senes. The analysis was performed using the model descnbed in Chapter 2. 

Table 4-9 shows the numerical model conditions. Fluid properties and miscellaneous 

model parameters are given in Table 4-3. Complete test results are presented in Tables D- 

l through D-3. 

The analysis of the experirnental senes has been desctibed in Chapter 1. Three 

forms of the coded model have been exmined. These include the blind angle in the 

foms (6 or sin@, cos@, and n = b - wcosqY2. The results of ail the data fits are presented 

here. Contrary to the results presented in Chapter 4, the data presented in Tables D-4 

through D-6 are in coded form, and have not been combined into a total flux variable. 

Figures D-8 through D-10 show the meanireci verses predicted cornparison. 



Table D-1 : Heat flux at inside glass surface for al1 parametric cases where b = 20 mm. 





Table D-2: Heat flux at inside glass surface for al1 pararnetric cases where b = 30 mm. 





Table D-3: Heat flux at inside glass surface for ail pararnetric cases where b = -10 mm. 





Table D-4: Estimated mode1 pammeten and quality of fit indicaton for parametric case 
using cos#. Parameters are presented in coded form. 99% confidence interval 
of parameters are in brackets. Note that b is  in mm, T is in OC. 

Radiation 
(w/mZ) 

-1 1.94 20.51 
1.60 + 0.24 

40.57 + 0.4 1 
-2.24 + 0.24 
-3.84 + 0.23 
-7.18 2 0.24 
-0.649 + 0.4 t 

l 

1.73 + 0.29 

0.62 + 0.29 
1.12 + 0.29 

3.77 + 0.4 1 

Constant 
b 

Tg1 
Eb 

q b  
cos# 
b' 
&TV 

G 

(7 

rMSR/MSE > 
FP-1.~p.o.01 

TKi Eh -0.76 f 0.36 2.37 + 0.29 
TKr EP -0.80 I 0.36 15.81 +O29 
TP Y b  1.61 IO36 

7 0.38 f 0.29 
1 

T,  COS^ 1 .O4 f 0.62 -2.68 f 0.5 1 
7 

Eb* 0.78 f 0.31 
&bErr, - 1 .O9 + 0.29 

W b  0.84 f 0.36 -1.66 2 0.29 

Convection 
(w/rn2) 

-9.48 + 0.63 
8.19 .t 0.5 1 

40.48 + 0.5 1 
1.25 + 0.29 

-6.83 + 0.5 1 
3.25 I 0.5 1 
-3.38 + 0.5 1 
1.64 f 036 
-1.18 k0.36 

2.50 
8242> 1.98 .-. no evidence of 

lack o f  fit 
0.995 :. strong fit 

b ~ l  

b9b 
bcos# 

2 .O4 
1 l469> 1 -94 :. no evidence 

of Iack of fit 
0.996 1. strong fit 

4-55 i 0.36 
-2.37 i 0.62 
2.75 +, 0.5 1 



-1 O0 

Calculated Radiation (w/m2) 

-100 - 

Calculated Convection (wlrn? 

Figure D-8: Predicted verses calculated heat flux for case of  COS^. 



Table D-5: Estimated mode1 parameters and quality of fit indicators for parametric case 
using 4 and sina Parameters are presented in coded form. 99% confidence 
interval of parameters are in brackets. Note that b is in mm, T is in OC. 

Radiation 
(~ lrn*)  

- t 1.94 t 0.57 
1.60 +, 0.27 

38.79 k0.27 

Constant 
b 
Tgi 

4bi 

Win44 9bd 

Convection 
( wlm2) 

-9.48 2 0.63 
6.61 f 0.29 
41.17 4 0.29 

1 .O0 t 0.36 

> FP-r.,v-p,o.or 
R' 

sin ' 4 # 3.25f0.50 i -0.65t0.46 , 

evidence of lack of fit 
0.995 .: strong fit 

evidence of lack of fit 
0.996 :. strong fit 



-1 00 

Calculated Radiation (Wlm2) 

400 -' 

Calculated Convection (wlm2) 

Figure D-9: Predicted verses calculateci heat flux for case of 4 and sina 



Table D-6: Estimated mode1 parameters and quality of fit indicators for pararnetric case 
using n. Parameten are presented in coded fonn. 99% confidence interval of 
parameters are in brackets. Note that b is in mm, T is in OC. 

Radiation 
( w/m2) 

- t 2.46 + 0.53 
1.73 + 0.34 

38.70 k 0.29 
-2.24 i 0.29 
-3.88 2 0.29 
-7.25 + 0.29 

1.58 4 0.4 1 

0.69 -t 0.41 
1.24 f 0.41 

1 

Constant 
n 

TH 
&" 

%i 

40 
I 

no 

n Tgi 
r.2 &b 

n$i 

I I 
J 

Eb- 0.78 + 0.50 
GEgi -1 -09 + 0.35 l 

W b  0.84 +, 0.36 - 1  -66 k 0.35 

q b  -2.99 f 0.35 

2.75 k 0.5 1 3.77 i 0.50 
Tgi Eb -0.76 + 0.36 2.36 + 0.35 
*gi % -0.80 & 0.36 15.81 k 0.35 
T K I @  1.6 1 & 0.36 0.38 i 0.35 

Convection 
(w/m2) 

-7.66 + 0.5 1 
8.43 +, 0.35 

41 .O7 + 0.29 
1.33 5 0.29 
0.32 k 0.29 
-5.55 + 0.29 
-4,7 1 f 0.61 
2.00 + 0.42 
- 1.40 +, 0.42 

5.49 I 0.42 

a- 

n 
MSR/n/lSE 

> Fp.l.,v-p.o.01 

R' 

2.5 1 
9920>2.04 :. no 

evidence of lack of fit 
0.995 :. stroog fit 

1 

2.48 
8713N.98 :. no 

evidence of lack of fit 
0.995 :. strong fit 

b 
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400 - 
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Figure D- 10: Predicted verses calculated heat flux for case of n. 



APPENDPX E . 

U-FACTOR AND SHGC: MEASUREMENT AND PREDICTION 

E.1 Introduction 

Chapter 5 presents a cornparison of SHGC predicted using the results of the hiil 

parametric analysis to SHGC measured experimentally using a solar calorimeter. In the 

present Appendix, a description of solar calorimetry and how it was used to determine LI- 

factor and SHGC is presented. A sarnple calculation using the method provided in 

Chapter 5 has also been included. 

E.2 Experimental Procedure 

E.2.1 Calorimetry 

Testing was performed using Queen's Solar Calonmeter located at Queen's 

University (Figs. E-l and E-2). A full description of the calorimeter and its systems can 

be found in Harrison and Collins (1999). 

To calculate the energy input into a calorimeter due to energy flow through a 

glazing system. careful metering of the input and output energy flows is required. This 
t 

includes energy removed by the flow loop, energy added by any intemal fans and pumps, 

and losses through the calorimeter walls. Energy input, Pinput, is then calorimetricaily 

de termined b y 



where Qnw. Qfaan, QpuV and Qmmk denote: the energy removed by the 

calorimeter flow bop; the electrical power supplied to the calonmeter's intemal fan and 

pump; and heat lost through the walls and mask, respectively. The energy balance of the 

calorimeter is presented in Fig. E-3. 

Figure E-l : Queen's University Solar Calorirneter in operation. 



Figure E-2: Queen's Solar Calorimeter. Cross-seciional schrmatic. 

Figure E-3: Calorimeter energy balance for standard test procedures. 



The instantaneous energy flow rate through a glazing system is calculated as the 

difference between the gain due to solar radiation. and the heat loss due to the 

interior/exterior temperature difference 

Q m ,  = F *  '.Ab -'-A,i(ATJ,) (E-2) 

where Qjnptlr is the combined solar and themal gains per unit area of the window 

system. II represents the windows overall heat transfer coefficient, and ATi,, is the 

temperature difference across the window. U is deterrnined in the absence of sunlight ( I  = 

O), and F is determined in the absence of an interior exterior temperature gradient (dTi,, 

= O). 

The eficiency of a glazing system can be described as the ratio of instantaneous 

gain to incident solar radiation. 

s = Q+, -(AI,  - 1)' (E.3) 

1t has been s h o w  that the time avemged thermal efficiency, rl, can be gnphically 

represented in the same manner as the instantaneous efficiency curve (Harrison and 

Barakat 1983). Therefore, for a series of tests, a plot of thermal efficiency verses dT/I 

can be developed. By using a linear regression on these points, the window system can be 

characterized: the dope represents the systems U-factor, and the y-axis intercept is the 

solar heat gain coefficient. An exarnple instantaneous efficiency curve has been presented 

in Fig. E-4. 



Figure E-4: Example of thermal efficiency verses AT/I. The dope represents the U-factor, 
and the y-intercept is the solar heat gain coefficient. 

While this method assumes the thermal and soiar characteristics of a window 

system are uncoupled, it is the only method currently available for the experimental 

determination of window thermal and solar performance. Calonmeter facilities which can 

control the indoor temperature, produce a AT = O situation where al1 metered energy is 

SHG. Calorimetnc facilities which do no actively control the intemal temperature will 

instead produce the plot shown in Fig. E-4. In either case, it is assumed that the SHGC 

and U- factor are uncoupled, and the relation between q and AT/I is iinear. 



E.2.2 Experimental Series 

Calorimetric experiments were performed for a number of conditions. At each of 

30 O and 45" solar incident angles, two commercially available blinds installed at a 

nominal distance of b = 30 mm were exmined at 0, -45, and 45 degree slat angles. One 

blind had a white enameled surface while the other (an identical product) was painted Bat 

black. The radiative properties of the blind material used in the experiment were 

measured at the University of Waterloo using a Gier Dunkle MS-25 1 Solar Reflectometer 

and a Gier Dunkle Db-100 Infrared Reflectometer. They were found to have a solar 

absorptance of 0.32 and 0.90. and hemispherical emissivities of 0.75 and 0.89 for the 

white and black blinds respectively (Wright 1997). The window was composed of two 3 

mm lites of clear glass with a 13 mm air gap. The optical properties of that glass were 

determined at 30" and 45" solar incident angles from Rubin (1 981). Glass emissivity was 

0.81 for al1 surfaces, with a thermal resistance of 0.003 1 K-m2/W for each lite. The results 

of the calorimetric tests are presented in Table E-1 dong with the total irradiation and the 

direct and diffuse fractions rneasured dunng each experiment. 

Calorimeter tests were performed based on the method described by Hamison and 

Collins (1999), with few exceptions. Azimuth tracking with some altitude adjustment was 

used to maintain solar incident angles. Care was taken not to tilt the calorîmeter more 

than 10" fiom vertical. 



E.23 Experimental Results 

SHGC and Il-factor were detennined based on the total area of the fenestration 

system (including the frame). The SHGC results have been corrected to the g las  SHGC 

assuming no SHG h o u &  the frame, and using the glass area only for calculations. Le., 

Afin and Ag are 0.720 and 0.473 m respectively. SHGCc-G = 0.770.SHGCfen/O.J73. 

Sufficient data was not collected to determine the glass from the total CI-Factor using the 

frame and edge-of-glas LI-factors. As such, this comparison could not be perfomied. 

Experimental results are presented in Table E-1. Uncertainty \vas deirrmined using the 

method presented by Harrison and Dubrous (1993). The direct and diffuse fraction are 

also given in Table E-1. The value quoted are the average Fraction for the test points used 

in the test sequence, i.e., multiple tests were needed to detemine the SHGC and U-factor. 

al1 of which had a unique direct and diffise Fraction. This data was required as input for 

the mathematical comparison. The standard deviation was no greater than 0.06 for any 

given test sequence. Complete data andysis is available from the Queen's University 

Table E-l : Calonmettic results of solar performance for a window and shade system with 
b = 30 mm. Fenestration is double glazed clear 3 mm g la s  (both lites). 
Measured SHGC uncertainty is k0.02. LI- factor uncertainty is k 1.4 w/rn2K. 

Test 
No Blind 

- 
White, 45" incidence, 0" slat angle 
White, 30" incidence, 45" slat angle 
White, 45" incidence, 45" slat angle 

SHGCcm 
0.72 

SHGCh 
0.47 

- 
Black, 30" incidence, 0" slat angle 

L 

I (W/m') 
1044 

White, 30" incidence. 0" slat angle 
037 
030 
029 

Black, 45" incidence, 0" slat angle 
BIack, 30" incidence, 45" slat angle 
BI& 45" incidence, 45" slat angle 

Id4 I d l .  
0.80 ,020 

883 039 1 0.59 
0.56 
0.46 
0.44 

720 
825 
732 

0.66 
NA 
0.64 
0.64 

0.43 
NA 
0.42 
0.42 

0.78 ,0.22 
0.76,0.24 
0.78 ,023 
0.69 , O 3  I 

93 1 
NA 
915 
795 

0.82 ,O-18 
NA 

0.78 ,022 
0.78 ,0.22 



E.3 Sample Cr-Factor and SHGC Prediction 

Although the calculation of SHGC and U-factor was the logical next step in the 

progression of this research, important parts of the analysis are still missing. A reliable 

method of predicting blind layer optical properties needs to be developed. and 

experimental data needs to be produced to provide a comprehensive basis for validating 

calculated values of SHGC and U-factor. A preliminary comparison, however. was 

possible. 

Layer specific opticai properties were determined from Rubin ( 1984) for the glas 

and Parmalee et al. (1952, 1953b) for the blind. The g las  layer was homogenous. and 

therefore layer specific properties were the sarne as the directional material properties. 

The blind layer properties were based on the blind material properties and the solar angle 

of incidence using predictor equations produced by Parmalee et al. (1952, 1953b). Those 

equations provide different values for sky and ground diffise, and it was necessary to 

find the sky/ground diffise split. For the bais of this comparison. it was assumed to be 

50/50 due to the location of the calonmeter, which has a good view of Lake Ontario. a 

stone roof, and the glass facade of a neighboring building, and a very small view of 

surroundhg greenery. Al1 biind layer properties have been presented in Table E-2. 



Table E-2: Layer specific optical properties used in data analysis. For the current 
investigation; optical properties apply to both sides of each glazing. 

- -- 

Slat 
Absor 

ab 
0.32 
0.32 
0.32 
0.32 
0.90 
0.90 
0.90 
0.90 

1 Ciear Glass at 45" Solar Incidence. both sides 1 0.81 1 0.10 1 0.09 1 0.84 1 

Layer 
Clear Glass at 30" Soliu Incidence, both sides 

E.3.1 Sample &Factor Calculation 

Slat 
Angle 

4 
O 
O 
45 
45 
O 
O 

45 
45 

The calculation of U-factor was performed for cornparison to the sarne window 

r 
0.83 

and shading device that was tested experimentally. Specifically, the case examined was 

Solar 
Incid 

iY 
30 
45 
30 
45 
3 O 
45 
30 
45 

Other system properties are presented in Tables E-l and E-2. The numerical analysis was 

a 
0.09 

performed for a room temperature of 24"C, therefore the analysis must be biased so that 

condition remaios, Le., if the desired interior and extemal temperatures are 22 and 40 OC 

Direct 
Pannelee and Aubele (1952) 

P 
0.08 

respectively, 24 and 42 O C  should be used. If the results are uncoupled, this bias will have 

rD 
0.50 
O25 
0.12 
0.10 
0.32 
0.02 
0.0 1 
0.0 1 

8 

0.84 

no effect. 

8 

0.75 
0.75 
0.75 
0.75 
0.89 
0.89 
0.89 

Diffuse (s ky/ground) 
Pannelee and Vild (1953) 

al) 
0.32 
0.45 
0.39 
0.37 
0.66 
0.94 
0.93 
0.93 

- rd 
0.5110.51 
0.51/0.51 
0.1310.60 
0.1310.60 
0.3710.37 
0.3710.37 
0.02/0.50 

PD 
0.18 
0.30 
0.49 
0.53 
0.02 
0.04 
0.06 
0.06 O.OU0.50 

ad 
0.2910.29 
0.29/0.29 
0.3810.16 
0.38/0.16 
0.6110.61 
0.6110.61 
0.9Y0.46 

Pd 
0.2010.20 
0.20/0.20 
0.4910.24 
0.49/0.24 
0.02/0.02 
0.020.02 
0.0610.04 

0.9Z0.46 0.06/0.0410.89 



To calculate the CI-factor of a window and shade system it was necessary to iterate 

on the glass temperatures. To begin, it was assumed that the imer and outer glass 

temperatures were 28 OC and 38 O C  respectively. 

The air-space heat transfer coefficient was detennined from Table 4 in Chapter 29 

of the ASHRAE HOF (2001). Using an average cavity temperature (33°C) and cavity 

temperature difference (lO0C), air space thickness (13 mm) and effective cavity 

emissivity ( E ~ ) ,  hS becarne 6.0 ~ / m %  where 

The subscripts 2 and 3 denote the surface numbered from the exterior surface of the 

outdoor glazing. The exterior air film coefficient, ho, was asnimed to be 22.7 W/m% as 

per ASHRAE sumrner design conditions (ASHRAE 2001). 

The interior heat transfer coefiicient was solved using the flux equation in Table 

4- 1 1, 4- 12, or 4-1 3, and the interior g las  temperature. Using an estimated inside glass 

temperature of Tg2 = 28°C (and b=30 mm, +=: 4S0, a = 0.76, = 0.84, qb = O ~ / r n ' ) .  

the heat flux was 26 Wlm' hto the room. Therefore, the interior radiative and convective 

heat transfer coefficient, hi became 

and the system &factor was 



Because there was no solar flux, the heat flux at the indoor surface was also the heat flux 

through the window. In this case, for the whole window, the lieat flux was 

Compared to qi = 26 w/rn2, it was obvious that another iteralion was required. 

Recalculate the g l a s  temperatures 

Using these new tempentures, the process was repeated until q = yi and the predicted 

glas temperatures converged. For this example, convergence occured with 

E.3.2 Sample SHGC Calculation 

The calculation of SHGC was performed for cornparison to the same window and 

shading device that was tested experimenially. Specifically, the case examined was 



Oher system properties were presented in Tables E-1 and E-2. As before. the numerical 

analysis was perfonned for a room temperature of 24"C, therefore the analysis must also 

be performed at that temperature. 

To begin, it was necessary to first estimate the absorption in the glasses and blind 

for a solar incidence angle of 45 deg. Using layer specific optical properties estimated 

fiom Parmelee and Aubele (1952), an optical balance could be used to find the effective 

absorption of each layer (Farber et al. 1963). Considering one inter-reflection. for the 

exterior glass 

the interior glass was 

(E. 12) 

and, the blind absorption was 

ab = asrprg t ( i  + ~ 3 ~ 2  )(l + P ~ A )  (E. 13) 

Each of these effective absorptions must be solved using the Iayer specific values in 

Table E-2 for direct and diffise irradiation. For the given system, ago,D = 0.136, aW,d = 

0.126, CYgi,J) = 0.118, agi,,d= 0.106, ab,D = 0.256, ab,d = 0.184. The solar radiation 

absorbed then depends on the direct and diffise levels. During this calonmeter test, the 

direct radiation was measured at 505 ~ l m '  while the diffuse was 227 w/rn2. Therefore 

Ia,=I,a,,+Ida,,=505-0.136+227-0.126=97.2W/mL (E.14) 

la, = I,a,, + Ida,, = 505 0.1 18 + 227 0. IO6 = 83.7 Wlm' (E. 15) 



la, = l,a,, + Ida,, = 505 0.256 + 227 0.184 = 17 1.3 W/mL (E. 16) 

To determine the solar heat gain coefficient, it was necessary to itente based on 

the interior glass tempenture. For this analysis, it was assumed that Tgi = 40°C. The 

interior heat transfer coefficient was solved using the flux equation in Tables 4-1 1. 4-1 2. 

or 4-13. For b = 30 mm, 4 = 45", ~b = 0.76, = 0.84, qb = lab = 171.3 W/m2, Tgi = 

40°C, the heat flux is 69.20 W/m2 into the room. The au-space heat transfer coeficient, 

h,, was determined fkom Table 4 in Chapter 29 of the ASHRAE HOF (2001) to be 6.0 

w / ~ ' K .  By performing an energy balance at the interior glazing, the exterior glaUng 

tempenture could be estimated by 

q,  = q, - l a ,  = 69.20 - 83.7 = -14.50 W/mL (E.17) 

(E. 1 8) 

The heat flux at the outdoor glazing could now be calculated by two methods: by 

the energy balance, and by using the exterior air film coefficient (ho = 22.7 W/m2K). 

q, = q, - hg, = -14.50 -97.2 = -1 11.70 Wlm' (E. 19) 

q, = h, (T, - T, ) = 22.7(24 - 3 7.6) = -308.72 W h '  (E.20) 

The initial guess of Tgi was not very good. I i  was necessary to reduce the exterior glazing 

temperature and increase the heat flux by decreasing the interior glas  temperature. 

At Tgi = 36.8"C, qo converges at -138 W/m2. Checking hS as before, produces a 

value of 5.9 W/m2K. Adjusting and obtaining convergence again, the convergence 

solution does not change, and Tg, = 36.8OC and q, = -138w/m2. 



The solar heat gain coefficient can be obtained by performing an energy balance 

on the outer glazing and adding the transrnitted portion of radiation. 

r = 5 0 ( 5 i  + P J P ~ ~ ~ H ~ ~  +PIPIT)) (E.22) 

Equation (E.22) was solved using both direct and diffise proporties. So that rg = 0.07. 

and rd = 0.4 1 .  The solar heat gain coefficient was then 

MD + 0, 0.07 505 + 0.25 227 
SHGC = + Ky.P = + 0.29 = 0.43 

732 
(E.23) 

ID + Id 

E.3.3 Results 

A cornparison of calorimetnc and nurnencally determined solar heat gain and Li- 

factor data have been presented in Table E-3. 

Table E-3: Cornparison of measured and predicted solar heat gain coefficients. 

bucog as reported by CSA tests (CSA 1992) 
'Ta not perfomed 

. 
a6 

no blind 
0.32 
0.32 
0.32 
0.32 
, 
0.90 
0.90 
0.90 
0.90 . 
~ ~ I t s  predicted wing standard ASHRAE uiculations (ASHRAE HOF 100 1 ) 

4 ( d m  

no blind 
O 
O 
45 
45 
O 
O 
45 
45 

~ ( d e g )  

45 
30 
45 
30 
45 
30 

(W1m.K) 
2 8 7  b(2.84) 
2.8 1 
2.8 1 
2.77 
2.77 
2.82 

r ~ s  

0.66 
0.35 
0.2 1 
0.13 

45 
30 
45 

N%ys 

0.07 
0.26 
0.32 
0.3 1 

Predicted 
SHGC 
'0.73 
0.6 1 
0.53 
0.44 

0.13 1029 

Measured 
SHGC 
0.7If0.02 
0.5W0.02 
0.56k0.02 
0.46k0.02 

0.63 
0.65 
0.63 

0.42 
0.68 

0.57 
0.60 
0.58 

0.23 
2.82 
2.78 
2.78 

NAc 
0.64k0.02 
O .64&0.02 

O.4&O .O2 
0.66k0.02 O .45 

0.06 
0.05 
0.04 




