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ABSTRACT

DENSITY-FUNCTIONAL THEORY: CHEMICAL TEST AND

EVALUATION OF EXCHANGE-CORRELATION FUNCTIONALS

Wei Quan Tian Advisor:

University of Guelph, 2001 Professor John D. Goddard

This thesis reports an investigation of density functional based methods for the study
of selected organic reactions and simple atomic and molecular systems to evaluate and
rationalize the role of exact (Hartree-Fock) exchange in hybrid density functional
methods and the performance of density functional methods in the prediction of chemical
property. The performance of density functional methods has been compared with certain
conventional ab initio methods: HF, MP2 and CCSD, and available experimental results.
The chemical systems and density functional methods investigated were:

(1) The Reactions of a Triplet Oxygen Atom (P) with Cg Fragments. The structures
of Cgo fragments and their oxides were studied at the HF, BHandHLYP, and B3LYP
levels with the 6-31G* basis set. The reaction barrier and the transition state structure for
the initial reaction of a triplet oxygen atom with these fragments were investigated
theoretically. The nucleus-independent chemical shifts (NICSs) of Schleyer were adopted
as criteria of aromaticity in polycyclic aromatic hydrocarbons (PAHs) and used to study
the reactivity and properties of the Cgo fragments. The initial reaction of a triplet oxygen

atom with Cgp fragments is exothermic with a low reaction barrier.



(2) Reaction of Triplet Oxygen Atom (P) with Benzene and Isomerization of
Benzene Oxides. The reaction of a triplet oxygen atom and the potential energy surfaces
for isomerization of the benzene oxides were studied to explore the reaction mechanism
and find the reaction pathways. For these reactions, the role of exact exchange (Hartree-
Fock (HF) exchange) was examined through the performances of the HF, BHandHLYP,
B3LYP, BILYP, BLYP and mPW1PW91 methods in the prediction of the reaction
barrier and in potential energy surface modeling in comparison to the results from MP2.
The 6-31G* basis set was used throughout. The theoretical predictions were compared
with available experimental results when possible.

(3) Numerical Examination of Density Functional Methods. The exchange functionals |
B, PW91, mPW91, LG, G96 and the correlation functionals LYP and PW91 were
examined numerically in combination with HF exchange to scrutinize the role of HF
exchange in hybrid density functional theory. Both energy and electronic properties were
studied for the simple atomic systems H, He and Li. One-electron systems (H, Hy", He")
were employed to investigate the self-interaction error in the exchange and correlation
functionals. The highest occupied orbital energies of these systems were examined with
the various exchange correlation functionals. A new combination of exchange and
correlation functionals within the one-parameter protocol of the hybrid method,
mPWI1LYP, was evaluated on the reduced G2 data for geometric and thermodynamic
predictions. This new method was employed in studies on some inert gas dimers, weakly
interacting complexes, low barrier reactions, and the electronic spectra of some small

molecules. The overall performance of mPWILYP is promising.
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Chapter 1

Introduction



1.1 Quantum Chemistry

With the development of quantum mechanics, an amazing change occurred in
chemistry. The application of quantum mechanics to chemistry leads to a new
subdiscipline in chemistry - quantum chemistry, as foretold by Dirac's famous statement:

" The underlying physical laws necessary for the mathematical theory of a large part
of physics and the whole of chemistry are thus completely known, and the difficulty is
only that the exact application of these laws leads to equations much too complicated to
be soluble. It therefore becomes desirable that approximate practical methods of applying
quantum mechanics should be developed, which can lead to an explanation of the main
features of complex atomic systems without too much computation.” (M

The development of quantum chemistry enables us to study larger and larger chemical
systems with the aid of computational tools. As the fundamental basis of quantum
chemistry, Schrédinger's equation uses the N-electron wave function ¥(x, X3, ...Xn) of
the system, which is very complicated. The wave function contains all the information we
can possibly know about the system it describes. The solution of Schrddinger's equation
with a wave function approach leads to conventional ab initio theory.

However, there is a remarkable theory that allows us to replace the complicated N-
electron wave function and the associated Schrddinger equation by the much simpler
electron density p(r) and its associated computational scheme, which is known as density

functional theory.



1.1.1 Conventional ab initio theory

After the Born-Oppenheimer approximation, the Schrédinger equation, for an N-

electron system in a stationary state is:

;1 elecILPelec>=Ee[ecllPelec> 1.1

A

H yec: electronic Hamiltonian operator (in atomic units)

A _ N l . N M z N N l
Helec‘—Z;V,’—zz “+ZZ:— 1.2
=l

1=l A=l rm el g3 Ty

[\Peiec): total electronic wave function
Edec: total electronic energy
Because of the interelectronic repulsion terms 1/r; for a multielectron atom or
molecule this equation is not separable. Only for the hydrogen atom and hydrogen like
ion is the exact solution of the Schrédinger equation known. The Schrodinger equation
would separate into N one-electron hydrogenlike equations with zeroth-order wave
function as the hydrogen atomic orbital if the electron repulsion were ignored. The

zeroth-order wave function would be a product of the N hydrogenlike (one-electron)

orbitals:

[¥(0))= l@1(r1,81,01) @ 2(r2,62.42). .. @ N(tN,On,0N)) 1.3
where the hydrogenlike orbitals are
©=Rai(r) Y1"(8,4) 1.4
The central-field approximation is adopted in this procedure which is known as the
Hartree self-consistent-field (SCF) method, and the interaction between electrons is
averaged. With the modification due to Fock that the wave function be anti-symmetric,

we obtain the Hartree-Fock SCF method.



In the Hartree-Fock SCF method, there is a single-electron operator }:
f ) o D=eip () 1.5
N 1 2 Z,| < ~ . ..
f@)=-= V&Y =4+ 31, () -k, ()] 1.6
2 A fy =

The total energy of the system is:

E=)¢6-2.2.(J,-K,) 1.7

o
where the average repulsion of the electrons in the Hartree-Fock orbitals are subtracted
from the sum of the orbital energies, and where the J;; are the Coulomb integrals.

In the Hartree-Fock method, the instantaneous electron-electron interaction or
correlation is not considered. Electron correlation accounts for about 0.5% to 1% of the
total energy of a system, which is of the magnitude of a single-bond energy, and thus
although small in absolute value, is very important in considering chemistry .

[mprovement of the Hartree-Fock solution leads to post-Hartree-Fock theory. MP2
(Moller-Plesset) is the simplest correction for electron correlation, though higher order
perturbation is desirable. Configuration Interaction is another way of including electron
correlation, which involves the excitation of electrons from the reference state. The first
order correction is configuration interaction with single and double substitutions (CISD).
The Coupled-cluster .(CC) method is an accurate but very expensive method, while
quadratic configuration interaction (QCI) method is intermediate between the CC and CI
methods, but is usually considered to be a variant of CC.

A linear combination of several configuration state functions (CSF) produces a multi-

configuration self-consistent field (MCSCF) approach. The popularly used MCSCF



method involves complete active space self-consistent field (CASSCF), in which several
highest occupied orbitals are optimized by varying both the coefficients of the
configuration state functions and the orbitals. A further improvement on CASSCF with
perturbation theory results in Multi-configurational Second-order Perturbation Theory
(CASPT2).

Although high level ab initio methods (for example CC or CASPT2) can give very
accurate predictions in chemistry, their prohibitive computer resource requirements
prevent such methods being widely applied. CCSD scales as about O°V* for CPU time
and N* for disk space. A single SCF scales about N* for CPU time. MP2 (conventional)
energies and gradients scale as about ON* for CPU time and N* for disk space. N is the
total number of basis functions, O is the number of occupied orbitals and V is number of
unoccupied orbitals. New accurate methods which demand less computer resources for

their application are required. Density functional theory is such a method.

1.1.2 Density functional theory

Density functional theory considers the particle density to be the fundamental variable
to describe the state of a system in an external potential. The external potential itself may
result from particles obeying classical or quantum mechanics 1

Historically, the density functional approach was initiated with the idea that locally the
behavior of a collection of particles, the electron cloud, could be represented and
approximated by a free electron gas of the same density at that point P,

The Thomas-Fermi (TF) model **}, an early density functional theory, showed the

basic steps to obtain the density functional for the total energy by using standard quantum



mechanics based on the wave function. From a well-defined model (and some extra
assumptions, averages and practical simplifications guided by physical considerations) a
direct relation, a functional, between the total energy and the density was obtained. The
TF model allows for the direct determination of a charge density for a given external
potential. It was the first method to exploit the idea of a local density functional theory
when it considered a functional depending on the variables at only one point in space.
The TF theory provides a differential equation for the self-consistent determination of the
charge density without the intermediate use of a wave functions. It stands as an important
model for the study of an atomic system without the use of wave functions 1.

Later, Dirac included a local density functional for the electron-electron exchange
energy ' and Wigner in 1934 included a local electron-electron correlation energy
functional !, which made it clear that density functional theory was computationally
feasible.

The formalization of density functional theory began with the existence theorem of
Hohenberg and Kohn'®. The total energy of a many particle system in its ground state is a
unique functional of its particle density and there exists a variational principle for the
energy functional. Kohn and Sham invented, in 1965, an ingenious approach to the
kinetic-energy functional T{p], the Kohn-Sham method®. They proposed introducing
orbitals into the problem in such a way that the kinetic energy can be computed simply
but to good accuracy. A small residual correction is handled separately. Thereby they
turned density functional theory method into a practical tool for rigorous calculations.
Thereafter, many approximations to the exchange-correlation functional have been

proposed, which roughly can be classified into three types:



I Local Spin Density Approximation (LSDA), the functional depends only on the
density (p) at a point in the space, such as SVWNU!%!',
2 Generalized Gradient Approximation (GGA), the functional depends both on the
density itself and its gradient.
3 Hybrid Density Functional Method, which involves the mixing of exact exchange into
the functional. A typical approach is Becke’s 1993 three parameter exchange functional
B3 12,

Previous studies indicated that DFT can predict molecular properties comparable to

those from MP2 at a lower computational cost '],

1.1.3 A comparison between conventional ab initio theory and density functional
theory

Although there exists fundamental differences between conventional ab initio theory
and density functional theory, these two theories are conceptually complementary. The
following scheme shows a formal comparison between the two theories with respect to
their Hamiltonian, fundamental variable, approximations made, reference system, and
starting point for improvement.

The HF calculation formally scales as O* for computing time, O is the size (usually
the number of basis functions) of the system studied. DFT methods scale as O’. Higher

level ab initio methods such as CCSD scale to much higher powers of O.



Conventional Ab Initio Theory K— Density Functional Theory

Elp]=Tip] + Veu(r)p(r)d’r + Ey[p] + E*[p]

Wave function as the Electron Density p(r) as basic variable
fundamental variable <>

from the Kohn-Sham fictitious orbitals

Use an approximate wavefunction Introduce approximations to the electronic
for a molecular system

Hamiltonian of a molecular system

Single Slater determinant Uniform Electron Gas as reference system
as HF wavefunction ~

Start from HF for Post HF Local Spin Density Approximation as
calculation (correlation) >
Starting point for Post-LSDA




1.2 Organic Chemistry

The reaction of an oxygen atom with aromatic organic molecules plays an important
role in atmospheric chemistry "*'*!, photochemical air pollution, and in combustion
processes. Earlier experimental studies on Cg indicated that this new type of carbon
molecule has new chemical properties with three-dimensional r electron conjugation and
a unique structure '&17181 [ Chapter 3 of this work, the reactivity of the double bond in
Ceo Wwill be studied through examining the reactivity towards an oxygen atom of its
fragments (C,4Hs, CisH), and CygH;2) along with other systems (C,Ha, CgHg, and CoHg).
Benzene, a typical aromatic molecule, serves as a prototypical model for aromatic
molecules. The reaction of benzene with a triplet oxygen atom, which is important in
atmospheric chemistry, is studied in Chapter 4 along with the isomerization of the
benzene oxide. There have been no extensive studies on this reaction or on the

isomerization of benzene oxide.

1.3 Analysis of exchange correlation functionals

Becke’s three-parameter exchange protocol (B3) (2 which was inspired by the
adiabatic connection mechanism (ACM) 9 in combination with the LYP ©% correlation
functional has been very successful in chemical applications. It serves as a standard
density functional method for much chemical modeling. Although the role of exact
exchange (HF exchange in terms of computation) has been rationalized ?'), the behavior
of hybrid DFT methods for property prediction with variation in the weight of the HF
exchange is not so clear. The different behaviors of the functionals and the role of HF

exchange are examined in the isomerization of benzene oxides. In Chapter 5, the



available exchange and correlation functionals are studied by varying the weight of HF
exchange in the hybrid method to determine the total energies for simple atomic systems
(H, He and Li) and for H,". The total energy is decomposed further into its energy
components (kinetic, potential and electron-electron interaction energies) to examine the
contributions of the exchange and correlation functional to each component of the total
energy. The orbital energies of these systems predicted by the various exchange and
correlation functionals are examined. These studies are expected to give insight into the
detailed behavior of the functionals. They should provide preliminary guides to future
improvement of the hybrid method and the construction of new functionals.

At the end of Chapter 5, the new method mPWILYP (a combination of exchange
(mPW @ and correlation functionals (LYP %) along with Becke’s one-parameter
protocol 13}y is examined. Results for the reduced G2 data 241 and other chemical systems
were computed and compared with those from other methods 2\ The purpose of this
work is to check the role of the correlation functional in predictions of chemical

phenomena and to seek the best combination of existing exchange and correlation

functionals.

10



1.4 References

1. P. A. M. Dirac, Proc. Roy. Soc., (London) 123, 714 (1929)

2. I. N. Levine, Quantum Chemistry, 4th Ed, Prentice Hall Inc., 1991

3. J. Keller and J. L. Gazquez Eds., Lecture Notes in Physics: Density Functional
Theory, Springer-Verlag, Berlin, 1983

4. L.H. Thomas, Proc. Cambridge Philos. Soc., 23, 542 (1927)

b

E. Fermi, Z. Phys., 48, 73 (1928)

6. P. A. M. Dirac, Proc. Cambridge Philos. Soc., 26 376 (1930)

7. E. Wigner, Phys. Rev., 46, 1002 (1934)

8. P. Hohenberg, and W. Kohn, Phys. Rev., B 136, 864 (1964)

9. W.Kohn, and L. J. Sham, Phys. Rev., 140, A1133 (1965)

10. J. C. Slater, Quantum Theory of Molecular and .So[ids. Vol.4: The Self-Consistent
field for Molecules and Solid (McGraw-Hill, New York, 1974).

11. S. H. Vosko, L. Wilk and M. Nusair, Can. J. Phys., §8, 1200 (1980)

12. A. D. Becke, J. Chem. Phys., 98, 5648 (1993)

13.J. B. Foresman, and A£E. Frisch: Exploring Chemistry with Electronic Structure
Methods, Second Edition, Gaussian Inc., Pittsburgh, PA, 1996

14. T. H. Lay, J. W. Bozzelli, and J. H. Seinfeld, J. Phys. Chem., 100, 6543 (1996)

15. B. Klotz, L. Barnes, K. H. Becker, and B. T. Golding, J. Chem. Soc., Faraday Trans.,
93(8), 1507 (1997)

16. J. M. Hawkins, A. Meyer, T. A. Lewis, S. Loren, F. J. Hollander, Science, 252, 312

(1991)

17. L. Isaacs, A. A. Wehrsig, F. Diederich, Helv. Chim. Acta, 76, 1231 (1993)

11



18. A. Pasquarello, M. Schliiter, R. C. Haddon, Science, 257, 1660 (1992)

19. J. Harris, and R. O. Jones, J. Phys. F 4, 1170 (1974); O. Gunnarsson, and B. .
Lundqvist, Phys. Rev. B 13, 4274 (1976); D. C. Langreth, and J. P. Perdew, Phys.
Rev. B 15, 2884 (1997); J. Harris, Phys. Rev. A, 29, 1648 (1984) '

20. C. Lee, W. Yang, and R. G. Parr, Phys. Rev. B 37, 785 (1988)

21. J. P. Perdew, M. Emzerhof, and K. Burke, J. Chem. Phys., 105, 9982 (1996)

22. C. Adamo, and V. Barone, J. Chem. Phys., 108, 664 (1998)

23. A. D. Becke, J. Chem. Phys., 104, 1040 (1996)

24.B. G. Johnson, P. M. W. Gill, and J. A. Pople, J. Chem. Phys., 98, 5612 (1993)

12



Chapter 2

Overview of Quantum Chemistry

13



2.1  Overview of Conventional Ab Initio Theory

This chapter will discuss general aspects of conventional ab initio and density
functional methods, the computer resources used and the programs involved. More detail
on the computational methods and procedures will be found in the “Computational
Details™ section of the following chapters. Since density functional methods are most
important to this work, conventional ab initio theories will be introduced and briefly
discussed in a way that helps the understanding of density functional theory. Electron
correlation is the central problem in quantum chemistry and will be discussed in both the

ab initio and density functional approaches.

2.1.1 The adiabatic and Born-Oppenheimer approximations

The total Hamiltonian of a system can be written as the kinetic and potential energies

of the nuclei and electrons [}
H‘O‘=TI\+TC+VDC+VCQ+VM 2.1
For the system transformed to center of mass coordinates:

Hig=Ta+ He + Hmp +Vo and He=Te+ Vpe + Vee 22

1 N 2 N 1, ,
H. is the electronic Hamiltonian and Hqy is called mass-polarization, M is the total
mass of all the nuclei and the sum is over all electrons. H. depends only on the nuclear
position (via equation (1.2)) and not on their momenta.

For He, the electronic Hamiltonian, the Schrodinger equation is:

H.R)¥iRr)=E(R)Fi(Rx), i=1,2...0 23

14



R denotes nuclear positions and r electronic coordinates. Without introducing any
approximation, the total wave function can be written as an expansion in the complete set

of electronic functions, with the expansion coefficients being functions of the nuclear

coordinates.

Yu(R.r) = iq"",-(R)"{",-(R,r) 24

1=l

After derivation !, we obtain:

D Wi (Vo W) + (Vo) (Vi) + PV ¥ + W W + Py HpPi}

=Ew Z Wai Wi 2.5

or after multiplying ‘¥;" and integrating under orthonormality,

Vil¥n+ E¥n+ Y. (2<¥|VAEHVaPui) + <FIVo ¥ >,

il

+ <¥j[Hmp|'Vi>'¥ni} = Ewd'Py 2.5

The first two terms are the first- and second-order non-adiabatic coupling elements
from which the electronic wave function has been removed, while the last one is the mass
polarization. The non-adiabatic coupling elements are important for systems involving
more than one electronic surface, such as photochemical reactions t

In the adiabatic approximation the form of the total wave function is restricted to one
electronic surface, i.e. all coupling elements in equation 2.5 are neglected (only the terms
with i = j survive). Except for spatially degenerate wave functions, the diagonal first-
order non-adiabatic element is zero.

(Vo2 + Ej+ (F)|Va W) + (¥ Herp ;) ¥rj = Erox Py 26
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Neglecting the mass polarization and reintroducing the kinetic energy operator gives

(Ta + Ej+ (¥ V| W) Woj = Euox Wy 2.7
or

(Ta + EiR) + UR)¥5(R)= B ¥si(R) 238

U(R) is the diagonal correction, and is smaller than E;(R) by a factor roughly equal
to the ratio of the electronic and nuclear masses. It is usually a slowly varying function of
R, and therefore the shape of the energy surface is determined almost exclusively by
E®™.

In the Bomn-Oppenheimer approximation the diagonal correction is neglected, and the
resulting equation takes on the usual Schrédinger form, where the electronic energy plays
the role of a potential energy.

(Ta + Ei(R) )¥ri(R)= Ewot ‘Fri(R) 29

The Bom-Oppenheimer (and adiabatic) approximation is usually a good

approximation, but breaks down when two (or more) solutions to the electronic

Schr&dinger equation come close together energetically.

2.1.2 Hartree-Fock theory and electron correlation
2.1.2.1 Hartree-Fock theory

In Hartree-Fock theory (as described in Chapter 1), if each spatial orbital is restricted
to have two electrons with opposite spin (one with o and one with B spin), Restricted
Hartree-Fock (RHF) results. If no restriction on the form of the spatial orbital is made,
then Unrestricted Hartree-Fock (UHF) is obtained. As the restricted wave functions

constrain various parameters, the energy of the UHF wave function is always lower than

16



or equal to the corresponding restricted wave function. However, the UHF description
has the disadvantage that the wave function is not normally an eigenfunction of the S?
operator (unless it is equal to the RHF solution). S? evaluates the total electron spin

angular momentum squared, and the UHF suffers from spin contamination from higher

multiplicity states.

2.1.2.2 Electron correlation

As mentioned in Chapter 1, the Hartree-Fock method generates solutions to the
Schrédinger equation where the real electron-electron interaction is replaced by an
average interaction due to the introduction of a single Slater determinant as the wave
function. With a complete basis set, the HF wave function is able to account for up to
~99% of the total energy. The remaining energy, which is the electron correlation energy,
is often very important for describing chemical phenomena. The electron correlation
energy has almost the same order of magnitude as a single bond energy. For practical
purposes, we adopt the definition of the Electron Correlation (EC) energy as the
difference in energy between the HF and the lowest possible energy in a given basis set
within the framework of conventional ab initio methods *!. Physically the electron
correlation corresponds to (and results from) the instantaneous Coulombic interactions
that keep the electrons further apart than the average interaction in HF, causing the
energy for a correlated method to be lower than the HF value. Unrestricted Hartree-Fock
(UHF) does introduce some relaxation relative to restricted HF. The Ey below is the

general Hartree-Fock energy and,

Ecorr = Eexact — Enr 2.10
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Although the correlation between pairs of electrons belonging to the same spatial
molecular orbital (MO) is large, as the size of a molecule increases, the number of
electron pairs belonging to different spatial MOs grows faster than those belonging to the
same MO. So the inter-pair correlation is often comparable to the intra-pair contribution.
Since the correlation between opposite spins has both intra- and inter-orbital
contributions, it will be larger than the correlation between electrons having the same
spin in a restricted reference state.

The opposite spin correlation is sometimes called Coulomb correlation, while the
same spin correlation is termed Fermi correlation. The Coulomb correlation is the larger
contribution. There is a reduced probability of finding one electron in the immediate
vicinity of another electron, the Coulomb hole for opposite spins, and the Fermi hole for
the same spins.

In full CI (including all possible excitations in configuration interaction) there are
three (not mutually exclusive) categories of correlation corrections relative to the
reference wave function (usually the HF solution) that should be distinguished (3l

Category 1 is called dynamic correlation because it enables the electrons to stay
further apart. It usually represents the largest part of the total correlation energy.

Category 2 occurs for an open-shell singlet such as H; (the correct separation of H;
requires two determinants C; | lcgcxlo‘g[il + C;|16,al6,pl where C\=C; at o separation
but C;>>C; at R.). This is called static correlation, or symmetry required correlation.
Generalized valence bond (GVB) theory includes this static correlation.

Category 3 is often called nondynamic correlation and is perhaps best described by

considering the simplest possible correlated function for F; that can correctly dissociate.
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For F,, the wave function consists of two determinants C,; |core2p0'8a2pcrgB| +
Calcore2po,a2po,Bl in GVB theory. UHF predicted that two F atoms are lower in
energy than is the F> molecule (UHF can not describe the correct wave function for F,),
thus UHF does not predict the existence of the F; molecule 3l Correct description of the
wave function of F> by GVB ensures that GVB correctly predict bonding in F,.

However, electron correlation can be divided into two parts *}: dynamic correlation
and non-dynamic correlation. Dynamic correlation was described above, and occurs with
a 'tight pair’ of electrons as in He or in the (2p;)’ in Ne, etc. Non-dynamic correlations
arise from degeneracies or near-degeneracies. Categories 2 and 3 can be assigned to non-
dynamic correlation. Non-dynamic and dynamic correlation occur in the sequence:

HF— CASSCF — CASPT2

CASSCF ¥! introduces non-dynamic correlation (also including some dynamic
correlation), and CASPT2 ®! improves the CASSCF results by including dynamic
correlation. Such theories were developed to overcome the deficiencies of the Hartree-
Fock method i.e. the lack of electron correlation.

However, the definitions of exchange and correlation in DFT are not completely
equivalent to their wave mechanical counterparts ['!. The correlation energy in wave
function theory is usually defined as the difference between the exact energy and the
corresponding Hartree-Fock value. The exchange energy is the total electron-electron
repulsion energy minus the Coulomb energy. These energies have both short- and long-
range parts (in term of the distance between two electrons). The long-range correlation is
essentially the “static” correlation energy (i.e. the “multi-reference” part for the

appropriate description of the electronic state) while the short-range part is the
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“dynamical” correlation. The definitions of exchange and correlation in DFT are local
(short range). They only depend on the density at a given point and in its immediate

vicinity (via derivatives of the density). This is at least true for the GGA and LSDA.

2.1.3 Many-body perturbation theory ( Meller-Plesset perturbation theory )

The idea in perturbation theory is that the problem at hand only differs slightly from a
problem that has already been solved (exactly or approximately). So the solution should
be close to that for the already solved system. The Hamiltonian consists of two parts, a
reference (Ho) and a perturbation (H'), and H' which in electronic structure theory
introduces the electron correlation is much smaller than Hy. Perturbation theory can be
used for adding corrections to solutions that employ an independent particle
approximation, resulting in Many-Body Perturbation Theory (MBPT). If we choose the
unperturbed Hamiltonian as a sum of Fock operators, then we obtain Maller-Plesset
Perturbation Theory (MP) "},

The total unperturbed wave function is [¥) = [x1%2..-%n)s Xn is the single electron wave
function, or orbital, and the wave function of the system @ is a linear combination of the
unperturbed wave functions:

O=Co¥’ + C;¥ " + C¥P +- - - 2.11

Energy E= COEO + C|E(l) + CZE(z) +--.

Ho= Z §10) 2.12
fayx(=eix(), 2.13
f= -% Vi ZA: f—: +§ [}, (i)~ k,(i)], f()is the Fock operator 2.14
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Hol¥, =E@ ¥ ;) 2.15

E; is the eigenvalue of the unperturbed wave function

.y =1i) isthe unperturbed wave function. 2.16
H=Hp+ Av A is an ordering parameter 2.17
H{®D;) = (Ho+v)|®;) = E{Ds) 2.18

_ N l , N M ZA N N l
He3lv:-33 L35t 219

s=i it A=t Ty izl j>i Ty

H is the electronic Hamiltonian of the system.

So,

N N l N N A A
v=2 22— 2UM-k® (=D 2.20
isl j>i Ty iml  jml
substituting 2.11 and 2.17 into 2.18, and since all the terms are linearly independent,
each order m should only relate to itself. Then multiplying from the left by ¥° for each

order and using intermediate normalization results in

(E%-Ho) ¥™ = (v-E) ™" - iz‘“\w-" 221

k=2
and
E™ Y= (¢0vp™ 2.22

Actually, the HF energy is correct to first order; thus, the perturbation contribution starts
at second order. Since the Hamiltonian contains only one- and two-electron terms, only
single and double excitations can contribute viz direct mixing with ¥° in the lowest
orders. However, the self-consistent optimization of the HF wave function prevents direct
mixing between single excitations and ¥ (Brillouin’s theorem). Thus, the second- and

third-order energies have contributions only from double excitations. In higher orders,
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there is indirect coupling via double excitations and thus the fourth- and fifth-order
energies have contributions from single, double, triple and quadruple excitations.
Perturbation theory truncated at any order is size-consistent. The most important
contribution in MPn comes from the second order correction P4 Due to its low
computational cost and consideration of the size of the second order correlation
correction, MP2 is by far the most commonly used conventional ab initio method for the

treatment of electron correlation.

2.14 Quadratic configuration interaction(QCI)

Among many schemes introduced to address the electron correlation problem, perhaps
the most simple and general technique is the method of configuration interaction (CI) 81
The CI wave function mixes the Hartree-Fock wave function with single, double, triple
quadruple, ... excited configurations, and the coefficients which determine the amount of
mixing are computed variationally. If all possible excited configurations are included, the
method gives the exact solution within the space spanned by a given basis set and is
referred to as full configuration interaction (FCI). Clearly, FCI results are not practical
for many-electron systems. However, used with modest basis sets, FCI aids in evaluating
the inherent errors due to the deficiency of electron correlation methodology. In practice,
only truncated CI schemes are applied to many-electron systems with large basis sets.
The most common treatment is CI with single and double excitations (CISD) B where
triple and higher excitations are neglected. Double excitations contribute dominantly to
the electron correlation energies. Single excitations contribute relatively little to the

correlation energies, although they appear to be important for the accurate evaluation of
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certain molecular properties. However, CISD is not size-consistent which is a very
important drawback to the successful application of this method on molecular complexes.

Quadratic configuration interaction (QCI) is a technique suggested by Pople et al®
which introduces size consistency exactly into CISD theory. It can be viewed as
intermediate between configuration interaction and coupled cluster theory (CC) "%,
Quadratic configuration interaction uses the substitution operator T that generates new

configurations and the HF wave function as the reference wave function.

Ti=) altf 2.23

T==Yap 12 224

Ty=— Y age iy 225
36 o

A8 b, abc

ti,lj ,tq ... are elementary substitution operators, the a arrays involve coefficients to

be determined. The wave function is,

¥Y=£(T,T2, ...)¥o ‘Pois HF wave function. 2.26
F=H—Em= Hamiltonian 2.27
Wol H | T2¥o)~Ecorr 2.28
8 H I(T) +T2 +TiT2)¥o)=a;" Ecor 2.29
@ H (14T, +T, +%Tz’)%>=mf" Econ 230

The T,? and T, T, terms make the QCISD (quadratic configuration interaction single and
double excitation) method size-consistent. These terms are needed for size consistency in
the CISD method. It has been shown that these equations are identical to CCSD (coupled
cluster with single and double substitution) where some of the terms have been omitted

('l In practice, QCISD and CCSD often give similar results "2l QCISD scales as O°V*,



O is the number of occupied orbitais and V is the number of virtual orbitals. The same

scaling occurs with CCSD.

2.1.5 Multi-configuration self-consistent field: complete active space self-consistent

field (CASSCF) and complete active space plus perturbation correction to second-

order (CASPT2)

2.1.5.1 Complete active space self-consistent field (CASSCF)

The HF method is a single-determinant based method. By the aid of natural orbital {*!
analysis and unrestricted HF methods, UHF can simulate multi-configuration character in
some problems. [ntrinsically, it is still a single-determinant method and can not handle
fully problems with degeneracies, or near-degeneracies between different electronic
configurations, where non-dynamic correlation is especially important. Nondynamic
correlation is important, for example, in the transition state for symmetry-forbidden
chemical reactions and in the dissociation of a molecule especially when the fragments
are at a large distance. [n such cases, the electronic state can only be described by several
electronic configurations.

The multi-configuration self-consistent field (MCSCF) model is an attempt to
generalize the HF method to the problem of degeneracies or near-degeneracies. The
molecular wave function is written as a linear combination of configuration state
functions (CSFs) ®@; and not only the expansion coefficients a; in ‘¥=Z;a,®;, but also the
forms of the orbitals in the CSFs are optimized. One of the most popular MCSCF

methods is the complete active space self-consistent field model (CASSCF) . In
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CASSCEF, the molecular orbitals are divided into three subspaces: inactive, active, and
external orbitals ['*!. The active and inactive subspaces constitute the internal (occupied)
orbital subspace and the external orbitals are unoccupied. The CASSCF wave function is
formed as a linear combination of configuration state functions (CSFs) generated from
these orbitals in the following way ['¥),

I The inactive orbitals are doubly occupied in all CSFs.

2 The remaining (active) electrons occupy the active orbitals. The CASSCF
wavefunction is written as a linear combination of all the CSFs constructed from the
electrons and orbitals in the active space, which comprises a complete expansion in the
active orbital subspace.

The CASSCEF configuration space becomes unmanageably large when the number of
active orbitals is increased. At present more than 12 tol4 orbitals cannot be handled
within CASSCF !"*!, For the case of degeneracies or near-degeneracies, CASSCF studies
these effects without bias, since the only decision made by the user is the selection of the
inactive and active orbitals and the atomic orbital basis set. In fact, studies on C;, Nz, BH
and N2O4 show the success of CASSCF in problems with multi-configuration character
141 CASSCF can give a correct zeroth-order description of the wavefunction in situations
where the single determinant based methods fail. In spite of its success, CASSCF cannot
describe the bonding in Cr; properly and other transition metal dimers in which dynamic
correlation is also important. CASSCF emphasizes the description of non-dynamic

correlation.



2.1.5.2 Complete active space plus perturbation correction to second-order

(CASPT2)
Complete Active Space plus Perturbation Theory in Second-order (CASPT2) 'l is a
correction to CASSCF accounting for the dynamic correlation of electrons. The idea of
treating dynamic correlation in CASPT2 is similar to using a low-order perturbation

approach to the correct Hartree-Fock result. The CASSCF wavefunction acts as the
zeroth-order approximation. A perturbation term R.I;'l is added to the unperturbed

Hamiltonian ;I o to form the total Hamiltonian f! . In terms of I} , the eigen-equation can
be expanded in a Taylor series. In CASPT2, the series expansions are truncated to first

order in the wavefunctions, and second order in the energy,
A M
|H\>= 3 C;|i>, |i>eVsp 2.31
=}
Vsp is a subspace spanned by single and double replacement states, which forms the

total configuration space with the other subspace '),

{Ci, i =1,..., M} is a solution of the system of linear equations,

M A A
Y.C <jlF-Ei>=<i|H|0> j=1,...,M 2.32
(=]
obtained from,
(Ho-Eo)l Hi>=-(H - Hy|0> 233

and F is a one-particle operator.
CASPT2 has been shown to give an accurate description of molecular structures in
both ground and excited states. A large number of applications have shown that CASPT2

can be applied with good accuracy in calculating excited state properties and excitation
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energies !, The error in predicting excitation energies is usually 0.5eV or less. In
general, CASPT2 is comparable to MRCI or CCSD(T) in property prediction. The time
consuming calculation and the limitation of the active space (number of orbitals included

in active space) are major problems for the application of CASPT2 in chemistry.

2.2  Overview of Density Functional Theory
Over the past 30 years, density functional theory has become the physicist’s method of
choice for describing the electronic structure of solids, the original purpose behind its

development 161 More recently, chemists have also used DFT extensively to study

molecules.

Density functional theory is primarily a theory of electronic ground state structure,
couched in terms of the electronic density distribution p(r). [t has become increasingly
useful for the understanding and calculation of the ground state density, p(r), and energy,
E, of molecules, clusters and solids. It is an alternative, and complementary, approach to
the traditional methods of quantum chemistry which emphasize the many-electron wave
function ‘¥(r},r2,...,Iy). Although both the Thomas-Fermi (TF) (7] and the Hartree-Fock-
Slater '8 (Xa) method can be regarded as ancestors of modern density functional theory

(DFT), those models are intrinsically approximate, while modem DFT is in principle

exact ['619,

A wave function for an N-electron system contains 3N coordinates, three for each
electron (four if spin is included). The electron density is the square of the wave function.
In the Kohn-Sham version ['®), the fictitious single-particle orbitals ¢;* are integrated

over N-1 electron coordinates to calculate the density. This density depends only on three
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coordinates independent of the number of electrons. Kohn-Sham theory 6ol is a rigorous
ab initio framework for muilti-electron calculations that has the appearance of an
independent-particle model. It thus holds great promise for applications to large chemical
systems beyond the reach of wave function based methods !,

Although the ground-state electronic energy of the system is determined completely
by the electron density p(r), i.e. there exists a one-to-one correspondence between the
electron density and the energy (%] the exact functional connecting the electron density
with the energy is not known. Thus many approximations to the functional have been
proposed (9,

According to Kohn-Sham theory !'®} the general DFT energy functional can be

written as:

E[pI=Ts[p] + [Vex(r)p()d’r + Eulp] + Ex[pl=fvexdr)p()d’r + F[p]  2.34

and

F{p]=Ti[p] + Exlp] + Ex[p]
is an unknown but universal functional of the density p(r) only. vex(r) is the external
potential. The non-interacting reference system is a system of independent non-
interacting electrons in a common one-body potential Vs yielding the same density as
the "real" fully-interacting system. In mathematical terms, the one-body potential Vs

generates independent orbitals @; through the one-body Schrédinger equation
‘% Vi + Visgi = £ 2.35
such that, by construction, the total independent-particle density is

p=Xlol 2.36
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We obtain T;[p], the kinetic energy of the non-interacting reference system, as
1
Tdpl= - Y Vel 237

[vexl(r)p(r)d’r is the potential energy of interaction with the external field. Eu[p] is the
classical Coulomb self-interaction energy, and everything else is called the Kohn-Sham
exchange-correlation energy E,.“*[p]. The scheme is motivated [16b] by the supposition
that Exc is a relatively small part of the total energy. Since T,[p] is not the kinetic energy
of the real system, Exc contains a kinetic energy correlation term as well.

At the heart of DFT is the exchange-correlation functional Vxc whose exact form is
not known. Many different approximate functionals have been proposed. It is customary
to separate the Exc unto two parts, an exchange Ex and a correlation part Ec, although no
rigorous grounds have been given for such a separation. The exchange energy is by far
the largest contributor to Exc !™'°). According to the dependence of the exchange-
correlation functional on the electron density, the functionals can roughly be classified
into two categories: local and non-local. Both the local density approximation and
generalized gradient approximation (GGA) are based on localized model exchange-
correlation holes. Though the GGA also depends on the electron derivatives, it is still a

local DFT. Hybrid DFTs which incorporate the exact-exchange are non-local '),

2.2.1 Local density approximation (LDA)
The simplest method is the local density approximation (LDA) !'**! which is:
Exc""* [p(0)] = [ exclp(®)]p()d’r 238
exc{p(r)) is the exchange-correlation energy density of a uniform interacting electron gas

of density p. The LDA becomes exact when the length scale / over which p(r) varies is
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large, i.e. the density change is very slow. When introducing the spin into LDA, we get

the local spin density approximation for Exc— *. The LSDA depends only on the

electron density p.
Exc " [Pa(r), pa()] = exclpa(r), pa()]p(r)d’e 2.39
p(r) = pa(r) + pp(r) 2.40

The most popular LSDA correlation functional was constructed by Vosko, Wilk and
Nusair(VWN) "% and the accompanying exchange functional is often the simple Slater
exchange S ') LSDA might be expected to be a crude approximation, since the electron
density varies rapidly in atoms and molecules and thus the LSDA is a poor description.
In tests on atoms, the LSDA typically underestimates the exchange energies by a few
percent and overestimates correlation energies by a factor of roughly two. In tests on
molecules, the LSDA yields very good geometries (at least for main-group molecules).
Vibrational frequencies, densities, and ionization potentials tend to agree well with
experiment > for normal chemical bonds. Hydrogen bonds and Van der Waals

interactions are not well treated in the LSDA functional. The LSDA has notorious

overbinding tendencies %°!.

2.2.2 Generalized gradient approximation (GGA)

Due to the rapid change of the electron density in atoms and molecules, the next
logical step to correct the LSDA is to introduce the electron density gradient into the
functional. This results in the so-called generalized gradient approximation

Exc™™ =1 f(p(0), [Vp()Ddr 241

GGA is considered to be a local DFT model since the functional depends only on the
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density and its derivatives at a given point, and not on a space volume as for example
does the Hartree-Fock exchange energy. In other words, properties at a point in space as
described by GGA do not depend on any other points in space.

Perdew and Wang (241

proposed a GGA for the exchange energy based on the gradient
expansion of the exchange hole, with real-space cutoffs chosen to guarantee that the hole
is negative everywhere and represents a deficit of one electron,

EXPWS6 = ngDA (l + axz + bx4 + cx6)l/!5 2'42

243

x is a dimensionless gradient variable®®, and a , b and ¢ are constants (summation over
equivalent expressions for the o and B densities is implicitly assumed). a=1.296, b=14
and c=0.2. The PW86 exchange functional is a parameter-free coordinate-space model
for an inhomogeneous system. Its performance is much better than that of LSDA 1,
Becke (! proposed a one-parameter exchange functional (B) motivated by the lowest-

order gradient correction (LGC) to the local-density approximation

2
Ex"“=Ex'PA. Z I (Ve,), ‘r,where Bisaconstant. 2.44
a p o

determined on semi-empirical grounds ! as,

2
o S— 2.45
(1+6px, sinh' x,)

E*=EX.spr- 8 z IP:A

B is determined by a least squares fit to the exact atomic Hartree-Fock exchange energy
and f=0.0042 best fits the six noble gas atoms helium through radon.

v .
Xg= l%“l o: spin either "up” or "down"
Pq
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3.3y
EXsoa=Cx Y. [pZd’r Cx=2(=2)) 2.46
LSDA XZIP X 2(4’[)

Test calculations with B of thermochemistry on the G1 27 2#! database indicate that the
gradient correction improves the performance of the new functional. Further calculations
with B indicated that DFT does not discriminate between molecules containing light
atoms and those containing heavy atoms'**!,

(30}

Perdew and Wang '°™' proposed an exchange functional PW91 similar to Becke’s 1988

exchange functional **! to be used with the PW91 correlation functional ©°*'),

st ~l -bxdy 2
PWol_ _ LDA , L+ xa;sinh™ (xa,) +(a; +a,e” )x
ex = e&x  ( — 5
1+ xa, sinh™ (xa,)+a.x

) 247

where a,.s and b are suitable constants and x is the same variable as in equation (2.45).
Recently, Gill introduced a new gradient-corrected exchange functional (G96) P2 with

a semi-empirical parameter chosen to fit the exchange energy of the argon atom,

Exggs=fpm( I p'y ——=)dr 2.48
137p?
-_33\4
@ 2(472)

While similar to Becke’s B functional, it is simpler and its potential in a finite system
is asymptotically unbounded. Combined with the LYP B¥* *! correlation functional, it
performs similarly to BLYP on the standard G2 P! benchmark set of molecules.

Along with the approximate exchange functionals, there have been many
approximations for the correlation functional. Perdew proposed a gradient correction to

the LSDA (P86) ¢,

8CP86 = eCL[)A + A8C936 2.49
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Ae P61 0T =
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€ = (pa-pp)p

r=(3/4np)"?

=973 %sr: I_‘_é’_sn
Q=2 \/(2) +(2)

C (oo)le[
C(p)p™*

®=0.19195
CP)=8) + (82+83rs +8ars") / (1 + 85 1 5+ StaatOiry)
5=0.001667  §,=0.002568  5;=0.023266  &,=7.389x10* 85=8.723
86=0.472 87=0.007389
This functional was later modified by Perdew and Wang in 1991 %3]
aec™'[p] = p[Ho(t.5,,Q) + Hi(t,r,,0)) 2.50
Ho(t,r,8) = 2 (O In[1+b(P+A)Y(1+AP+A YY)

Hi(t,r,0) = (16/m)(37%) *[C(p)-c] f(O) e /@
1O =5 (19"

Az

t=(192/ 2 lIG____’_6
EEToYs

A=b[ e o4 f§Y _1]-1

x is as defined in equation (2.43) and C(p) is defined above, where e(r,) is the PW91

parameterization of the LSDA correlation energy,

ec’ " (x) = -2ap(1+ax?)In{1+1/[2a(B x+Bx’+B:X>+Bax]}  2.51
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a,a, B, B2, B3, and B4 are constants.

Another popularly used correlation functional is due to Lee, Yang and Parr (LYP) [33)

b 4

£ =-af— oo BICo -ty + Gty 1P o ot 252
L+dp 9% 18

a,b,c are the same as in the Colle-Salvetti (CS) functional ®”! by fitting data for the

helium atom.
Y= 2[1-(pa"+pg"Vp]

o—

| 4

Vo, ) 1.

1
- 2.53
8 p,(r) 8 °°

the t,, functional is known as the Weizsacker kinetic energy density. Note that the y-
factor becomes zero when all the spins are aligned (p=pq,pp=0), i.e. the LYP functional
does not predict any parallel spin correlation in such a case (e.g. the LYP correlation
energy in triplet He is zero)!!l,

Recently Becke proposed certain "minimal” requirements for functionals **1. The CS
3.3 functionals incorrectly give zero correlation energy in a ferromagnetic system (i.e.
all spins aligned). Both P86 and PW91 give small but nonzero correlation energies for the
hydrogen atom where the value should be zero. These errors are unfortunately large if the
goal of density-functional thermochemistry is precision on the order of a few kcal/mol or
a few milli-Hartree. Becke's B and CS do not attain the exact uniform electron gas limit

1381 Thus Becke proposed a new gradient correction correlation functional B96 adopting

the uniform electron gas model (UEG) %k
E=EC;pp + ESaq + ESpp 2.55

Eopp= [1+ Copp(Xa>+182)] Ecopp - °
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Ecucz:[ 1+ CaaXuZ]-z W ECaaUEG

Vo

Xg=
Do = To- (VPs)/(4ps) and to =Y [VWil’

D, YEC= % (613> pczls

Ec‘,ppum and Ecyq"=C are from Stoll, Pavlidou and Preuss P%. Cqy, Copp are fit to the
correlation energy of the helium atom (Cgp), and neon (Cqq) atoms. Caq=0.038
Copp=0.0031. B96 satisfies all four requirements for exchange and correlation functionals
B2 However, no asymptotic scaling condition **) ias been considered. Combined with
the new one parameter exchange functional B1 ©®!, B1B96 performs better than the BB96
combination in a test of thermochemistry on the G2 molecules **. 56 atomization
energies, 42 ionization potentials, and 8 proton affinities are included in the fit used in
constructing the new functional. Electron affinity is omitted from the G2 data set due to
the instability of negative ions in LSDA 8!,

Depending on what constraints and criteria are used in the construction of a new
functional, the functionals can be classified into two categories. One has a semi-empirical
parameterization, e.g. LYP, B, G96, and the new Becke functionals. The other contains
non-empirical functionals which include only fundamental constants, e.g. P86, PW91.

Usually, the functional contains only exchange or correlation parts (although not pure
exchange or correlation). There is another type of functional which includes both
exchange and correlation, e.g. Perdew, Burke, and Emzerhof's 1996 generalized gradient

approximation (PBE) !\,
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These authors analyzed the problems with PW91 ™! and the derivation is long and
depends on a mass of detail. Levy's uniform scaling to the high-density limit is not
satisfied. They suggested a new exchange-correlation functional,

Exc*“Alpa,ppl=ld’rpex"™(p)Fxc(ra’.s) 2.56
C=(pa-pp)/p, is the relative spin polarization. Fxc(r,,C,s) is an enhancement factor over
the local exchange. . is the local Seitz radius p=3nr,*/4. Without semi-empirical fitting,

PBE is expected to predict molecular properties without regard to the elements and to be

a new approach to creating functionals.

2.2.3 Hybrid density functional theory

A Hamiltonian is written in the following form with 0< A <1 '],

Hi=T + Veu(A) + AVee 2.57

The Vi, operator is equal to V. for A=1. For an intermediate A value, it is assumed
that the external potential V., is adjusted so that the same density is obtained for both
A=1 (real system) and A=0 (the reference system: a hypothetical system with non-
interacting electrons). The general DFT energy expression can be written as

Ever[p]=Ts[p] + Enelp] + J[p] + Exc{p] 2.58

By equating Epgr to the exact energy, we can define the exchange-correlation energy Exc
in density functional theory. It is the part which remains after subtraction of the non-

interacting kinetic energy, and the E.. and J (electron self-interaction) potential energy

terms,

Exclp] = (T{p]-Ts[p]) + (Eeclp]-J{p]) 2.59

Exc contains, buried within it, all the details of two-body exchange and dynamical
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correlation and a kinetic-energy component as well 2 Erom equation (2.57), (2.58) and
(2.59), an exact connection can be made between the exchange-correlation energy and the
corresponding potential connecting the non-interacting reference and the actual system.
The Adiabatic Connection Formula (ACF) ¥*! results and involves an integration over the

parameter A which "turns on" the electron-electron interaction.

Exc= [ (#AVxcO¥)dA 2.60

Based on such a connection, Becke *, in 1993, suggested a functional marrying the

exact-exchange Kohn-Sham theory and the local spin-density approximation,

1 1
Exc= 3 Ex+ 3 Uxc=PA 2.61

which is referred to as "Becke's Half-and-Half or BHandH" functional. We should note
that Ex is not, strictly speaking, the conventional Hartree-Fock exchange energy, since
Kohn-Sham and Hartree-Fock orbitals are not the same. From a practical perspective,
however, there is little numerical difference. The models that include exact exchange are
often called hybrid methods.

Equation 2.61 is an average of the exact-exchange energy at A=0 (non-interacting
model) and the LSDA for the exchange-correlation potential energy at A=1. Thus, it
employs the electron-gas model at full interaction strength only and discards the
problematic A=0 limit of LSDA (for example the left-right correlation in Hy) (441,

However, BHandH is just a crude approximation since the coefficients are given by
intuition rather than on sound theoretical grounds. Thus Becke suggested another exact-
exchange mixed exchange functional, a three-parameter exchange functional (B3) 1 and

studied the role of exact-exchangé,
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Exc=Exc "M +ag(Ex™ " -Ex'PA 1+ ay AE P +acAEC ! 262
ag,ax,ac are semi-empirical coefficients from a linear least-squares fit to the G1 Data set

29=0.20, ax=0.72, ac=0.81
Ex™ is the exact exchange energy, AEx®®® is Becke's 1988 exchange, AEC"""' is the
1991 gradient correction for correlation of Perdew and Wang. The Exc=P* functions is
the leading term. The second term replaces some electron-gas exchange with exact
exchange to capture the proper small A limit of equation 2.59. AExP® is the gradient
correction. EC™°! is included to account for the flexibility of the functional. It is worth
noting that Gl includes the 56 atomization energies, 42 ionization potentials, 8 proton
affinities, and the 10 first-row total atomic energies 27. 281 However, the electron
affinities were not considered because the LSDA exchange-correlation potential does not
bind negative ions, a well-known failure of the local-spin-density-approximation (441,

In 1996, Becke reviewed the role of exact exchange in Kohn-Sham DFT, and
introduced a new one-parameter functional (B1) ©*%.

Given any local exchange-correlation DFT, the simple correction for the A=0 problem
PN

Exc=Exc™ " + ao(Ex®™" - Ex"" ") 2.63

Replacing the qualitatively incorrect DFT behavior near A=0 (namely, the DFT pure
exchange part) with exact A=0 behavior (namely, the exact exchange energy of the Kohn-
Sham Slater determinant) properly represents the A=0 region of the Adiabatic Connection
Formula (Equation 2.60). Or in another form,

L 2(n)
Exe=2 15, [[ xcmumdid’nd’e 2.64
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AN

An)

h*xc(r1,r2) p(rz) 2.65

The parameter ao, reflecting a system's "Hartree-Fock character”, controls the amount of
this replacement, and is determined by fitting to the G2 thermochemical data. In

conjunction with BB96, the best value for a5 is 0.28, and the method is B1B96.

2.2.3 Time-dependent density functional theory
2.2.3.1 Time-dependent Hartree-Fock theory

Solving the time-dependent Schrédinger equation, one can obtain molecular properties
that change with time. Dirac (** and Frenkel %! derived the time-dependent Hartree-Fock
equations, which are also known as the random phase approximation (RPA)"). Karplus
and Kolker 4! extended the theory to include external perturbation in the uncoupled
approximation. McLachlan and Bell 14! extended it to a coupled approximation in 1964.
Dalgamo and Victor ™ reformulated the coupled Hartree-Fock approximation for
describing the effects of time-dependent perturbations on many-electron systems. This
became the working model for later time-dependent Hartree-Fock methods (TD-HF) Gt

53 in which the time-dependent part is treated as a perturbation V(r.t),

V(r.=Mexp(iot) + exp-iot)} 3 vi(r) 2.66

Starting from the Hartree-Fock approximation, we solve the perturbed time-dependent

equation 2.66 to first order,

[F+v-ih-§]¢(r,t)=o 2.67

F=§: H;- ; Z[uiw)(ri)[Bik‘aik)“i(o)(ri)dl'i 2.68
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. - - - N »
Ve, =¥r)exp(iEMW 1), ¥ri,La,....)=A] [t (7))

i=l
Hi; is a single-electron HF operator.
and results in,
(Hi-ei(0)th a))uit(l)(ri)'*'[vi:m(ri)"'vit“)(rl):(ui(O)lvﬁ(l)lui(O))Kh X ui ) r)=0
2.69
the + comes from the exp(iot).
With different perturbations V, Equation 2.69 can be applied to different

phenomena'*® %" I However, time-dependent Hartree-Fock approximation neglects

correlation effects. Inclusion of such effects in DFT would require the time-dependent

analog of the Kohn-Sham stationary equations.

2.2.3.2 Time-dependent density functional theory

Density functional theory was originally developed for stationary systems [,
However, with the development of the theory, it was successfully applied to time-
dependent problems: Atomic **! and nuclear ®* scattering processes, photoabsorption in
atoms **, and the dynamical response of an inhomogeneous metallic system % > were
considered. Starting with the time-dependent Schrédinger equation, Runge and Gross
gave a complete and general formalism for time-dependent density functional theory (581,
A time-dependent version of Thomas-Fermi theory was proposed as early as 1933 by
Bloch!®.

The first, and rather successful, steps towards time-dependent Kohn-Sham theory
were taken by Peuckert 1! and by Zangwill and Soven ', The authors took the linear

density response of rare-gas atoms to a time-dependent extemnal potential as the response

40



of the non-interacting electron to an effective time-dependent potential. By analogy to
stationary KS theory, this effective potential was assumed to contain an exchange-
correlation part, v,(rt), in addition to the time-dependent external and Hartree terms:
Ver(rt) = v(rt) + [p(Ct)[r-r|d’r + vie(rt) 2.70

Zangwill and Soven adopted the functional form of the static exchange correlation
potential,

vee(tt) = SExc[p(r't)}/3p(rt), 2.71
where E,.[p(r',t)] is the exchange-correlation energy functional of ordinary density
functional theory. For this functional, Zangwill and Soven employed the local density
approximation,

Ex[p(rt)] = [exlp(rt)] p(rt) &', 2.72
where e,[p(r't)] is the exchange-correlation energy per particle of a static uniform
electron gas of density of p. The static approximation is obviously valid only if the time-
dependence of p(r.t) is sufficiently slow 2.

Runge and Gross *® provided a novel feature of the formalism for time-dependent
density functional theory not present in ground-state density functional theory, the
dependence of the respective density functionals on the initial (many-particle) state ‘F'(to).
Also they proved that the exact time-dependent density p(rt) of the system can be
computed from the single-particle orbitals ¢(r,t),

p(rt) = Zo*(rt) ¢y(rt), 2.73
while the single-particle orbitals ¢;(rt) satisfy the time-dependent Schrodinger equation,

(013t + V2)gi(rt) = venIt, p(rt)] ¢;(rt) 2.74

with an effective one-particle potential given by
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ve[rt, p(rt)] = v(rt) + [@’Pp(rt)w(rr’) + 5Axc/Sp(rt) 2.75
Axc is the "exchange-correlation” part of the action integral,

If the functional Axc{p] is known, then the corresponding densities can be calculated
from equations 2.73 to 2.75. This provides a quantum mechanical structure in the most
natural way U8,

Further, Gross and Kohn [62 gave a one-to-one mapping between time-dependent
potentials and time-dependent densities for a given initial many-particle wave function
o,

Yo="¥(to) 2.76

So the time-dependent density determines the external potential uniquely within an
additive purely time-dependent function. The potential uniquely determines the time-
dependent wave functional, which can therefore be considered as a functional of the time-
dependent density,

W(t) = Yipl(t), 2.77
where ¥[p] is unique to within a purely time-dependent phase factor. As a consequence,
the expectation value of any quantum mechanical operator O(t) is a unique function of
the density which implicitly depends on the initial state ¥,
O = (P[PIMIOMI PIpI®) =O[pI()

With the initial condition by Equation 2.77, the solution of the time-dependent
Schrddinger equation corresponds to a stationary point of the quantum mechanical action

integral,

Alp)= [ dt ¢#tpll 2 - Ao ¥ [PIY
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=B[p] - f' dt j' d*r p(r)v(rt) 2.78
B[p] is a universal (Vo dependent) functional, defined as
Blpl= [ dt (¥IpI0N: 2~ 7- 1% (ol 279

Starting from the non-interacting electron mode! and solving the Euler equation

el o 8Blel o 280
op(rt) op(rt)

Adp1=BJol- [ dt [d*r pieoviny

Bulp)= [" d <~P[p1(t)|,-% -7 ¥ [pl(®) (U=0)

where s denotes the non-interacting particle model (U=0), the time-dependent Kohn-
Sham scheme can be derived. A single-particle potential v(r,t) exists such that the

interacting density is identical with the density
Y 2
p(r)=2 |p, (r,1)| 2.81
n=l
of the non-interacting system described by the Schrédinger equation
-2 Qultt) = (V12 + wi(et) ulrt) 2.82
t
Define Axc[p], the “exchange-correlation” part of the action functional, as,

Axclpl=Blpl- [ de [d’r [ar ﬂf{’_’;‘%ﬂpl 2.3

Employing the variational principle for the interacting system and by comparison, we can

obtain the explicit representation. for vy(rt),
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_ 3, p(r'e) | M [pl
vi(rt) = v(rt) + [d°r ] + 00 2.84

Equations (2.81), (2.82) and (2.84) constitute the time-dependent KS scheme.
Compared with the time-dependent Hartree-Fock method, this scheme has two

advantages:
a. The time-dependent effective potential vy(rt) is local (i.e. a multiplication operator in
real space).
b. Correlation effects are included.

When we consider the ground-state responses of the electronic system, most cases fall
in the regime of linear response. The initial density po(r) resulting from the potential vo(r)
can be calculated from the ordinary (ground state) Kohn-Sham scheme. At t=t; a time-

dependent perturbation v|(rt) is switched on, i.e. the total external potential is given by
v = $ond® 2.85
The linear density response py(r,t) is conventionally expressed in terms of the full
response function y as
pi(rt) = [d3r ol dty (rt,rt)vi(r't) 2.86
Since the time-dependent Kohn-Sham equations (2.81), (2.82), (2.84) provide a

formally exact way of calculating the time-dependent density, the exact linear density

response of the interacting system can alternatively be calculated as the density response

of the non-interacting Kohn-Sham system:
pu(rt) = [Pl dryks(rtet) v, (et) 2.86
v')(rt) is the time-dependent Kohn-Sham potential (2.84), calculated to first order in the

perturbating potential. It can be written in the form
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vs'(t) = vi(rt) + Id3r'|“’"_’"1 + [@Pfdt fe(rt,et)pr(rt) 2.87

r—-r

fxe denotes the exchange-correlation response kernel which is formally defined as the

functional derivative of the time-dependent exchange-correlation potential

ch(l't) = M
op(rt) |

n = Ve [P)(rt)
e

lp=po 2.88
calculated at the initial ground-state density po(r)-

Equations 2.86 and 2.87 constitute the Kohn-Sham equations for the linear density
response. yxs is relatively easy to calculate ®. Given some approximation for the
exchange-correlation kernel f,., these equations provide a self-consistent scheme to
calculate the density response p;(rt). If an approximate expression for Axc[p] satisfies

Axc[p] = (ti-to)-Exc[p] 2.839

for all ground-state densities p(r) and is local in time, then it has the form
f: dt Ex[p]lp=p(tt). 2.90

In practical applications, the action functional Axc[p(rt)] is approximated by Exc — the

exchange-correlation functional of time-independent Kohn-Sham theory and po(rt) is a

function of space at fixed time t . This local approximation in time is usually referred to
as the adiabatic approximation and works best for low-lying excited states of valence
type when used in conjunction with standard functionals (!,

TD-DFT has been shown to be very useful in the prediction of the excitation energies

(65.66,67]

of molecular system , it includes substantial double excitation character and is a
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significant improvement over HF-based theories such as TD-HF and single excitation

configure interaction (CIS) [,

2.3 Computational Details
2.3.1 Programs and facilities

All calculations are carried out with the Gaussian quantum chemistry package
versions G94 and G98 (A.5 and A.7) %, Spartan Plus and Spartan Pro were used to
produce initial geometries ™). For visualizing the resultant geometries and vibrational
modes, Molekel ") and Molden "™ were employed.

The calculations in Chapter 3 were run mainly on a Silicon Graphics (SGI) Octane
(R10000 processor with 256MB memory and 4 GB hard drive) under IRIX 6.4 and on an
Indigo2 (R4000 processor with 96MB memory and SGB hard drive) under the [RIX 5.3
operating system. These workstations are in our quantum chemical research laboratory.
Some of the larger calculations such as C;sH,20 were performed on the computer from
the former Numerically Intensive Computing (NIC) facility at the University of Guelph.
This SGI server has 8 R4400 processors with 512MB memory and a 6 GB hard drive.
This facility was moved to the Department of Chemistry and Biochemistry at the
University of Guelph and renamed the Guelph Research Intensive Numerical Computing
Hub (GRINCH) and brought up with the IRIX 6.5 system.

Most of the calculations in Chapter 4 were performed on the SGI Origin 2000 server
of 4 R12000 processors with 4GB me.mory and a 100GB hard drive at the University of
Waterloo. Gaussian A.7 was impiemented on this server under the [RIX 6.5 operating

system. Some calculations in Chapter 4 were run on the Octane workstation or an Intel



Pentium II 300 MHz computer with 128MB memory and 9 GB hard drive under Linux in
our research laboratory. The Linux operating systems installed were Red Hat 5.2 (for
Gaussian A.5) and then Mandrake 6.0 (for Gaussian A.7), Gaussian A.7 was compiled
with the Portland Group Fortran compiler version 3.1 (Version 1.7 for Gaussian A.S) on
this computer.

Most of the calculations for Chapter 5 were run on the Origin 2000 server at the
University of Waterloo and the Pentium II computer under Linux. Some calculations of
Chapter 6 were performed on another SGI Indigo 2 workstation with an R10000

processor with 384 MB memory and a 4GB hard drive running IRIX 6.5 in our research

laboratory.

2.3.2 Methods, basis set, geometry optimizations, and vibrational frequencies

The Hartree-Fock (! method was employed as a starting point in all calculations. The
density functional methods were then used for more reliable calculations. The density
functionals methods employed were BHandHLYP %, B3HLYP B+ ¥ “l BILYP B8,
BLYP ! and mPW1PW917. The IOP options in Gaussian allow the user to use self-
defined hybrid density functional methods ™), and this technique was used in Chapter 5
for the studies of the density functionals. For open shell species, unrestricted density
functional methods were used. For comparison, MP2 [l was employed when computer
resources allowed. In some situations requiring a more accurate energy determination, the
coupled cluster methods including triple contributions (CCSD-T) !'* 7! were used. Basis
sets used included 6-31G* [, 6-311G** ), 6-311++G** ™ ™| and 6-

311++G(3df;3pd) ™!, Dunning’s cc-pV5SZ B9 (for Ne, cc-pVSZ has been modified)
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has been also used in Chapter 5. The application of post-HF methods and density
functional methods ensured that electron correlation is included in the calculation to
improve the results.

Geometry optimizations were carried out in internal or Cartesian coordinates with
analytic energy gradient methods and the algorithms of Schlegel ©®'! for both the
conventional ab initio and density functional methods. For all optimized geometries,
harmonic vibrational frequency analyses with second-order analytic energy gradient were
performed to determine if the stationary points were minima or saddle points on the
potential energy surfaces. A minimum has no imaginary vibrational frequencies, while
saddle points have at least one imaginary vibrational frequency (for a transition state one,
a second order saddle point (SOSP) has two imaginary vibrational frequencies). The
minimum is a minimum in energy in all directions on the potential energy surfaces. A
transition state is a maximum along one coordinate and a minimum on along the
remaining coordinates on potential energy surface going through the point. A transition
state connects two stationary points (usually but not necessary minima) of lower energy
on the potential energy surfaces. A second order saddle point is a maximum on two
potential curves that are orthogonal to each other, and is a minimum on all other potential
curves. When any questions arise about the minima connected to a specific transition
state, the intrinsic reaction coordinate (IRC) ¥ calculation was performed at the same
level as the frequency calculation. This calculation starts at the transition state and

follows the vector of the imaginary vibrational mode down towards the relevant

stationary points.
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2.3.3 Potential energy surface

It is almost impossible with quantum chemical methods to explore completely the
potential energy surface of a system with more than three nuclei. Such calculations are
computationally prohibitive. The total number of acceptable points which should be
calculated on the potential surface is on the order of (3n-6)"" (or (3n-5)'° for linear
system). The portion of the surfaces of greatest interest is the potential energy curve
along a particular direction in which a reaction takes place. For a vibrational frequency
calculation, the zero-point vibrational energies (ZPVE) were included in any energy
prediction. No scaling factor has been used for this ZPVE correction. The use of scaling
factor arises from a systematic error of a quantum chemical method in vibrational
frequency prediction in comparison experiment. For some single point energy
calculations with larger basis sets, the ZPVE correction from a smaller basis set
calculation with the same quantum chemical method has been used.

On a potential curve, minimum and saddle points with up to two imaginary vibration
frequencies have been examined for the reaction of a triplet oxygen atom with the
fragments of Cg, the reaction of the triplet oxygen atom with benzene, and the

isomerizations of benzene oxides.
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3.1 Introduction

The isolation of Cg in large quantities "% in the last several years triggered the
investigation of its reactions. The C¢ molecule has 12 pentagons, each of which is
surrounded by 5 hexagons. It has 30 6-6 bonds (at the junctions between two six-
membered rings) and 60 6-5 bonds (at the junction between a six- and a five-membered
ring). X-ray crystal structure determinations of transition-metal derivatives of Ceo
indicate significant bond alternation in this fullerene **]. The 6-6 bond has significantly
higher double-bond character (as evidenced by the bond length of 1.38 to 1.40A) than the
6-5 bond (bond length ~ 1.45A). Theoretical calculations of the electronic structure of
Ceo P predicted an energetically low-lying, threefold-degenerate lowest unoccupied
molecular orbital (LUMO), which should readily accept up to six electrons in
electrochemical reductions or, in chemical conversions, should be occupied by the
electrons transferred from the lone pair of an attacking nucleophile *). The reactivity of
Ceo appears to be that of a strained, electron-deficient poly-alkene with rather localized
double bonds #1. It forms adducts readily with radicals, various nucleophiles, and
carbenes, participates as the electron-deficient dienophilic component in a variety of
thermal cycloaddition reactions, and undergoes photochemical cycloadditions ). In
addition to the many conversions in which Cg acts as an electrophile, Ce can be oxidized
with dimethyldioxirane in toluene "% or photochemically by dioxygen in benzene '] to
give CgO with an oxirane ring fused at a 6-6 bond.

However, the conjugation of the m electrons in Cg could make Cg a three-
dimensional aromatic compound. The aromaticity of Cg is considered to be a balance

between the diamagnetic contribution from the six membered rings and a paramagnetic
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contribution from the five membered rings. Hydrogens located above the five membered
rings in fullerene derivatives are shifted downfield while the hydrogens above the six
membered rings are shifted upfield 2. This balance of diamagnetic and paramagnetic
behavior produces the unusual reactivity of fullerenes. Schleyer et al 12l confirmed the
expected "antiaromatic-aromatic” nature of Cep !'*. In Cg, paramagnetic currents flow
within the pentagons and weaker diamagnetic currents flow all round the Cg molecule,
and the overall effects of the diamagnetic and paramagnetic contributions result in the
"antiaromatic-aromatic" nature of Cep [,

The reactions of atomic oxygen O (3P) with alkenes play important roles in
combustion and in atmospheric chemistry. Detailed information on the elementary
chemical steps is essential for a thorough understanding of the overall reactions of such
complex systems. The reaction of the O (°P) atom with ethylene acts as a prototypal
system for the addition of oxygen atom across a carbon-carbon double bond, which is
important in a wide variety of areas ranging from atmospheric chemistry to the metabolic
activation of potentiaily carcinogenic hydrocarbons "l There are extensive studies on
the reaction of oxygen with ethylene both experimentally (' 20] and theoretically '),
The oxidation of Cgp also has attracted extensive attention from chemists !'*''***"), The
structure and properties of the monoxide CeO *8*°% and higher oxides CeOz, Cs00s
have been studied theoretically '), However, the details of the oxidation mechanism are
not clear and no systematic theoretical study on the reactivity of the central double bond
with O(’P) in systems ranging from ethylene to Ceo has been performed. The daunting
size of the fullerenes or even of the fragments of these cages prohibits the use of the very

most sophisticated ab initio treatments. The computationally efficient density functional
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theory (DFT) has become a popular method to study larger molecules. It has the
advantage that it includes electron correlation, which is often important to describe
correctly molecular properties.

There are many sites in Cgo at which reaction with an oxygen atom could take place
and both monoadducts and higher adducts can be obtained under different reaction
conditions. As there are two different bonds in Cgg, two possibilities exist for the reaction
of oxygen with Ce: at the 6-5 bond or at the 6-6 bond. Depending on whether the C-C
bond breaks or not, there are four possible structures for the CCO ring: the 6-6 closed
ring (epoxide), 6-6 open ring, 6-5 closed ring and 6-5 open ring. Although relatively low
level ab initio and DFT calculations (Hartree-Fock and Local Spin Density
Approximation) showed that the 6-5 open structure is more stable than the 6-6 closed
isomer, inclusion of a gradient correction in the exchange correlation functional switches
the stability of these two isomers ®. The calculated electronic spectra of these two
isomers confirmed that the 6-6 closed structure is the ground state '“°!. Experiments
showed that the 6-5 open structure is a kinetic intermediate which can rearrange into the
thermodynamically more stable 6-6 closed isomer (3424344451

Intrigued by the reaction of O(’P) with Cg but recognizing the computational
difficulty inherent in treating a system of this size, we sought a simpler model of Cgp to
investigate the addition of OC’P) to double bonds. Polycyclic aromatic hydrocarbons
(PAHs) may serve as suitable candidates and are smaller and thus easier examined
computationally. Like fullerene, the PAHSs consist of five- and six-membered rings, and
the five-membered rings surrounded by six-membered rings provide some curvature to

the overall molecular structure . NMR experiments indicated that the carbon-13 NMR



in PAHs (142.0 and 145.4ppm) is very close to that in fullerene (143ppm in Ceo) 1*°!. Also
there is a similarity in that the bowl-shaped PAHs and fullerenes represent compromises
between strain from the curvature and stabilization due to conjugation of the r electrons.
Potentially the PAHs can serve as good models for fullerene structure and reactivity. It
will be interesting to observe the progression from smaller to larger fragments of the Cgo
fullerene to determine if the chemical and molecular properties of the selected PAHs
become fullerene-like. In addition, accessibility to both the concave and convex faces
once curvature occurs may allow for both endo and exo cornp'lexation of reagents.
Further, both fullerenes and curved PAHs show a compromise between strain and
conjugation and there will be of interest in the study of aromaticity. The PAHs may play
arole as a bridge between planar aromatic compounds and ball-shaped fullerenes (461,
Among PAHSs, CysH,; is the smallest bowl-shaped fragment that contains a central
double bond in an environment that clearly at first glance resembles that in Cg. This
double bond might be expected to display fullerene-like chemistry toward a variety of
reagents *’!. Reactions such as alkylations via nucleophilic attack, osmylation,
cycloaddition with pyrollidine, and dibromocarbene that occur with Cgp were successfully
carried out on C;H;,. However, considering cyclopropanation and Diels-Alder reactions,
the central double bond of Cy¢H,; is not as reactive as the bond in Ce and it was
suggested that this bond may be more electron rich *®). AM1 calculations on the Diels-
Alder cycloaddition of 1,3-butadiene to C,sH;; indicated that it retains most of the
characteristic reactivity of Ceo as seen in the analysis of the reaction energetics ). Thus
we chose CygH;2 as a model for Ceo. In order to study how the reactivity and properties

change with the size of the fragment, we investigated the reactivity and properties of
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CioHs (naphthalene), C,sHs (pyracylene) and CisH)o as well. For comparison, we
included ethylene and benzene in our study.

Aromaticity and antiaromaticity are fundamental but complex concepts in chemistry
(5% Aromatic systems are cyclic systems having a large resonance energy in which all the
atoms in the ring take part in a single conjugated system. There are various criteria for
aromaticity emphasizing *'! energetic, structures, and magnetic properties. Schleyer et al.
(12 established a relationship between aromaticity and nucleus-independent chemical
shifts, NICSs, for a wide-ranging set of aromatic and antiaromatic five-membered
heterocyclic rings. NICSs correlate with the up-field chemical shifts of protons located
inside aromatic rings and are local. NICSs have been shown to be a reliable criterion of
aromaticity and to show a good correlation with structural variations !'*. We employ

NICSs as measures of aromaticity in our present study.

3.2 Theoretical Methods and Computational Details

Ab initio and density functional predictions were made with the Gaussian 94 2 or
Gaussian 98 ! packages. Although the Hartree-Fock (HF) method does not include
electron correlation, it often provides a reasonable starting point for higher level
theoretical investigation. It is well known that the Hartree-Fock method overestimates the
activation energy for reactions, while Generalized Gradient Approximation (GGA)
density functional methods frequently underestimate this quantity %! We sought a
compromise through the use of hybrid density functional methods. We could avoid the
shortcomings of HF and GGA with respect to the over- or under-estimation of the

reaction barrier through the hybrid methods. We retain the strengths of DFT: low
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computational cost and reliable performance in geometry prediction. Another strength of
DFT is the relatively small spin contamination for open shell systems. Starting with the
Hartree-Fock optimized structures for any stationary point, B3LYP **!, Becke's three
parameter hybrid exchange functional ! along with Lee, Yang, and Parr's gradient
corrected correlation functional "), was employed. The B3 functional earlier was shown
to yield generally excellent performance in thermodynamic calculations **! and structural
characterizations 18!, However, for the reaction of an oxygen atom with the double bond
of ethylene (*!, B3LYP gives an average error in the classical barrier height % (-
4.7+2.6kcal/mol in which the error is 12.6kcal) larger than the reaction barrier (~2
kcal/mol).

Another hybrid density functional BHandHLYP **} (Becke's half and half exchange
functional %! along with the LYP ! correlation functional), which has only a -0.8+2.7

kcal/mol average error for the same classical barrier height ©**!

, reproduces the reaction
barrier and locates the transition state in the low barrier reaction. Previous studies have
shown that BHandHLYP can be a good tool for reaction characterization **¢'¢2,

For the NICS calculations, the Hartree-Fock method was used since no systematic
improvements were observed with DFT in earlier calculations of NMR properties ©!,
The NICS, the negative of the absolute magnetic shielding, was calculated by the GIAO-
SCF/6-31G* approach at the various ring centers determined as the non-weighted mean
of the heavy atom coordinates of the ring. Negative NICS denotes aromaticity (e.g. -11.5
for benzene), and positive NICSs denote antiaromaticity (e.g. 28.8 for cyclobutadiene). A
nonaromatic ring has a very small value for this quantity (e.g. -2.2 for cyclohexane) 2

(12

The NICS is less dependent than other criteria ‘' “ on the ring size and can be employed to
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assess the aromaticity of individual rings in polycyclic systems.

For comparison, MP2 '®! was employed to determine the NICS for benzene,
naphthalene and for the products of the reactions of benzene with the oxygen atom.
Based on a compromise between the desired accuracy of the calculations and the size 6f
and thus computational effort for the molecule, Pople’s 6-31G* split valence plus
polarization basis set was used throughout this portion of the study. The discussion of
energetics below includes zero point vibrational energy (ZPVE) corrections unless
specified otherwise.

It was decided not to employ the gradient corrected exchange functional, Becke’s
1988 exchange functional (B or B88), since this generalized gradient approximation

(GGA) has been observed to underestimate activation energies in earlier studies (541

3.3 Theoretical Results

3.3.1 C)H,
3.3.1.1 Initial barrier to reaction

The reaction of oxygen O(’P) with ethylene has been studied extensively [">?"). It has
been assumed that the O(°P) atom, when allowed to react with olefins, first adds to one of
the olefinic carbons (one end of the double bond) to form a triplet diradical #*%). The
triplet diradical undergoes intersystem crossing due to Spin-Orbit Coupling (SOC)
involving the oxygen atom ?”! to reach the singlet state. On this singlet surface an
epoxide structure forms with spin inversion and the loss of excess energy takes place very
rapidly. This mechanism agrees with experiment (24831 There may exist another possible

pathway for the formation of the epoxide. For example, the oxygen may attack the double



bond directly followed by a rapid intersystem crossing to the electronic ground state of
the epoxide structure. The diradical mechanism is the main channel for the reaction of

oxygen O(*P) with the double bond in the systems of interest, as illustrated at the top of

Figure 3-1.

.-v.,.ll

A:
CasHi2 CisHiz Pyracylene
Ethene
Benzene

Naphthalene

Figure 3-1 [llustration of the reaction of the triplet oxygen atom with the central CC
bond (mmsmm) of selected hydrocarbons
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Reaction of the oxygen atom, OCP), with ethylene is studied with the HF,
BHandHLYP, B3LYP and MP2 methods. When the triplet oxygen o¢P) approaches one
of the carbon atoms in ethylene, it faces a reaction barrier to the formation of a triplet
diradical. The transition state and the diradical for this reaction are shown in Figures 3-1
and 3-2.

Previous MCSCEF studies predicted that the transition state for the addition of OCP) to
ethylene has C; rather than C;, symmetry (2326 with UMP and APUMP (approximate
projected Maller-Plesset ) calculations, a C; symmetric transition state was indicated 241,
In that study ?*, the authors pointed out that the influence of spin contamination on
geometry is not so serious in the case of these triplet species. However spin
contamination greatly effects the predicted barrier heights. With HF, BHandHLYP and
MP2, we have located both symmetric (C;), 1a in Figure 3-2, and asymmetric (C;), 1b in
Figure 3-2, transition states. The structures of the two transition states are almost
identical in energy as shown in Table 3-1 and Figure 3-2. No transition state could be
located with B3LYP. The C; and C, transition states are essentially identical in structure
especially for BHandHLYP and MP2, for example the two dihedral angels Doccn (the
same DOOCH as shown in structure 3-2) are 87.2725 and -87.2742 at MP2 level. The
largest and only significant difference from HF is the OC bond length (0.002A). The
bond angles show very small differences of only 0.1° in the two transition states at this
level.

In the transition state for the reaction of O(’P) with ethylene, the ethylene fragment
essentially retains its geometry as in the separated species. The CC bond has a slightly

longer distance than the typical double bond and the ethylene skeleton remains roughly
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planar. From the OCC angle, 106.4° in the HF structure and 99.5° to 99.7° in the

BHandHLYP and MP2 structures, we note that oxygen attacks the carbon atom from

above along a nearly orthogonal path. The reaction barrier of the transition state relative

to reactants is 1.2+0.7 kcal/mol from experiment [26] At the HF level, this barrier is 11.8

Table 3-1 The Energy (kcal/mol) difference between the reactants ( OCP) + C,H,)

and product C;H,O and the <S> of the triplet transition states and diradicals

Transition State Diradical Epoxide
Cs* C
HF 11.8 -7.8 -7.2 -27.7
BHandHLYP 1.0 -25.4 -25.6 -71.0
B3LYP 2 -304 -30.6 -82.7
MP2 12.9 -18.9 -19.1 -82.6

<S%> of the triplet transition states and diradicals

Transition State

HF 2.275
BHandHLYP 2.076
B3LYP 2

MP2 2.250

G
2.022
2.010
2.007

2.022

G
2.023
2011
2.008

2.024

a. Transition state could not be located with B3LYP; * transition state
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Figure 3-2 Structures of ethylene, of the tranmsition states, of the intermediate

diradicals, and of the singlet epoxide product (bond lengths and bond angles)
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kcal/mol. This quantity becomes 12.9 kcal/mol at the UMP2 level. This barrier at the
BHandHLYP level (1.0 (actually 1.04) kcal/mol for C; symmetry and 1.1(actually 1.06)
kcal/mol for C; symmetry) is in much better agreement with experiment. The similarity
in the energies and structures of the C,, 3-1a, and C,, 3-1b, transition states indicate that a
symmetry constraint of C; does not play an important role in the structure of this
transition state. Retaining the symmetry plane, we located a C; diradical transition state,
3-2 in Figure 3-2, that lies between two equivalent asymmetric C, diradical intermediates
3-3. In this transition state, the imaginary vibrational mode involves the rotation of the
end methylene group about the C-C bond. The C-O distance is approximately 1.4 A and
the C-C bond 1.5 A in length in the transition state with all four theoretical methods. The
two hydrogens on the methylene group which is not attacked lie slightly above the C-C
bond as indicated by the OCCH dihedral angle in Figure 3-2. A spin density analysis
shows that the two unpaired electrons are mainly at the two ends of the open structure,
i.e. on the oxygen atom and on the methylene carbon in the diradical. The interaction of
the o-c orbitals (we use the same notation as in reference [23]) causes the end methylene
to rotate about the C-C bond and drives the distortion from C; symmetry during the

bonding of the oxygen to the carbon atom.

3.3.1.2 Intersystem Crossing

Distortion along the imaginary vibrational mode of the C; diradical results in a C,
diradical intermediate, 3-3. The dihedral angle of the methylene group with the
hydrogens above the CC bond to the OCC plane is about 40° compared to 80° in the C,

structure. The C-C bond distance lengthens (from 1.331 A in ethylene to 1.491 A in the
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C, diradical intermediate with B3LYP) and allows free rotation of the terminal methylene
group. The OCC angle is almost unchanged as the oxygen approaches ethylene.
Comparing the structures of the C, and C diradicals, only the dihedral angle changes
significantly during the rotation of the methylene group.

Keeping the other structural parameters fixed and varying only the OCC angle in the
C; diradical intermediate, we predicted using B3LYP the energies of closely spaced
points along this ring closure coordinate for both the singlet and triplet states. The OCC
angle is expected to be the most important coordinate in the OCC ring closure process. At
an OCC angle of about 100.8°, we located a crossing point of the singlet and triplet
potential energy curves. Spin-orbit coupling most probably takes place *'! in this region
as shown schematically in Figure 3-3. In the ring closure, the methylene group
experiences a rotation with a low barrier ! to meet the oxygen atom. The final product
ethylene epoxide (or oxirane), 3-4 in Figure 3-2, is a three-membered ring with C,,
symmetry. At different levels of theory, the CC and CO bond distances differ somewhat.
At the HF and BHandHLYP levels, the CC bond is shorter than the CO bond by about
0.05A and both the CC and CO are single bonds. B3LYP predicts the CC bond (1.469A)
to be longer than the CO bond (1.430A). MP2 shows the same trend as B3LYP, but with
a slightly shorter CC bond (1.465A) and slightly longer CO bond (1.4394). The
experimental value for CC bond is 1.470 A and CO bond is 1.434 A as shown in Figure
3-2.

However, for the diradicals, there are two extremes for the relative orientation of the
methylene group: one has the terminal methylene group orthogonal to the OCC plane, the

other has this group in the OCC plane. Both structures have C; symmetry. The in-plane
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Figure 3-3 A schematic illustration of the intersystem crossing of the singlet and

triplet states during the ring closure to form the epoxide
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structure is the transition state described above. The orthogonal structure is a second
order saddle point with two imaginary vibrational modes at the HF level. The smaller
imaginary vibrational frequency (i103cm™ 2") involves an out-of-plane (the C; symmetry
plane) motion of the hydrogens on the methylene group which was not attacked.

The second imaginary frequency at the HF level (i1324cm™) involves a rocking of the
two methylene groups about the C-C bond axis to destroy the symmetry plane. The two
imaginary vibrational modes are displayed in Scheme 3-1. At the BHandHLYP, B3LYP
and MP2 levels, this structure becomes a transition state between two distorted diradical
intermediates with C, symmetry. The imaginary frequency from the BHandHLYP
method is obviously much larger than that of the B3LYP and MP2 approaches, while the

later two methods predict very similar frequencies.

Dashed arrow: vibration modes for 1130cm™'i
Solid arrow: vibration modes for 103cm™i

Scheme 3-1. [llustration for the imaginary vibration frequencies of the C;

(orthogonal) diradical predicted by HF/6-31G*
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3.3.1.3  Overall reaction of triplet oxygen with ethylene

The overall reaction of oxygen (°P) with ethylene to yield the triplet diradical is
predicted to be exothermic at all four levels of theory. For the energetics, including ZPVE
correction, all four methods show the same trend for the relative energies of these
species. The energy differences are reported in Table 3-1. The HF energy difference is
smaller than the other three methods. MP2 and HF predict similar, much higher reaction
barriers than experiment for the approach of oxygen to ethylene. This might be due to
spin contamination from an electronic state of higher multiplicity 2% We note that the
expectation value of S? with the HF and MP2 methods for the transition state is much
larger than in the diradicals as shown in Table 3-1. Also the expectation value for S?in
HF and MP2 for all triplet species are much larger than those from BHandHLYP and
B3LYP which indicates the highly spin contamination of HF and MP2 on open shell
species. In the following studies, only the results of the BHandHLYP calculations for
spin density are shown in each figure and discussed. Only BHandHLYP (although
B3LYP has been tried) could be used to locate all the transition states for all systems

studied.

3.3.2 Benzene, C¢Hg

The reaction of oxygen atoms with benzene plays an important role in atmospheric
chemistry, in combustion processes, and in photochemical air poliution. Also benzene
serves as a realistic model for the reaction of an oxygen atom with other aromatic
molecules. However, there has not been any extensive theoretical investigation of this
reaction. Here, we investigate one possible pathway for the addition of an oxygen atom to

one C-C bond in the benzene ring. Other possible modes of reaction of oxygen with
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benzene are shown in Scheme 3-2 ). When an oxygen atom approaches the benzene
ring (here we consider approach to a C-C bond), there are at least four possible paths for
the reaction of the atom with the ring. First, the oxygen atom approaches the center of the
ring and forms a complex. Second, in the plane of the benzene ring, the oxygen atom can
approach the C-C bond experiencing an interaction with the two hydrogens connected to
the two nearest carbons. Depending on the relative positions of the two hydrogen atoms,
there are two paths. One has the two hydrogens in the plane of the benzene ring, while in
the other the two hydrogens are on different sides of the oxygen and slightly out of the
plane. Third, from above the benzene ring, an oxygen atom can add to one carbon atom
of the C-C bond. A fourth approach has the oxygen atom add to the center of the C-C
bond from directly above. Only the third case will be discussed in this chapter.

In the case of attack by oxygen on one carbon atom, a diradical with C; symmetry
forms before the OCC ring closure take place resulting in the formation of an epoxide
with Cs symmetry. With all four methods, a transition state 3-6 (see Figure 3-4) was
located between the separated reactants and this diradical intermediate. At the HF level,
the oxygen atom attacks one carbon atom with a CO distance of 1.801A in the transition
state. Due to the attack of the oxygen, the benzene ring distorts to C; symmetry. There are
small alterations in the various CC bond lengths. At the HF level, all CC bonds lengthen
compared with the reactant benzene. The CC bonds connecting the carbon atom which is
attacked become conjugated single bonds, while the other four bonds keep typical
aromatic bond lengths of 1.387 A (or 1.409 A at the HF level). The CO distance in this
transition state lengthens to 1.859A with BHandHLYP, 1.910A with B3LYP and 1.879A

at the MP2 level. The CC bonds shorten to typical aromatic bond lengths
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although the differences among the CC bond distances remain similar to changes
observed with HF on the transition state. There is serious spin contamination in this
transition state at the HF and MP2 levels. The expectation values of S* are 2.6891 and
2.6326 for HF and MP2 respectively. Spin contamination increases the barriers due to the
mixture of higher energy electronic states of higher spin multiplicity. In relative terms,
BHandHLYP and B3LYP have much smaller spin contamination (2.1257 for S* with
BHandHLYP and 2.0354 with B3LYP) as reported in Table 3-2. The two unpaired
electrons are located principally on the oxygen atom (due to the severe spin
contamination with HF and MP2, only the spin densities from the BHandHLYP and the
B3LYP method are discussed here). 1.56 of the unpaired spin density at the BHandHLYP
level and 1.76 at the B3LYP level is located on the oxygen atom. The interaction of
oxygen with the benzene ring allows a partial transfer of the unpaired electrons from
oxygen to the benzene ring. The activation energy is higher than in the case of oxygen
plus ethylene presumably due to the greater difficulty in disrupting the electronic
structure of the aromatic molecule. This barrier is 13.5 kcal/mol at the HF level, and it
decreases to 7.9 kcal/mol at the BHandHLYP level. It is interesting that the barrier height
for the transition state at the B3LYP level is zero although a transition state was located
by the geometry optimization and verified by the vibrational frequency analysis with this
method. The reactants face no energetic barrier to the formation of the diradical
intermediate at this level. The imaginary vibrational mode (i454cm™) at the B3LYP level
involves mainly a back-and-forward motion of the oxygen atom and the carbon atom
undergoing attack. Such a mode obviously connects the separated reactants and the

diradical intermediate. The reaction barrier increases to 18.1 kcal/mol at the MP?2 level
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Table 3-2 The energy difference (kcal/mol) between the reactants ( O(}P) + Cg¢Hg)
and the CcHsO products, epoxide and oxepin, the tranmsition structure between

them, and the <S> of the triplet transition states and diradicals

CsHsO
Transition  Diradical Epoxide Oxepin  Transition
State 3-6  Triplet 3-7 3-8 3-10 State 3-9
HF 13.5 3.7 44 1.0 17.3
| BHandHLYP 7.9 -6.7 -38.7 -40.0 -31.1
B3LYP 0.0 -11.2 -51.8 -53.1 -46.7
MP2 354 18.1 -51.1 -48.3 -45.7

<S% of the triplet transition states and triplet diradicals

HF 2.689 2.480
BHandHLYP 2.126 2.101
B3LYP 2.035 2.033
MP2 2.633 2.409




with its large spin contamination as shown in Table 3-2.

In the diradical intermediate, 3-7, the oxygen atom forms a single bond to one carbon.
This CO bond is about 1.4A at the HF, BHandHLYP and B3LYP levels, but lengthens by
0.02A at the MP2 level (see Figure 3-4). During the approach of oxygen to the carbon,
the OCC angle changes very little as indicated by the structures of transition state 3-6 and
intermediate 3-7 in Figure 3-4. While the bonding of the oxygen with the carbon atom
causes the spin density to redistribute among the atoms, one electron remains mainly on
the oxygen atom and the other on the benzene ring. As shown in Table 3-2, both at the
HF and MP2 levels, the formation of the triplet diradical relative to triplet oxygen atom
and singlet benzene is endothermic (3.7 kcal/mol and 18.1 kcal/mol at HF and MP2
respectively). However strong spin contamination makes these energetic predictions
unreliable. The reaction to form the triplet diradical is exothermic at the BHandHLYP
and B3LYP levels (6.7 kcal/mol and 11.2 kcal/mol) as reported in Table 3-2. The
addition of an oxygen atom destroys the m electron ring current around the benzene ring
which is viewed as stabilizing this aromatic molecule. Thus it is expected that the
tormation of the diradical would not be strongly exothermic due to this reduction of
aromatic character upon reaction.

If subjected to a small perturbation, the oxygen atom will swing to one of the
neighboring carbon atoms and bond to it without breaking the C-C bond. This involves
an intersystem crossing from the triplet to the singlet electronic state. Since the hydrogen
atoms attached to the two carbon atoms bonding to the oxygen are on the same side, this
epoxide structure has C; symmetry. The structure appears to be “‘diene like” rather than

an aromatic compound when the CC bond lengths are examined. The CC bond in the
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epoxide ring and the two other CC bonds connecting to the carbon in the three membered
ring are single bonds judging from their bond lengths. The CC bond opposite to the
epoxide ring is a conjugated single bond as well (1.464A at the HF and 1.444A at the
MP2 levels, Figure 3-4). The remaining two equivalent carbon-carbon bonds have
lengths typical of a double bond (1.329A at the HF and 1.360A at the MP2 level). At the
HF level the formation of the singlet epoxide product relative to reactants is predicted to
be endothermic (4.4 kcal/mol). The other three methods, all of which include electron
correlation, predict the formation of the epoxide from triplet oxygen atom and singlet
benzene to be strongly exothermic (38.7kcal/mol at BHandHLYP, 51.8 kcal/mol at
B3LYP and 51.1 kcal/mol at MP2)(See Table 3-2).

Due to the strain in the three membered epoxide ring, the CC bond in the epoxide is
easily broken to form an oxepin, a seven-membered heterocyclic ring, 3-9. Hiickel’s
4n+2 rule for an eight m-electron system and thus an anti-aromatic ring rationalizes the
distortion in the geometry from planar to non-planar. The oxygen atom lies out of the
plane of the carbon atoms, and the oxepin has a relatively flat but boat like shape. From
the bond lengths, oxepin appears structurally to be a triene. The nonplanarity of the
oxepin does not change greatly compared with the epoxide structure ! The CC distance
of the two carbon atoms bonding to the oxygen lengthens from about 1.5A in the epoxide
ring to about 2.3A in the oxepin isomer. Obviously the carbons are bonded in the epoxide
and this bond is broken in the oxepin. There exists a transition state which connects the
CC bonded epoxide and the CC open oxepin structure, in which the distance between the

two carbon atoms connected by oxygen lies between the distances in the epoxide and the
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Figure 3-4 Structures of benzene and benzene oxides
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oxepin (ranging from 1.819A at the HF level to 1.902A at the MP2 level as shown in
Figure 3-4). The reaction barrier relative to the epoxide structure is 12.9 kcal/mol at the
HF level, 7.6 kcal/mol at the BHandHLYP level, 5.1 kcal/mol at B3LYP and 5.4
kcal/mol at the MP2 level. At the HF, BHandHLYP, and B3LYP levels, the oxepin is
slightly more stable than the epoxide (3.4 kcal/mol at HF, 1.3 kcal/mol at BHandHLYP
and 1.3kcal/mol at B3LYP). The order switches at the MP2 level (the oxepin is 1.8
kcal/mol higher in energy than the epoxide). For oxepin, inversion to the equivalent
nonplanar isomer through a planar structure is a relatively easy process energetically. The
inversion barrier of the oxepin is only 3.0 kcal/mol at HF, 3.3 kcal/mol at BHandHLYP,
3.4 kcal/mol at B3LYP and 6.1 kcal/mol at MP2. There are no large changes in the bond
distances in the planar transition state compared with the oxepin. The imaginary
vibrational mode involves mainly bending of the oxygen atom out of plane in the planar

transition state. All these structures are shown in Figure 3-4.

3.3.3 Naphthalene, C,oHs
3.3.3.1  Previous Studies

The first PAH which contains a central 6-6 bond which could be attacked by an
oxygen atom is naphthalene. Sondheimer et al. !"! synthesized naphthalene oxide and
characterized it by UV, IR and NMR spectroscopy. Experimentally ®! the carbon-
carbon bond lengths are nearly equal indicating electron delocalization in the most stable
ring structure 7). Bock et al. " studied different possible oxides of naphthalene with the
AMI1 and HF/6-31G methods. They found that at both the AM1 and HF/6-31G levels, the
localized C; symmetric 1,6-oxido-[10}annulene in which the central CC bond is broken is

most stable, the delocalized C,, symmetric structure with the central CC bond broken is
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slightly higher in energy than the localized C; symmetric one (by 0.6 kcal/mol), while the
epoxide structure is the most unstable, and is higher in energy than the delocalized form
by 7.9 kcal/mol(see the structures in Figure 3-5). There are extensive investigations on
the methano-bridged analogues both experimentally " and theoretically ["'7%7*7
Experimentally, the isomer with the open central CC bond i.e. the delocalized species is
favored over the closed tricyclic epoxide by 5.7+2 kcal/mol, although the tricyclic
epoxide is known to be an intermediate "), Earlier lower level calculations """ favor
the open central CC bond localized species over the delocalized open structure and the
epoxide. With the inclusion of electron correlation, MP2 calculations ™ indicated that
the delocalized open central bond species is more stable than the localized open central
bond structure by 1.5 kcal/mol. In addition, it is more stable than the epoxide
(norcaradienic isomer) by 15.6 kcal/mol. These authors %! used the optimized structures
from HF for the MP2 single point energy calculations. However, at low temperature, the
11,11-dicyano derivative is known to exist in the tricyclic norcaradiene form in the solid
state as determined by x-ray crystallographic analysis ™). This derivative also adopts a
tricyclic structure in solution at low temperature "®], However no theoretical work has

been undertaken on the reaction of oxygen atom, O(’P), with naphthalene.

3.3.3.2 Results and discussion

We report in this study results for the reaction of an oxygen atom with the central CC
bond in naphthalene. From the results on the reaction of ethylene and benzene with an
oxygen atom using the HF, BHandHLYP, B3LYP and MP2 methods, we recall that there

exists serious spin contamination for the triplet species with the HF and MP2 approaches.
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This contamination adversely effects the energetics of these species. Also we note that
the MP2 results for the molecular structures and energetics are generally similar to those
from B3LYP. However, the MP2 calculations require much more disk space and CPU
time. The disk space requirement can become a critical limiting factor for calculations on
these large molecules. Thus we have used BHaﬁdHLYP and/or B3LYP to calculate the
properties of CjgH;2, CsHi2 and related species but not MP2. The HF method is
employed only for closed shell stationary point calculations hereafter.

The oxygen atom approaches one carbon atom of the central CC bond within the
symmetry plane containing the central CC bond and overcomes a barrier of 14.3 kcal/mol
(BHandHLYP) to reach a triplet diradical intermediate (3). This barrier decreases to 5.3
kcal/mol at the B3LYP level. The relative energy differences of the structures are listed
in Table 3-3. The distance from the oxygen to the carbon atom under attack is 1.755A at
the BHandHLYP level and 1.776A at the B3LYP level in the transition state (3-12)(See
Figure 3-4). In this transition state, the oxygen attacks the carbon atom in a similar
direction as it does with benzene relative to the molecular plane. The angle of the oxygen
to the central CC bond is about 103° at BHandHLYP and 106° at B3LYP. The central CC
bond distance undergoes a relatively large change in the transition state compared with to
this distance in naphthalene. This central CC bond lengthens to 1.459A at BHandHLYP
and 1.467A at B3LYP in the transition state. The CC bonds closest to the oxygen are
about 0.04A longer than those in the parent molecule, naphthalene. The CC bonds farther

away from the oxygen are nearly unchanged in length during the initial reaction with the

oxygen atom.
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Figure 3-5 Structure of naphthalene and naphthalene oxides



The diradical of C; symmetry is a transition state for which the imaginary frequency
involves the bending of the oxygen out of the symmetry plane at the BHandHLYP level.
Distortion along the vibrational mode for the imaginary frequency results in an
asymmetric diradical intermediate. The structure of the asymmetric diradical does not
change much compared with the symmetric diradical except for the loss of the C;
symmetry plane. The total energy of the asymmetric diradical is only 0.3kcal/mol above
the symmetric diradical at the BHandHLYP level. This symmetry related problem will be
discussed further in the next chapter ),

At the HF level, there are three isomers for the oxide in which the oxygen attacks the
central CC bond. One is the epoxide structure (norcaradienic isomer 3-14). The two
central carbon atoms in this epoxide structure form a CC bond (1.511A). Stretching of
this CC bond leads to a C, bicyclic structure with a central CC distance of 2.160A which
is obviously a non-bonded distance and thus an open structure results. The C, bicyclic
structure, 3-16, in Figure 3-5, is delocalized judging from the CC bond lengths. The
longest CC distance is 1.411A and the shortest is 1.381A. However, from the vibrational
analysis, this C,, bicyclic structure is a transition state structure between two localized
bicyclic structures with C; symmetry at the HF level. The C, bicyclic localized structure,
3-15 in Figure 3-5, has a longer central CC distance (2.194A) than does the Cy structure.
The CC bond length on one side of the C; structure resembles hexadiene while on the
other side it resembles a hexatriene considering the CC bond lengths. The CO bond
distances in the C;, and C; structures are almost identical. Energetically, the C; structure
is favored over the epoxide structure by a small amount, about 3.5 kcal/mol. However,

both the bicyclic
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Table 3-3 The energy difference (kcal/mol) between the reactants ( OCP) + CyoHj)

and the product CioHzO. The <S> for the triplet transition states and triplet

diradicals
CioHsO
3-12 Triplet 3-13 Triplet  3-14 or 3-16 3-15
Transition State Diradical Cav Product C; Product
HF 2 R 254 21.9
BHandHLYP 14.3 7.1 * -
B3LYP 53 -1.1 -44.3 -
<S% of the triplet transition states and triplet diradicals

BHandHLYP 2.185 2.180
B3LYP 2.039 2.033

a: Not located; *: The value for the epoxide C, is —18.1 kcal/mol, for open CC C,, -27.7

kcal/mol, and the value for the transition state between these two Cs, isomers is -18.4 kcal/mol
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structures are lower in energy than the epoxide by approximately 3.5 kcal/mol. The
inversion of the two C; structures should be very fast at room temperature since the
barrier associated with the C,, transition state is very close to zero (0.1 kcal/mol). Even at
the HF level, we note that the C,, bicyclic delocalized structure (3-16) is favored over the
C,, tricyclic epoxide isomer (3-14) in energy even though the C,, bicyclic delocalized
structure is a transition state. With BHandHLYP, the C; bicyclic stationary point
disappears and the C,, delocalized bicyclic structure becomes a minimum. The C,,
bicyclic delocalized structure is lower in energy than the epoxide (the tricyclic structure)
by 9.6 kcal/mol. It is very interesting that the transition state between the epoxide
structure (norcaradienic isomer) and the C,, bicyclic structure is lower in energy than the
epoxide by 0.3 kcal/mol at the BHandHLYP level. Such an energy difference
(0.3kcal/mol) is beyond the accuracy of existing methods (even BHandHLYP in reaction
barrier prediction). The explanation for the lower energy transition state is that the
epoxide isomer faces no barrier to breaking the central CC bond and isomerizing to the
C,v minimum. This is in agreement with the experimental findings that the epoxide is an
intermediate 7). Decreasing the percentage of exact exchange in the functional on going
from BHandHLYP to B3LYP, only the C,, bicyclic delocalized structure is predicted to
be a minimum even starting from the closed epoxide structure. All the bonds involving
heavy atoms lengthen at the B3LYP level as shown in Figure 3-5. At the HF and
BHandHLYP levels, the C,, bicyclic delocalized structures are lower in energy than the
epoxide isomer. In this case, we note that with a different mixture of exact exchange
156601 the hybrid density functional methods predict different structures, i.e. there is a

significant role for exact exchange in predicting the molecular structure in this example.
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3.3.4 Pyracylene, CHs

Pyracylene (3-18) could be viewed as the smallest fragment of Cgp that contains both
five- and six-membered rings with a central double bond. However, it is a planar
molecule. The surrounding rings make the central CC bond appear superficially like that
in Cso. However, the central CC bond length has a typical CC double bond distance rather
than an aromatic CC bond length even at the BILYP level (See Figure 3-6). The CC
bonds in the six-membered ring do not alternate between single and double. Except for
the CC bonds parallel to the central CC bond which are nearly single bonds judged from
their lengths, the remaining CC bonds in the six-membered ring are double bonds (the
central CC bond) or typical aromatic CC bonds. In the five-membered rings, there are
two essentially single CC bonds of length 1.49A. Any superficial similarity of this
molecule to Cg decreases with the closer observation of these distances.

When an oxygen atom approaches one carbon of the CC central bond in pyracylene,
our eartier results would suggest that it should face an energy barrier. However, only a
second order saddle point was located by BHandHLYP with the 6-31G* basis set in
which the CO distance is 1.830A. The larger imaginary vibrational frequency (i576 cm™,
a’) involves a backward and forwards motion of the oxygen atom relative to the carbon
atom being attacked. The second imaginary vibration (i365 cm™, a") mode involves a
motion of the oxygen out of the symmetry plane. At the B3LYP/6-31G* level, these two
imaginary vibrational frequencies change order although the geometry does not vary
much. Starting from the distorted geometry along the second imaginary vibration mode
from the BHandHLYP results, a triplet diradical, 3-21, was located with UB3LYP in

which the oxygen atom was attached to one carbon atom connected to the carbon atom
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which originally attacked. The vibrational frequency calculation showed that it is a
minimum. There may exist several different mechanisms for the reaction of an oxygen
atom (°P) with pyracylene judging from the B3LYP results. However, the details of the
reaction mechanisms of oxygen with CC bonds other than the central CC bond were not
considered in the present study. Distortion along the out-of-plane mode results in a
distorted transition state both at the B3LYP and BHandHLYP levels. The imaginary
vibrational mode involves the back and forward motion of the oxygen and the carbon
atom being attacked. The structure of the distorted transition state is generally similar to
the C; second-order saddle point except for the lack of a Cs; symmetry plane. At the
BHandHLYP/6-31G* level, a triplet diradical intermediate in which the oxygen attacks
one carbon atom of the central CC bond was located. The attack of oxygen causes the CC
bonds connected to the carbon atom under attack to lengthen at the BHandHLYP level as
shown in Figure 3-6. The structure 3-21 is more stable than the reactants and the C;
diradical. It is 28.7 kcal/mol more stable than the reactants, triplet oxygen atom plus
pyracylene, while the C; diradical lies only 0.8 kcal/mol above reactants. The structure of
the naphthalene fragment in the pyracylene oxide resembles the fragment in the
naphthalene oxide. The pyracylene epoxide, 3-22, has C,, symmetry and the epoxide
structure leads to a bowl-shape for this molecule. At the HF level, the formation of the
epoxide structure is endothermic (16.1 kcal/mol above the reactants), but it is exothermic
at both the BHandHLYP (27.9 kcal/mol below reactants) and the B3LYP levels (42.1
kcal/mol lower than reactants). The relative energies of the structures and <8%> of the
open shell species are reported in Table 3-4. Compared with the benzene or naphthalene

analogues, the CC bond length of the epoxide structure in C4HgO decreases.
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Figure 3-6 Structures of pyracylene and pyracylene oxides
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Table 3-4 The energy difference between the reactants ( O(’P) + C,4Hg) and product

Ci14H30 and the <S> of the triplet transition states and diradicals

CisHzO
3-19 Triplet 3-20 Triplet ~ 3-21 Triplet 3-22
Transition State Diradical diradical C,y epoxide
HF - - - 16.1
BHandHLYP 8.7 2.4 - -27.9
B3LYP 0.8 -74 -28.7 -42.1

<S% of the triplet transition states and diradicals

BHandHLYP 2.180 2.244 -

B3LYP 2.037 2.052 2.044

At all three levels of theory only the epoxide structure and thus no “annulene-like”
structures have been located. Even starting from a structure with a broken CC bond for
the two carbon atoms connected to oxygen, only a closed structure, i.e. an epoxide, could
be located. Strain from the two five-membered rings may prevent the opening of the

central CC bond to form the annulenes.
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335 CyiHp

In order to reduce any edge effects on the central CC bond, we added four methylene
groups to the four carbon atoms of the two five-membered rings to examine the change of
the structure and properties as compared to pyracylene. The structures of C\gHj;, 3-23,
and its oxides are shown in Figure 3-7.

The addition of the four methene groups lengthens the two CC bonds connected to
them in the two five-membered rings to single bond distances. The CC bonds connected
to the central CC bond are still shorter than a typical CC single bond and the two CC
bonds parallel to the central CC bond also decrease a little in length. The structure is
closer to that of Cg than that of pyracylene. However, it remains a planar molecule.

For this molecule, the diradical oxide, 3-24, in which the oxygen atom attacks one
carbon atom of the central CC bond is a minimum at the BHandHL YP/6-31G* level. The
formation of this diradical from a triplet oxygen atom and singlet CisH,, is endothermic
at this level. In the triplet diradical, the bond lengths of the CC bonds next to oxygen and
the angle of the oxygen with the central CC bond (as shown in Figure 3-7) are essentially
the same as in the triplet diradical intermediates found for ethylene, benzene, naphthalene
and pyracylene. The interaction of the oxygen atom with the carbon leads to that carbon
atom moving out of the former CsH;; plane to bond to the oxygen. The remainder of the
structure does not change much in this diradical. One of the two unpaired electrons lies
on the oxygen atom, while the other is distributed over the carbon skeleton. At the
UB3LYP level, the C; diradical 3-24, is a transition state. The imaginary vibrational
mode involves motion of the oxygen out of the C; plane. Following along this mode, a

triplet diradical minimum, 3-25, was located, in which an epoxide structure is formed at
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one of the 6-5 bonds. The formation of this triplet epoxide structure is predicted to be
exothermic.

We located a transition state, 3-26, connecting the separated reactants and the
diradical at the BHandHLYP/6-31G* level. The portion of the CigH,> molecule attacked
by the oxygen atom changes its structure only a little in this transition state. The CC
bonds in this region lengthen and the carbon atom which was attacked moves slightly out
of the CsH,, plane. The bond distance between oxygen and the carbon atom under attack
is 1.8A. The two unpaired electrons mainly lie on the oxygen atom (the total spin density
on oxygen is 1.54). There is a partial electron transfer from the oxygen atom to the
CigH;, fragment in the transition state. At the UB3LYP level, in the C,gH,,0 transition
state for with C; symmetry, the OC bond lengthens by 0.036A and the rest of structure is
similar to that found for the UBHandHLYP transition state. The UB3LYP reaction
barrier decreases considerably compared with that found at the UBHandHLYP level.

At the HF level, the formation of the epoxide CigH;;0, 3-27, is exothermic by 25.0
kcal/mol relative to oxygen O (°P) and singlet C,gH,,. This reaction also is predicted to
be exothermic at the BHandHLYP and B3LYP levels. The reaction energies and

activation energies of these systems are reported in Table 3-5.
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Figure 3-7 Structures of CigH;» and its oxides
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Table 3-5 The energy difference between the reactants ( OCP) + CisHy2) and

product CisH;,0 and the <S™ of the triplet transition states and diradicals

CisH20

3-26 Triplet 3-24 Triplet 3-25 3-27

Transition State Diradical 65 Epoxide C,, Epoxide

HF - - - 250
(w)BHandHLYP 11.5 0.9 -20.1
(u)B3LYP 3.4 -6.9 -14.8 -35.0

<S> of the triplet transition states and triplet diradicals

CisH20
(u)BHandLYP 2.292 2.337 -
(WB3LYP 2.039 2.046 2.064
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3.3.6 CyHj:

Further addition of eight carbon atoms to the edges of CsH,; results in the formation
of CyHj2, 3-28. Cy6H,, is a bowl-shaped structure, 3-29, with the formation of the bowl
probably due to the strain from the formation of four six-membered rings. The structures
of Cy6H,2 and its oxides are shown in Figures 3-8 and 3-9. The central CC bond length in
Ca6H,; is still that of a typical CC double bond. It lengthens from the value 1.313A (HF)
to 1.337A at the (B3LYP) level. In other Cg fragments the analogous bond lengths are
1.36 and 1.38A ™). The structures of the two six-membered rings at both sides of the
central CC bond are similar to those in CigH,,. From the bond length, we note that the
structure of the six-membered rings in C;¢H,; does not alternate as in the single and
double bond picture of Cgo. The four outer six-membered rings in CysH,, are structurally
rather more like those in benzene. Clearly a still larger model is necessary to completely
mimic the structure of Cg. Previous studies showed that CysH,; is the smallest bowl-
shaped molecule that has (some) “Ceg-like” properties *"*81. Constraining Cz6H;; to be
planar, we located a transition state for the inversion between two equivalent bowl-
shaped isomers. The bond lengths in the planar CysH,, decrease slightly.

The barrier to inversion connecting the two bowl-shaped isomers is similar at all three
levels of theory and is about 5 kcal/mol. Biedermann et al. ™! investigated the inversion
barrier of this molecule by AM1, PM3, HF and B3LYP methods. Only HF/3-21G and
B3LYP/STO-3G vibrational frequency calculations were performed in that study. The
zero point vibration energy (ZPVE) correction is smaller comparing the barrier
(5.24kcal/mol) without ZPVE correction in Bidermann's study " to the present results.

The vertical distance from the top carbon to the bottom carbon (depth of the bowl) is
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1.35A for this molecule at the B3LYP/6-311G** level "® and is 1.30A at the B3LYP/6-
31G* level.

In the triplet diradical intermediate of CyH,20, 3-30, as shown in Figure 3-9, the
portion attacked by oxygen is similar to that in the CigH;O diradical. The four six-
membered outer rings remain nearly the same as in the bowl-shaped Cj¢H,;. There is a
slightly greater transfer of unpaired electron density from the oxygen atom to the carbon
skeleton than in the C gH,,0 diradical. Still, one unpaired electron (0.99) remains on the
oxygen, while another distributes itself over the carbon skeleton but mainly (0.64) on the
carbon atom of the central CC bond which was not attacked by oxygen. The formation of
the Cy6H,,0 diradical is exothermic, in contrast to the slightly endothermic formation of
the C;gH;0 diradical at the BHandHLYP level. Vibrational frequency calculations
demonstrate that the C;sH 20 C; diradical (1) is a transition state at the BHandHLYP
level. The imaginary vibrational frequency involves an out-of-plane motion of the
oxygen. The distortion along this imaginary mode did not change significantly the
geometry of this diradical. Both the structure and energy are quite similar to these of the
undisorted transition state.

At the BHandHLYP level, a transition state, 3-31 in Figure 3-9, connecting the
separated reactants (O(’P) and singlet CsH,)) and the CyH,;O triplet diradical was
located. Due to the loose structure of this transition state, the CyH,, part retains
essentially the same geometry as in CyHj, itself, i.e. the transition state is more like
reactant than product and thus is an "early” transition state [77] This early nature is also

true for the transition state in the reaction of an oxygen atom, OC'P), with ethylene. The
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CasHi2(planar Dop)

Ca6Hi12(Bowl,Cay)
3-28 3-29

E(Plane)-E(Bowl)
kcal/mol
5.1
5.6
53

HF/6-31G*
BHandHLYP/6-31G*
B3LYP/6-31G*

Figure 3-8 Structures of C;sH,»
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HF/6-31G*
BHandHLYP/6-31G*
B3LYP/6-31G*

Cs, TS(BHandHLYP) C26H120(Cav)
3-31 3-32

Figure 3-9 Structures of C;sH;; oxides
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Table 3-6 The energy difference AE (kcal/mol) between the reactants (0(3P) +

CHy;) and product C;H;;0 and the <S> of the triplet trapsition states and

diradicals
AE <§*>
3-31 Triplet 3-30 Triplet 3-32C,, 3-31 Triplet 3-30 Triplet
Transition State ~ Diradical  Epoxide  Transition State Diradical
HF - - -74 - -
(u)BhandHLYP 22 -193 -50.3 2.143 2.109
(u)B3LYP - - -62.1 - -

reaction barrier for the reaction of O(’P) with CysH,; is very small at the BHandHLYP
level, and is similar to that of ethylene with OCP), as shown in Table 3-1. The two
unpaired electrons lie largely on the oxygen atom in the transition state of CysH;20.

The formation of an epoxide structure from oxygen OCP) reacting with Ca¢H,2, 3-29
in Figure 3-8, is more exothermic than the comparable reactions of oxygen with benzene,
naphthalene, pyracylene and C,gH;, at the same theoretical levels. It is less exothermic
than the reaction of oxygen with ethylene. The energy difference between two CyH;»
structures are reported in Figure 3-8 and the relative energy of the CygH;, oxides are
reported in Table 3-6. No heat of formation data for the reaction products of oxygen
O(*P) with Cg are available from experiment or from high level theory. The one value
for the heat of formation was predicted by the AM1 semiempirical method "L This

method predicted that the reaction is exothermic (by about 80 kcal/mol). Our calculations
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showed that the heat formation for the reaction of oxygen with ethylene and CyH;; is of
the same order of magnitude as that of oxygen with Cgp.

The structure of the CycH,,0 epoxide, 3-32, was shown in Figure 3-9. In the three-
membered ring of CyH;,0, the CO bond length is longer than the CC bond at the HF and
BHandHLYP levels, while this order switches with the B3LYP method. This resembles
the C;H,O epoxide structure as shown in Figure 3-3. At all theoretical levels the CO bond
length is shorter than the CC bond in the three-membered ring of the epoxide structures
of benzene, naphthalene, pyracylene and CisHj,. In the crystal structure of the CgO
epoxide complex P4, the CO bond is slightly shorter than the CC bond in the three-
membered ring. Also we note that the difference between the CO and CC bond lengths in
the three-membered ring is much smaller in C;H4O and Cj;6H;20 than in the benzene,
naphthalene, pyracylene and CigH,; epoxides. The addition of oxygen further increases
the height of the bowl from the bottom carbon atoms to the two central carbon atoms of
the CsH,, fragment in Cp6H;,0. This height is 1.76A at the B3LYP/6-31G* level, so the
curvature of the CasH)2 bowl has increased. Comparing these structures, we note that
there is a greater similarity in structure and reactivity of CasH,2 to Ceo than to the other
molecules. However, the reactivity of CysH); is rather closer to ethylene than to aromatic

molecules such as benzene and naphthalene.

3.3.7 Aromaticity, nucleus-independent chemical shifts (NICSs), energetics and

structures
Aromaticity, resulting from cyclic conjugation, is an important concept in organic
chemistry. There are a number of criteria used to characterize this property: geometric

(bond length alternation, bond order, and ring current indices {13 energetics (aromatic
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stabilization energies), and magnetic ("H NMR chemical shift, diamagnetic susceptibility
anisotropy). A new family of criteria for aromaticity directly related to the electronic
structure of the system has been developed by Parr er a/ ™. The derivatives of the
molecular valence as a measure of aromaticity have been formulated by Komorowski et
al ™ Among those criteria, the NICSs, the negative values of the “nucleus-independent
chemical shifts”, simply and efficiently characterize the aromaticity of molecules. The
concept originates in the unusual upfield chemical shifts of protons located “inside”
aromatic rings ('°'*8]. The NICSs for the systems at the ring centers, defined as the un-
weighted mean of the heavy atom coordinates of the ring, were predicted and are reported
in Table 3-7. Negative NICSs imply aromatic character, positive implies antiaromatic
character and near zero values mean nonaromatic character. In order to see the effect of
oxygen on the aromaticity of the ring in the oxides, the oxygen of the epoxides has been
included in the heavy atom ring for the NICSs calculation. Geometric criteria for
aromaticity also are discussed for the systems of greatest interest.

If the CC bond length in benzene (~1.4A) is adopted as the standard aromatic CC
bond distance, the aromaticity of a molecule can be analyzed through the changes in its
CC bond length relative to that in benzene. The alternation of the CC bond lengths in
naphthalene is very small and the CC bond lengths are very close to those in benzene. In
pyracylene, the strain from the two five-membered rings leads to an increase in the
differences among the CC bond distances. The central CC bond shortens to 1.355A and
the CC bonds parallel to it lengthen to 1.450A at the B3LYP level. The largest difference
in the CC bond distances for pyracylene is 0.095A between the central CC bond and the

parallel CC bonds at the B3LYP level of theory. It is expected that the aromaticity of the
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six-membered rings is weaker than in naphthalene or benzene due to the effects of the
five-membered rings. The further addition of the four methylene groups to pyracylene
reduces the differences among the CC bond length in the six-membered rings of CisH;».
Thus the aromaticity of this molecule appears to be enhanced. The CC bond length of the
methene groups is still that of a typical double bond. In the C,, structure of CysH;z, the
two inner six-membered rings have similar structures to those in CigH)z, although the
maximum difference in the CC bond lengths is larger (0.058A for CigH,; and 0.161A for
Cav Cy6H) 2 at the B3LYP level). The central bond shortens and the bonds parallel to it
lengthen. However, the outer six-membered rings have more typical aromatic distances
and the largest CC bond length difference is only 0.036A at the B3LYP level. In Co, the
bond length alternation of the two kinds of CC bonds is about 0.06A.

The NICSs confirm the aromatic features of these molecules. The NICSs at the center
of benzene is -11.5, which is a typical value for an aromatic molecule. Although
pyracylene satisfies the 4n+2 rule, the formation of the two five-membered rings weakens
the aromaticity of the six-membered ring. In pyracylene, the five-membered ring is anti-
aromatic, while the six-membered ring is slightly aromatic, which is in agreement with a
previous study B! Further additions of diffuse functions (6-31+G*) to the carbon atoms
showed that the six-membered ring is non-aromatic in pyracylene '3, which indicates
that these diffuse functions can change the description of aromaticity in a molecule. The
degree of aromaticity changes greatly in CigHi2. The five-membered rings are almost
non-aromatic and the six-membered rings are aromatic even compared to benzene. Due

to the different structures of the inner and outer six-membered rings in C,, Cy6H 2, the
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Table 3-7: GIAO-SCF/6-31G* Calculated NICSs(ppm) for the set of molecules

Compound Point group NICS
Benzene Dén -11.5
Benzene epoxide Cs -4.7*

-5.9°
C -0.8*
-8.0°
Oxepin Cs 0.9
Cy 15.1
C 49.0

Naphthalene Dan -11.4

Naphthalene epoxide Cav -6.‘-"1-"!"a

=72

1,6-0xo-[10]annulene Cy -159

3 -8.2°

-11.9°

C14Hs Dan 12.0°
-42°

C14Hz0O Cav 10.6°
3.38°

1.21°

CisH2 Dan 2.3°

-10.7°

Csc® I 54°

-6.8°
CigH,20 Cw -1.0°
-6.8°
-7.8°
CasHi2 Dan 4.9°
4.5
-10.3*
Cav 4.1°
_S'Oi.l
-10.4*
CaH 120 Cy 2.6°
-1.4%
ERLY
-9.9*2

Geometry from B3LYP/6-31G*. * NICS at the center of six carbon ring. ® NICS at the center of
seven member ring. © BHandHLYP/6-31G* optimized geometry. * HF/6-31G* optimized
geometry. © For the hexadiene. * For the hexatriene. ® From P. v. R. Schleyer et al. J. Am. Chem.

Soc. 118 (1996) 6317. * five membered ring. ' inner six membered ring. > outer six membered
ring.
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aromaticity of these two kinds of rings should be different. The inner rings are weakly
aromatic while the outer ones are more typically aromatic. The NICSs in planar CysH;
have nearly the same values as in the C,, bowl-shaped Cy¢H;>. From the NICSs of these
fragments and of Cg, we note that CysH;> is much closer to the value in Cgo for this
property. The NICSs of Cg were predicted earlier by a GIAO-SCF/3-21G calculation at
the HF/3-21G optimized geometry ['?\. In order to check the effect of basis set (3-21G
versus 6-31G*) on the NICSs, we calculated the NICSs of benzene with the 3-21G basis
set at the B3LYP geometry. The NICS at the 3-21G level is -10.0, a 10% difference from
the result with the 6-31G* basis set (-11.5) for benzene. So the NICSs of Cgo should not
change by more than about 10% when the 6-31G* basis set is employed rather than the 3-
21G basis set.

The NICSs in the oxides also were calculated. In the oxepin structure, in which the CC
bond of the oxygen-connected carbon atoms is broken, the oxygen was included in
determining the center at which to perform the NICSs calculation, i.e. the NICSs are
calculated at the center of a seven atom ring. In the epoxide with the three-membered
ring, the NICSs at both the center of the six carbon atom ring and the seven heavy atom
ring including the oxygen were determined.

In the benzene epoxides, the C; isomer is weakly aromatic as judged by the NICSs
evaluated at both the center of the six-membered ring and of the seven-membered ring.
Aromaticity increases slightly based on the NICSs determined at the six-membered ring
center compared to the seven-membered ring reference point in benzene epoxide. The
change in the NICSs is even more dramatic for the C; epoxide isomer. The structures of

C, epoxide and oxepin will be discussed in detail in the next chapter. The C; structures
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have one hydrogen atom of the oxygen-connected carbons on each side of the benzene
ring. Without considering the oxygen, the NICSs at the center of the six-membered ring
is nearly zero which means a nonaromatic system. Inclusion of the oxygen atom in
calculating the point at which to evaluate the NICSs raises the value to -8.0, which
indicates aromatic character. So the effect of oxygen on aromaticity is significant. The C,
oxepin isomer is nearly non-aromatic. The electronic interaction moves the oxygen atom
out of the plane of the carbon skeleton in C; oxepin, which stabilizes this structure. Planar
oxepin (a transition state between two C; oxepins isomers) is antiaromatic as judged from
the NICSs values. The C; oxepin is a strongly anti-aromatic species with a very large
positive NICS.

The naphthalene epoxide with C,, symmetry is a slightly aromatic molecule. Its NICS
at the six-membered ring center is -6.4, which increases to -7.2 when the oxygen atom is
included in the calculation of the ring center. For the C,, annulene like oxide, the
aromaticity is stronger. Even for the C; annulene oxide obtained at the HF level there are
large NICSs values, which can rationalize the preference of naphthalene oxide for the
annulene structure over the three-membered ring epoxide.

In the oxide of C,4Hg, the NICSs in the five-membered rings decreases to 10.6, the
NICSs in the six-membered ring (3.38 without the oxygen) indicates only weak anti-
aromaticity. The inclusion of oxygen in the definition of the ring center reduces this value
to 1.2, i.e. non-aromatic. It is interesting that the addition of oxygen to CsH,; causes the
five-membered rings to become non-aromatic or even very weakly aromatic rings. The
six-member carbon ring and the seven-membered heavy atom ring are weakly aromatic in

CisH,0 compared to those in CigH,,. From the NICSs in Ci;Hg, CisH)2 and their oxides,
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we note the different aromatic characters of these two molecules. In CyH;,0, the NICSs
do not change much compared with the C,, C36H,2. The absolute values of the NICSs in
CiH 20 decrease overall though the outer six-membered rings keep their aromatic
character and the inner six-membered ring are still weakly aromatic if the effect of
oxygen is considered. Due to the prohibitive computational cost for the NICSs
calculation on Cg and its epoxide CgO, no attempt to determine NICSs for these two
molecules was made.

From the NICSs of the oxides, we note the contribution of oxygen to the aromaticity
of the systems. This may be due to the lone pair electrons in oxygen atom, which
contributes to the & electron conjugation of carbon skeleton. The position of the center
for NICS (for example with or without the oxygen counted in the ring) also may affect

the values of the NICSs.

3.4 Concluding Remarks

Density functional theory has been applied for the first time to study the bonding and
reactivity of selected fragments derived from Ce. The comparison of the energetics of the
reaction of the oxygen atom with the Cg fragments and of the aromaticity of these
fragments and their oxides leads to a preliminary conclusion that the C-C central bond in
Ca6H:2 (as in Cgp) is a constrained carbon-carbon double bond.

The open CC bond structure is due to the greater structural freedom in the
naphthalene oxides. Aromaticity plays a role in the relative stability of the epoxide and
oxepin products from the addition of an oxygen atom to benzene. Geometric constraints

cause the CC bond in the closed epoxide in C;4sHgO, CisHi120, C2sH120 and CeoOn to be
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more favorable. From the study of the reactivity of these Cgp fragments, it is probable that
steric strain causes the particular properties of the fullerenes. This view partially confirms
the conclusion that with increasing curvature there is increasing reactivity 2. The
electronic structure of Cqo fragments may also contribute to their unusual pr0perties[83l.
In the oxides of the systems studied, the oxygen contributes to the aromaticity of the
molecule as analyzed by determining the NICSs. The contribution from the geometric
site of reference point for NICSs is relatively small since the centers of six membered
ring and the seven membered ring are found to be very close to each other.

Based on the reaction barriers for oxygen ocp) plus the hydrocarbons, a conclusion
could be drawn that HF overestimates the activation energy, BHandHLYP does well in
characterizing the activation energy, and is especially a good tool for low barrier
reactions. B3LYP underestimates the activation energy, although B3LYP may be best for
structural characterization. The inclusion of exact exchange increases the reaction barrier
as judged from the performance of HF, BHandHLYP and B3LYP on the prediction of
this quantity. The inclusion of some fraction of exact exchange decreases excessive
conjugation shown by DFT ®l. For the structural predictions on the PAHs, HF favors

more localized structures, while electron correlation favors delocalization.
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Chapter 4

Tests of Density Functional Methods: Theoretical
Investigations of the Reaction of O (°P) with

Benzene and The Isomerization of Benzene Oxide

O O >
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4.1 Introduction

The reaction of an oxygen atom with benzene plays an important role in atmospheric
chemistry "%}, photochemical air pollution and in combustion processes. It also serves as
a realistic model for the reaction of an oxygen atom with other aromatic hydrocarbons™*!,
It is necessary to investigate further this fundamental reaction mechanism. There have
been experiments on the relative reaction rates for O (°P) and benzene using static
photolysis techniques 4, pulsed radiolysis "), discharge flow **'?! and modulation-
phase shift ("'?! techniques which have determined the absolute reaction rate constants
for this reaction. The mechanism of this reaction also has been studied with molecular
beam mass spectroscopy ["’l. In the mass spectroscopic study 'Y, two paths were
identified: formation of a long-lived complex, and formation of carbon monoxide, CO,
and a CsHs hydrocarbon that is probably 3-penten-1-yne. A complex of C¢, symmetry
and epoxide products of C,, symmetry were proposed by the author. During the reaction,
a spin transition was assumed to take place since the reaction changes from the lowest
triplet to the ground singlet electronic state '*L. In a later crossed molecular beam
experiment, the formation of phenol and the phenol radical resulted from the main
reaction channel 'Y, CO elimination. If this reaction occured at all, it was a relatively
minor reaction pathway. A microwave-discharge-fast-flow experiment found channels
producing CH (A?A) and OH (A2S") through observation of the emission spectra ("], The
CsHe pathway was proposed to produce cyclopentadiene rather than 3-pent-1-yne in this
experiment. In summary, the reaction of triplet oxygen with singlet benzene involves the

following pathways:
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OCP) +C¢Hs — CsHs O (complex)
- CO + CsHg
— phenol + C¢HsO + ---
— CH (A%A) + OH (A’Z") + -~
— C¢HgO (oxides)

The activation energy for the initiation reaction of the O + CgHs system was
determined to be 4.410.5 kcal/mol ') Another crossed-molecular-beam study measured
this initial reaction barrier to be 4.1+0.5kcal/mol '), The spin uncoupling model of Bader
et al. """ was proposed for the O + CgH initial reaction rather than the charge-transfer
model of Cvetanovié '"® on the basis of a comparison with the initial reaction barriers of
O + C;H,, C;H, and CgHs ¢! Most recently, photolysis of ozone with benzene in an
argon matrix at 12K has been studied ['!. A diradical intermediate was suggested in this
study. Through this diradical, phenol, 2,4-cyclohexdienone, benzene oxide and
butadienylketene all were produced ['%). No extensive theoretical studies of the reactions
of the oxygen atom with benzene exist. The most frequently postulated structures for
benzene oxide in both theoretical and experimental studies are the C, epoxide and the C;
oxepin. The tautomerism of the epoxide and oxepin was examined by 'H NMR !, The
energy of the epoxide is slightly, 1.7 kcal/mol, lower than that of the oxepin according to
an equilibrium constant measurement (201 However, at room temperature the entropy gain
associated with this rearrangement was predicted to cause a considerable displacement of
the equilibrium toward oxepin ?%.

There also are a few theoretical investigations of the structures and the tautomerism of
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the benzene epoxide-oxepin at both the semi-empirical and ab initio Hartree-Fock levels
21 At lower levels of theory, the geometries and enthalpies were poorly predicted 29I,
Recently, Pye et al. ! studied the valence isomers benzene epoxide and oxepin with
both HF and MP2 methods and included higher level MP3, MP4 and QCISD single point
energy calculations. In that report (%), the authors explored the tautomerism of benzene
epoxide/oxepin, and also located a transition state for the inversion which connects two
equivalent non-planar oxepin isomers. However, zero point vibrational energy (ZVPE)
corrections were not included explicitly in their discussions on the results from the MP3,
MP4 and QCISD methods.

Until the present investigation, there have not been any extensive theoretical studies of
the reaction mechanism of the triplet oxygen atom with benzene or of the isomerizations
of benzene oxides.

Based on a review of previous studies, we have considered all possible pathways for
an oxygen atom reacting with benzene and all the various possible products. A reasonable
mechanism for the isomerization of benzene oxide is determined. In this investigation, we
have employed both conventional ab initio (Hartree-Fock, MP2, MP3, MP4 and CCSD)
and density functional theories (BHandHLYP, BILYP, B3LYP, BLYP and

MPWI1PW91) with at least split valence plus polarization basis sets.

4.2 Computational Details

Ab initio and density functional computations were performed with the Gaussian 94%!
or Gaussian 98 packages 241 The Hartree-Fock (HF) method does not include electron

correlation, but is the starting point for most higher level calculations. It is well known
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that in almost all cases the Hartree-Fock method overestimates the activation energies for
reactions. Generalized Gradient Approximation (GGA) density functional methods
frequently underestimate activation energies ”). We chose hybrid density functional
methods (mixing exact exchange, i.e. HF exchange, into the density functionals) to avoid
the known shortcomings of these two methods, while maintaining their strengths: namely
low computational cost and generally good performance in structural and energetic
predictions. Another strength of DFT is the small spin contamination for many open shell
systems especially conjugated ones, which is crucial in correctly determining the
molecular energy. Starting from the Hartree-Fock optimized structures for a stationary
point, B3LYP %!, Becke's three parameter hybrid exchange functional *”! along with the
Lee, Yang, and Parr gradient corrected correlation functional 8! was employed in
geometry optimization and in vibrational frequency analysis. However, in spite of the
excellent performance of the B3 functional in the prediction of thermodynamic properties
7} and structural characterizations®”), the B3LYP average error in predicting classical
barrier heights ™! is often relatively large.

Another hybrid density functional BHandHLYP 5! (Becke's half and half exchange
functional P!} along with the LYP ® correlation functional), gave an average error of
-0.8+2.7 kcai/mol for a number of reaction barrier heights 30 and was employed to
better reproduce the height of barriers and presumably the transition state geometries.
Previous studies showed that the BHandHLYP method is a reasonable tool for the
characterization of reactions ***?**], In the present study, BHandHLYP also was used for
predictions with a larger 6-311++G** basis set.

Inspired by Becke’s one parameter protocol 1341 and Perdew and Emzerhof’s rationale
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for mixing exact exchange into DFT 135 Adamo and Barone 1% proposed new adiabatic
connection methods (ACMs): BILYP and B1PW91. The tests of BILYP and BIPW91
on the reduced G2 data set show that BILYP gives essentially the same performance as
the B3LYP model but with no fitting of parameters. Considering the similarity and the
simplicity of BHandHLYP and BILYP, BILYP also was employed in the present study.
Aside from the improvements due to PW91PW91 in the description of van der Waals
complexes, mPW1PW91 P” also was shown to be one of the best density functional
approaches for structure and thermochemistry. This new approach was employed along
with the BILYP method in the present study. Discussions of thermodynamics in the
present study mainly are based on the BHandHLYP, BILYP, B3LYP, MPW1PW91, and
MP2 results. The gradient corrected exchange functional, Becke's 1988 exchange
functional (B) ©®, was used without the inclusion of exact exchange in the present study
to study the role of exact exchange in the prediction of molecular properties.

For comparison of DFT with traditional ab initio methods, MP2 B9 was employed
in this study. As a compromise between accuracy and computational complexity, Pople's
split polarization valence basis set 6-31G* was used in nearly all predictions. For the
triplet and singlet intermediates for the initial reaction of oxgen with benzene, the
coupled cluster (CC) method with single and double substitutions and non-iterative triple
excitations ¥ (CCSD(T)) for all electrons were employed in single point energy
calculations. Meller-Plesset perturbation theory (MP) **! up to fourth order and CCSD(T)
with the 6-311G** basis set were used for the relative energies of the epoxide and oxepin

isomers.

Most calculations were performed with the Gaussian 98 A.7 program on a Silicon
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Graphics Origin 2000 server with 4 R12000 processors located at the University of
Waterloo. Computational facilities also included a Pentium II 300 MHz personal
computer under Linux with the PGI group Fortran compiler used to set up for Gaussian
98 and an 8-processor SGI Challenge server with Gaussian 98 A.5 in the Department of

Chemistry and Biochemistry at the University of Guelph.

4.3 Theoretical Results and Discussion

4.3.1 The initial reaction of oxygen with C¢Hj

When an oxygen atom approaches benzene, there are at least six different possible
pathways for reaction of the atom with the ring as shown in Scheme 4-1. From above the
triplet oxygen atom could add to one carbon atom to form a radical intermediate. The
oxygen atom could approach the center of the ring to form a highly symmetric complex.
Within the plane of the benzene ring, the oxygen atom may approach a C-C bond but first
will interact with the two hydrogen atoms connected to these two carbons. In this
approach, depending on the positions of the two hydrogen atoms, two paths exist. One
has the two hydrogens in the symmetry plane and a C,, structure results; another has the
two hydrogen atoms on different sides of the oxygen in a C; structure. A fourth route
involves an oxygen atom adding directly to the center of the C-C bond from above to
form an epoxide structure. Oxygen also could attack directly a hydrogen and abstract it
from the benzene to form the OH and C¢H; radicals. Finally, oxygen could insert into a
CH bond and thus directly produce phenol. Only the pathways which produce stable
benzene oxides will be discussed, i.e., the pathways for formation of the radical

intermediate and of the C, structure.
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@

Scheme 4-1 Possible pathways for the reaction of the oxygen atom (°P) with benzene
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4.3.1.1 Initial reaction barrier

In the case of attack by oxygen on one carbon atom, a diradical (4-3) with C;
symmetry forms before inter-system crossing and the subsequent OCC ring closure to
form an epoxide of C; symmetry. The geometries of isomers are presented in Figure 4-1
and the reaction pathway is shown in Figure 4-1A. With all methods, a transition state (4-
2) was located between the separated reactants and the diradical product. The harmonic
vibrational frequency calculations verified that this stationary point is a transition state
with only one imaginary vibrational mode that involves the backwards and forwards
motion of the oxygen and the carbon atom under attack. In the transition state, there are
small altemations among the CC bonds and all CC bonds lengthen compared with
benzene. The CC bonds connecting the carbon atom which was attacked lengthen while
the other four bond lengths are close to typical aromatic bond lengths. The oxygen atom
forms a weak bond with the carbon atom which is attacked. From the HF, BHandHLYP,
BILYP, B3LYP to the BLYP methods, the distance between these two atoms increases
from 1.801 A at the HF level to 2.052 A at the BLYP level. The CO distance at the MP2
level lies between those of BHandHLYP and BILYP, while MPW1PW91 predicts a
similar structure to that of BILYP and B3LYP.

At the HF level, the activation barrier is 13.5 kcal/mol, which is obviously rather
higher than the experimental value of 4.4+0.5kcal/mol !'*! (or 4.1+0.5kcal/mol ['*). This
activation barrier decreases to 7.9 Kcal/mol at the BHandHLYP level. As the weight of
exact exchange decreases from BILYP (0.25) ¢! and B3LYP (0.21) ?" to BLYP (0.00),
the activation barrier decreases further. The barrier is zero at B3LYP and negative at the

BLYP level. MPW1PW91 behaves similarly to BILYP for the prediction of the
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Figure 4-1 Geometries of the triplet transition state 4-2, triplet intermediates of

initial reaction 4-3, the singlet “walk” transition state 4-4 and epoxide 4-5
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activation barrier. Due to high spin contamination in the MP2 calculations on open shell
species, MP2 predicts a much higher activation barrier than the other methods. All the
energies of the isomers relative to the energy of the reactants (triplet oxygen and
benzene) are given in Table 4-1. Judging from the activation barrier, only the
BHandHLYP, BILYP and mPW1PW91 functionals well characterize the transition state.
BILYP and mPWIPW91 predict acti\'lation barriers closer to experiment than does
BHandHLYP. BILYP and mPWI1PW91 have smaller barriers than experiment while
BHandHLYP has a larger barrier than experiment. To decide which method should be
chosen for other calculation, the 6-311G**, 6-311G(2df,2p), 6-311++G(2df,2p) basis sets
were used with the BHandHLYP and mPW1PW91 functionals (BILYP appears to have
similar behavior to mPW1PW91) to calculate the activation barrier at the transition state.
The predicted barriers from BHandHLYP are 9.3 kcal/mol, 8.8 kcal/mol, and 8.0
kcal/mol, with the three basis sets respectively. mPW1PW91 predicted the barrier to be
2.4 kcalmol, 1.9 kcal/mol and 1.3 kcal/mol respectively. Although mPWI1PW91
predicted results closer to the experimental value than BHandHLYP, the barriers
approach the experimental value from below. As the basis set becomes larger, the barrier
continually decreases. So mPW1PW91 (and presumably BILYP) shows incorrect
direction of convergence for this barrier with respect to basis set convergence, while
BHandHL.YP does show the correct trend in convergence as the basis set increases to its

limit.
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Table 4-1. Relative energies of the isomers in Figure 4-1 (in kcal/mole)([AE=E,-

(Eoxygen TEbenzene)])
Isomers HF  BHandH  BHandH BILYP B3LYP BLYP  mPWIPW91 MP2
LYP LYP*
41 00 0.0 0.0 0.0 00 00 0.0 0.0
42 135 19 8.8 1.7 00 63 1.4 35.4
43 3.7 -6.7 -5.1 100 -11.2  -21.8 -12.9 18.1
4-4 527 5.1 4.6 -105  -159 296 -13.2 5.2
45 44  -387 -35.9 474 518 -582 537 S11

Basis set (except for BHandHLYP*): 6-31G*

BHandHLYP*: BHandHLYP/6-311++G**

The barrier predicted by BHandHLYP would be expected to approach the

experimental result from above based on the barriers from BHandHLYP with the basis

sets used. Based on this test, BHandHLYP was chosen for further predictions for this

reaction. The 6-311++G** set was used to examine the effects of both diffuse functions

and polarization functions on the activation barrier. BHandHL YP/6-311++G** predicted

a barrier of 8.8kcal/mol, the same as BHandHLYP/6-311G(2df, 2p). Diffuse functions

and polarization functions have similar effects on this quantity i.e. lowering the activation

barrier. As a compromise between the probable accuracy and the CPU and other

computational demands, BHandHLYP/6-311++G** was chosen for the higher level

predictions on all species. For the unrestricted open shell methods, which are the defaults

in the Gaussian code, the energy of an open shell system includes effects due to spin
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Table 4-2 <S™ of the triplet transition state 4-2 and the triplet intermediate 4-3

Species HF BHandH BHandH BILYP B3LYP BLYP mPWIPW91 MP2

LYP LYP*

4-2  2.6891 2.1257 2.1172 2.0489 20354 20149  2.0499  2.6326

4-3 24800 2.1014 20912 20436 20325 20108 2.0509  2.4086

BHandHLYP*: BHandHLYP/6-311++G**

<S*>(pure triplet)=2.0000

contamination. An increase in spin contamination exaggerates the activation barrier 4n,
Table 4-2 lists the <S?> of the transition states and intermediates with all eight methods.
Obviously HF and MP2 show serious spin contamination. It is not unexpected that UMP2
has a large spin contamination since its starting point is the strongly spin contaminated
UHF wavefunction. From BHandHLYP to BLYP, as the weight of exact exchange
decreases in the functionals, spin contamination decreases. Exact or Hartree Fock
exchange appears to be the cause of spin contamination in the current hybrid density
functional methods. Compared with HF and MP2, BHandHLYP shows less spin
contamination although it still has larger spin contamination than BLYP which does not
include exact exchange. An increase in basis set size (from 6-31G* to 6-311++G**)

reduces the spin contamination.

129



4.3.1.2 The triplet intermediate, 4-3

The system goes through the transition state to form a triplet state intermediate before
the stable singlet benzene oxides can form. In the triplet intermediate, the oxygen binds
via a single bond to the carbon atom which is attacked. The structure of this intermediate
is similar to the transition state, however, the hydrogen connected to the carbon atom
under attack by oxygen is bent further out of plane with respect to the benzene skeleton in
the intermediate. The differences among the CC bond lengths are larger in the
intermediate than in the transition state with respect to the CC bond length in benzene.
The two CC bonds at the carbon which is attacked and the other two CC bonds farthest
from that attacked carbon lengthen (to about 1.510 A for the first two bonds and 1.420 A
for the second two). The CC bonds connecting these two sets of CC bonds decrease (to
1.360 A). These changes result from the unpaired electron distribution among the heavy
atoms. In the transition state, the two unpaired electrons remain mostly on the oxygen
atom. Given the long CO distance, the interaction between the oxygen and the benzene
moiety is relatively weak. Thus there is only a small change in the structure of the
benzene. In the triplet intermediate, one electron remains on the oxygen atom, while the
other localizes mainly on the carbon across from the carbon which was attacked by the
oxygen. This spin density distribution produces two CC bonds with mostly double bond
character. The CC bonds of the carbon with one unpaired electron on it have typical
aromatic bond characteristics (the unpaired electron on the carbon is in conjugation with
other four ©t electrons) and the other two CC distances are single bonds.

The triplet intermediate is a minimum with all methods except BLYP. BLYP

predicted this structure to be a transition state, that is, the harmonic frequency
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calculations indicated exactly one imaginary vibrational mode which involved the out-of-
plane motion of the oxygen out of the symmetry plane. With distortion along the mode of
the imaginary frequency, a minimum was located with the BLYP method. The structure
of this minimum has changed very little compared to the transition state except for the
loss of the symmetry plane. The minimum is 1.5 kcal/mol lower in energy than the
symmetric structure. Larger basis sets (6-311G(2df,2p)) or a larger grid for numerical
integration (500 for radial shell, 974 for angular points per shell, the default is 75, 302
respectively) with the 6-31G* basis set were use to check the effect of basis set and grid
size in the DFT on the qualitative (minimum or transition state) structural prediction *'.
The calculations (larger basis set, larger grid with 6-31G*) indicated that the C,
symmetric structure is a transition state. The further addition of diffuse functions (6-
311++G(2df,2p) on both heavy atoms and hydrogens did not change this prediction.
Further when local DFT (SVWN/6-311++G**) was used to model the symmetric
structure, the results indicated that the triplet intermediate is a minimum. Other GGA,
namely PW91PW91, mPWPWO91, and G96LYP 24 were employed to check the effects
of the gradient correction in particular functionals. All three approaches predicted this C,
triplet structure to be a transition state. The imaginary vibrational mode is the rocking of
the oxygen out of the symmetry plane. The behavior of the GGA, local and hybrid
functionals, manifests the roles of gradient correction and exact exchange. The weight of
exact exchange in a hybrid method, BXLYP, was set to x=0.0001, 0.010, 0.1000, 0.1500
and 0.2000 to check the role of exact exchange in the modeling of this structure. The new
factorized functionals predicted this triplet species to be a transition state until the weight

of exact exchange was increased to 0.2000. At 0.2000, the transition state takes on the
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character of 2 minimum. As the weight factor of the exact exchange increases from
0.0001 to 0.1500, the magnitudes of the relative motions of the atoms in the imaginary
mode change although the overall picture of the mode remains roughly the same. These
changes reflect the change in the imaginary frequency as it increases from (i) 307 cm’
with 0.0001 exact exchange to (i) 1683 cm™ with 0.1500 exact exchange. We note that
HF predicts a different potential surface from DFT around some critical points. This will
be discussed later for a second order saddle point.

The addition of the oxygen atom destroys the m electron ring current around the
benzene skeleton which stabilizes this typical aromatic molecule. Thus it is expected that

the formation of the diradical will not be strongly exothermic as was observed in Table 4-

I.

4.3.1.3 Intersystem crossing

An inter-system crossing must occur since the reactants are in a triplet state while the
benzene oxides are in their ground state - singlet electronic states. Optimization of the
triplet intermediate in its singlet electronic state resulted in a stationary point with Cs
symmetry on the potential surface and the harmonic vibrational frequency calculations
verified that this stationary point is a transition state with only one imaginary frequency.
The mode of this imaginary frequency involves the “walk™ of the oxygen atom around
the benzene ring (as sketched in Figure 4-1): the oxygen migration from one CC bond to
another, and so on, i.e. the epoxide undergoes a degenerate rearrangement. This process
has a similar activation energy “* to the previously studied migration of a methylene

group around the benzene ring. There is no symmetry forbidden nature to this reaction as
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there is for a methylene group migration in cycloheptatriene. With no hydrogens attached
to the oxygen atom, the lone pair electrons on oxygen can smoothly adjust themselves to
the geometry of the structure. This mechanism was confirmed through the technique of
H labeling **! in an early experiment studying the photolysis of benzene oxide. The
geometric structure of the singlet transition state is similar to the triplet intermediate
especially in the region of the ring attacked by the oxygen. The major difference is the
bond angle formed by the oxygen, the carbon attacked and the carbon atom within the
symmetry plane as illustrated in structures 4-2, 4-3, and 4-4 of Figure 4-1. The structures
of these species will be discussed later. The OCC angle within the symmetry plane
becomes smaller in 4-4, i.e. the oxygen atom approaches more closely to the benzene
ring. The hydrogen on the carbon attacked by oxygen is bent further out of plane in 4-4.
The geometry change in 4 facilitates the closure of the OCC three-membered ring in the
epoxide (4-5) and the oxygen migration within this epoxide. There is also more
conjugation among the other carbon atoms in 4-4, which makes the three CC bonds more
aromatic as manifested by their bond lengths (ranging from 1.365 at HF to 1.415 at
BLYP). This similarity in singlet and triplet geometries and energies inspired us to
postulate an intersystem crossing mechanism through spin-orbit coupling. The spin-orbit
coupling probably involves the oxygen atom and the coupling is important although the
constant is relatively small 41,

The rationale of intersystem crossing necessitates the accurate prediction of the energy
difference between the triplet and singlet states. At the MP2/6-31G* optimized
geometries of the triplet and singlet states, CCSD(T) with all electrons correlated and the

6-31G* basis set was applied in single point energy calculations. Coupled cluster (CC)
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Table 4-3 Relative energies (in kcal/mole) between structures 4-3 and 4-4 in their

singlet and triplet electronic states calculated with 6-31G*

MP2 PMP2 MP3 PMP3 MP4D MP4DQ MP4SDQ MP4SDTQ CCSD CCSD(T) BILYP?

A -225 -108 28 110 -28 29 -3.5 19.3 6.2 -3.9 0.6
B 42 76 136 225 109 150 11.5 0.7 156 -23.6 6.0°

C 478 -342 -25.2 -14.6 -29.8 -24.6 -15.1 -44.0 -15.5  -22.5 -17.1

CCSD(T)(full) with MP2/6-31G* optimized structures
A: AE=E 4-Eqs

B: AE=E. 3singter-Es-3mipler

C: AE=Ey ssingler-Es-suipier

a: 6-311++G** b: -1.6kcal/mol(UB1LYP)

theory has been shown to be one of the most reliable methods for structures 43) and
energetics *’!. The energy differences of these two species in both their singlet and triplet
electronic states are listed in Table 4-3. MPn up to the level of MP4SDQ were performed
along with the CCSD(T) approach. The energy differences predicted by these methods
are listed in Table 4-3 as well. CCSD predicted that 4-4 is higher in energy than 4-4 while
the addition of triple excitations in CCSD(T) switched the energetic order of the two
structures. A divergent behavior in MPn ") for the energy differences was observed. In
order to check the effects of the triple contributions, MP4SDTQ also was employed to
predict the relative energies of these species. Similar to the triples contribution in
CCSD(T), the addition of triple substitutions in MP4SDTQ switched the energetic order

of 4-3 and 4-4 predicted by MP4SDQ, although the difference is small. A preliminary
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conclusion can be drawn from this observation that there could be multiconfiguration
character in this region. The vertical energy difference between the lowest triplet and
singlet states of 4-3 and 4-4 with MP2 optimized geometries were predicted by MP4 and
CCSD(T). For isomer 4-3, except for MP2 and CCSD(T), all methods predicted the
singlet state is above the triplet state on the potential surfaces. MP2 predicted that the
singlet state is 4.2 kcal/mol below the triplet state. CCSD(T) predicted an even larger gap
between these two states, with the singlet 23.6 kcal/mol lower than the triplet. The
predicted energy changes very for these two states (almost 40 kcal/mol) from CCSD to
CCSD(T). Although this change from MP4SDQ to MP4SDTQ is large, it is still much
smaller than that from CCSD to CCSD(T). For isomer 4-3, the energy differences
between the singlet and triplet states predicted by all methods are consistent i.e. the
singlet is about 20 to 30 kcal lower in energy than the triplet electronic state.

Scheme 4-2 illustrates the relative energetic order of the singlet and triplet states of 4-
3 and 4-4. With MPn and CC, no definitive conclusion regarding the relative stability can
be drawn from the calculations on 4-3. The relative order of the singlet and triplet state of
isomer 4-4 appears to be established clearly. Further calculations are necessary to clarify
the relative energies of singlet and triplet 4-3. Unrestricted HF solutions with high spin
contamination make MPn and apparently in the case of 4-3 even CC predict the energy of
the open shell triplet electronic states inaccurately due to spin contamination. For
conjugated systems such as 4-3 with a high degree of electron delocalization, caution is

advised in the application of CC and MPn.
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Scheme 4-2 Illustration of the relative energy of the singlet and triplet states of 4-3
and 4-4

Triplet

B: Singlet, PMP2,
MP3, PMP3, MP4D,
MP4DQ, MP4SDTQ,
CCSD, UBILYP

Triplet )

Singlet
’
-’
-’
-

A Singlet, MP2, -- =
CCSD(T)
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Previous studies **! with DFT on some situations where multiconfiguration
character was anticipated showed DFT is capable of describing some critical points with
multiconfiguration electronic character. BILYP was used here to perform unrestricted
natural orbital (UNQ) analysis and energetic predictions due to comparable performance
to B3LYP with even better results in some difficult cases. Its simpler parameterization
(without any empirical fitting) is also noteworthy (*¢!. Although the active space involves
2 electrons and 2 orbitals at UB1LYP, the calculation showed that the singlet of isomer 4-
3 is likely to be an open shell singlet, i.e. a singlet biradical with inherent
multiconfiguration character. The energy difference predicted by BILYP/6-311++G** is
also listed in Table 4-3, both at the restricted and unrestricted levels. The energy
difference between the singlet and triplet states of isomer 4-3 and the energy difference
between isomer 4-3 in the triplet state and isomer 4-4 in its singlet state are small. So it is
plausible that inter-system crossing takes place in this region. The order of the states
changes from the restricted BILYP to the unrestricted BILYP due to the release of the
constraint on the alpha and beta Kohn-Sham orbitals.

Unrestricted BILYP overestimates the energy of the singlet state compared with the
triplet electronic state. BHandHLYP predicted that isomer 4-3 was lower in energy than
isomer 4-4, while other DFT methods predicted 4 to be lower than 4-3, although the
energy difference was small. Such a result could be due to the large component of exact
exchange in BHandHLYP. HF still predicted that isomer 4-3 was 49 kcal/ higher in
energy than isomer 4-4 (much higher than with other methods).

After an inter-system crossing, the system is in the singlet electronic ground state.

Through transition state 4-4, the first stable epoxide product 4-5 could be formed. The
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overall formation of this epoxide is highly exothermic (about 40 to50 kcal/mol) at all
theoretical levels except HF. The energy released is sufficient for the system to overcome
the first barrier as well as provide the activation energy for ring closure in the next step.
By all methods except HF, the ring closure transition state (4-4) is lower (2.8 kcal/mol at
BHandHLYP/6-31G* to 40.6 kcal/mol at MP2/6-31G*) in energy than the first triplet
transition state 4-2. This energy release allows the reaction to proceed.

HF predicts that the overall reaction is endothermic and all the intermediates and
product are higher in energy than the initial reactants. The relative energies are shown in
Table 4-1. This performance is no doubt due to the well-known bias of HF for high spin
states due to its lack of inclusion of opposite spin correlation.

The potential curves for the BILYP, B3LYP, BLYP and mPW1PW91 functionals are
similar to those illustrated in Figure 4-1A. Due to serious spin contamination, the
potential curves from HF, MP2 and BHadnHLYP appear different. The different
behavior of different methods is clearly obvious for the relative energy of 4 and the

reactants.
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4.3.2 Isomerization pathway from epoxide to 7-Oxa-norbornadiene

4.3.2.1 Relative stability of benzene epoxide and oxepin

Epoxide 4-5 isomerizes easily to oxepin by breaking the CC bond in the three-
membered ring. This bond is weakened due to the constraint of the three membered ring.
The epoxide-oxepin valence tautomerism was studied experimentally in the 1960s. The
epoxide 4-5 is 7 kJ/mol (1.67 kcal/mol) lower in enthalpy than the oxepin 4-7 as
measured by '"H NMR ., Previous single point calculations by MP2, MP3, MP4 and
QCISD(T) at the MP2 optimized geometries (all with the 6-31G* basis set) favor 4-5 but
with a very small energy difference. At HF, BHandHLYP, BILYP, B3LYP and BLYP
levels, 4-5 is about 1.6 kcal/mol higher in energy than 4-7, while MP2 and mPWI1PW91
predict that 4-5 is (2.5 and 1.8 kcal/mol respectively) lower in energy than 4-7. In
addition to these predictions, single point calculations, MP4SDTQ(full) and
CCSD(T)(fuil) with the 6-31G* and 6-311G** basis sets, were used to determine the
order of these two isomers. The relative energy differences are given in Table 4-4.
Without ZVPE correction, the MP4 and CCSD(T)(full) with 6-31G* favor 4-5 over 4-7
by approximately 1 kcal/mol and 0.5 kcal/mol respectively. With ZPVE correction
considered (using the MP2/6-31G* ZPVE correction), 4-5 and 4-7 are equal in energy at
the CCSD(T)(full) level and 4-5 is 0.5 kcal/mol above 4-7 at MP4. With the 6-311G**
basis set (except for MP2 and MP4SDTQ), all methods predicted that 4-7 is lower than 4-
S, although the difference is only about 0.3 kcal/mol. From these calculations, no
definitive conclusion can be drawn about the relative stability of the epoxide and oxepin

other than that these two isomers are close in energy. One should note that the
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Figure 4-2 Isomerization pathway from epoxide to 7-Oxa-norbornadiene
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experiments were carried out in solution and the solvent effect could be important in the
case of such small energy differences 2. To isomerize to 4-7, 4-5 needs to overcome an
8.8 kcal/mol barrier through a transition state %!, Except for HF, all methods predicted an
energy barrier in reasonably good agreement with experiment. Among these predictions,

the BHandHLYP and mPW1PW91 functionals give the best estimates of the barrier.

Table 4-4 Relative energies of the (C,) epoxide 4-5 and (C;) oxepin 4-7 (in kcal/mole)

(AE:onepln'Eepoxlde)

MP2 MP3 MP4D MP4DQ MP4SDQ MP4SDTQ CCSD CCSD(T)

6-31G*Aa 35 038 1.1 1.1 1.0 - 0.5 0.5
6-31G*Ab 3.0 03 06 0.5 0.5 - 0.0 0.0
6-311G**B 22 -06 -0.1 -0.2 -0.1 0.7 -0.3 -0.2

A: CCSD(T)(full) a: without ZVPE correction b: with ZVPE correction
B: MP4(SDTQ)(full), CCSD(T)(full)

At the MP2 optimized geometries
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The structures of the isomers in Figure 4-2 are reported in Figures 4-2A and 4-2B. The
epoxide resembles a diene rather than an aromatic compound if the CC bond lengths are
considered. The CC bond in the epoxide ring and the two CC bonds connecting the CO
bonds are single bonds judging from their lengths. The CC bond opposite the epoxide
ring is a single bond as well (distance from 1.464A at HF to 1.444A at MP2). The
remaining two equivalent CC bonds are double bonds (distance of 1.329A at HF to
1.360A at MP2). At the HF level, the formation of the epoxide is endothermic relative to
reactants by 4.4 kcal/mol. The other methods predict that the formation of the epoxide is
somewhat exothermic by approximately 40 to 50 kcal/mol.

The Hiickel rule implies that the eight n-electron ring should distort to minimize the
unfavorable anti-aromatic character in oxepin. The oxygen atom lies out of the carbon
atom ring, which gives an overall boat shape to the oxepin. From the bond lengths,
oxepin adopts a triene structure. The shape of oxepin does not change much compared
with the epoxide structure as pointed out in a previous study ?). The CC bond distance of
the two carbon atoms connecting the oxygen atom lengthens from about 1.5A in the
epoxide to 2.3A in the oxepin. These carbons are obviously bonded in the epoxide and
nonbonded in the oxepin. In the transition state connecting the closed epoxide and the
open oxepin structures, the distance between the two carbon atoms connecting oxygen

lies between the epoxide and oxepin values (ranging from 1.819A at HF to 1.9024A at
MP2).
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Figure 4-2A Geometries of oxepin 4-7 and transition states 4-6, 4-8 and 4-9 (for
structure 4-9, the first column contains the closed shell singlet bond lengths and the

second open shell singlet resuits)
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Figure 4-2B Geometries of (C;) 3-Oxa-bicyclo[3.2.0]hept-6-ene, 4-10, transition state

to 3-Oxa-quadricyclane, 4-12, and 7-Oxa-norbornadiene, 4-13
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4.3.2.2 Isomerization of oxepin

Oxepin, can easily invert to an equivalent structure through a planar transition state 4-
8 as illustrated in Figure 4-2. The inversion barrier of oxepin is predicted by the methods
used to be about 3.0 kcal/mol. There are no large changes in the bond distances in the
transition state compared with oxepin as would be expected given the small energy
change. The imaginary vibrational mode involves merely the bending of the oxygen out
of the molecular plane.

Oxepin could isomerize further by the bonding of two carbons in the seven-membered
ring. The bonding of the two B carbon atoms results in a 4,5-membered ring compound
(C)3-Oxa-bicyclo[3.2.0]hept-6-ene, 4-10, through a transition state of C; symmetry (4-
9). (C,)3-Oxa-bicyclo[3.2.0]hept-6-ene is also a possible adduct of furan and acetylene, in
which the acetylene attacks the CC single bond in a 2,2-addition. The structure of 4-10
has more strain than oxepin since the formation of the four-membered ring requires that
the CC bond angle be almost 90°. This calculation indicated that the formation of this
structure from oxepin is endothermic. MP2 and the various functionals in DFT predicted
that the system needs to absorb about 60 kcal/mol of energy in order to isomerize to 4-10
from oxepin (4-7). It is even more endothermic at the HF level (90 kcal/mol). The
relative energies of the structures are reported in Table 4-5. The loss of the =« electron
conjugation due to formation of the four-membered ring also causes endothermicity as
does the structural strain in the product. Compared with 4-7, the structure in the five-
membered ring of 10 changes greatly. The CC bonds in the five-membered ring change
from double bonds to single bonds in 4-7. The OC bonds become shorter due to the n

electron conjugation of oxygen with its neighbouring carbons.
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The transition state between 4-7 and 4-10 is similar in the four-membered ring region
to that of 4-10 and similar in the oxygen portion to 4-7. The CC bond-to-be in the
transition state is about 2.1A, lying between the corresponding values in 4-7 and 4-10.
Since the formation of 4-10 from 4-7 is highly endothermic, the activation barrier was
expected to be large. The calculations with the restricted method predicted a barrier of
110 to 120 kcal/mol by MP2 and the various functional in DFTs. HF predicted the barrier
to be as high as 173 kcal/mol as shown in Table 4-5 and Figure 4-2. Obviously, such a
barrier rules out any chemical role for this pathway.

There may exist a lower energy solution that introduces multiconfiguration character
for 4-9 due to the destruction of the wt electron conjugation. Natural orbital analysis was
employed to check the wavefunction at this point. Both unrestricted HF and unrestricted
DFT calculations show that there exists an open shell singlet state lower in energy than
the restricted singlet state at this point. With the unrestricted open shell wavefunction, all
four DFT methods have been used to optimize the geometries of the open shell singlet
structures. The <S> values (listed in Table 4-6) indicate a large mixing of the triplet with
the singlet electronic state. The HOMO-LUMO gaps of the o and B orbitals predicted by
all methods used are equal in structure 4-9’. As the mixture of exact exchange decreases,
these gaps become smaller and smaller from UBHandhLYP to UBLYP as shown in
Table 4-6. UMPW1PWO91 predicts similar energy gaps to those of UBILYP which
indicates the importance of exact exchange in the prediction of this electronic property.
The structures of both the closed shell and open shell singlet states are shown in Scheme

4-3. In the open shell singlet structure, the four-membered ring
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Table 4-5. Relative energies of the isomers in the isomerization path from epoxide to

7-Oxa-norbornadiene (in kcal/mole)[AE=E,-(Eoxygen +Ebenzene)]

Isomers HF  BHand BHand BILYP B3LYP BLYP mPWIPW91 MP2
HLYP HLYP*
4-1 0.0 0.0 0.0 0.0 00 00 0.0 0.0
4-2 135 79 88 1.7 00 -63 1.4 354
4-3 3.7 -6.7 -5.1  -100 -11.2 -21.8 -12.9 18.1
44 527 5.1 46 -105 -159 -29.6 -13.2 -5.2
4-5 44 -38.7 -359 474 518 -582 -53.7 -51.1
46 173 -31.1 -29.1 420  -46.7 -545 -47.1 -45.7
4-7 1.0 -40.0 -389 -49.0 -53.1 -60.0 -51.2 -48.3
4-8 4.0 -36.7 -354 458 499 -57.2 -47.5 422
49 156.8 95.2 954 76.1 699 54.6 713 75.0
4-10 893 31.2 334 l6.1 102 -09 7.6 4.9
4-11 940 347 375 209 148 5.7 8.9 10.3
4-12 429 -3.0 1.9 -7 -126 -142 -24.4 -16.1
4-13 218 -20.5 -185 -27.2  -313 -35.7 -354 -353
49 69.8 62.1 586 504 63.2

Basis set (except BH*): 6-31G*; BHandHLYP*: BHandHL YP/6-311++G**

4-9': Open shell singlet; the structures of these isomers are shown in Figures 4-1 and 4-2.

147



Table 4-6 <S> and HOMO-LUMO gaps (in a.u.) for the open shell singlet 4-9'

UBHandHLYP UBILYP UB3LYP UBLYP UMPWIPW91

49 1.2452 1.1505 1.1242 1.0283 0.8756
a 0.24819 0.14905 0.12778 0.05288 0.15095
B 0.24819 0.14905 0.12778 0.05288 0.15095

<S*> (closed shell singlet)=0.0000

region shrinks while the five-membered ring including oxygen expands compared to the
closed shell structure. The spin density distribution in the open shell singlet structure (as
shown in Scheme 4-3) favors the formation of a new CC bond since the unpaired
electrons on the two bonding carbons have opposite spin. Also for the open shell singlet
state 4-9' the barrier of the transition state corresponding to the closed shell species 4-9 is
lowered by about 4-10 kcal/mol as shown in Table 4-5 and Scheme 4-3.
(Cs)3-Oxa-bicyclo[3.2.0]hept-6-ene, 4-10, is high in energy on the potential surface as
shown in Figure 4-2. It could isomerize to another minimum. The formation of the four-
and five-membered rings in 4-10 implies sp’ hybridization of the carbon atoms shared
between the four- and five-membered rings. This hybridization renders the dihedral angle
between these two rings smaller, which could facilitate ring closure of other carbons to
form 3-Oxa-quadricyclane (isomer 4-12). The transition state 4-11 between these two
isomers resembles 4-10 except for the smaller dihedral angle along the reaction
coordinate. The distance between the bonding carbons ranges from 2.0 A to 2.1 A with
the methods employed. Other geometric data in the transition state are similar to those in

isomer 4-10. To overcome this tr.ansition state to reach 4-12, isomer 4-10 needs to absorb
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only several kcal/mole of energy (1.3 kcal/mol predictably at mPW1PW91, 6.3 kcal/mol
by BLYP).

The formation of 4-12 from 4-10 is exothermic. 20 to 30 kcal/mol energy should be
released upon reaction. 4-12 has C, symmetry. All the CC bonds in 4-12 are single bond.
Isomer 4-12 is stable compared with the reactants (O(P) + benzene). Different relative
stability of 4-11 and 4-12 is predicted by BILYP, B3LYP and mPWIPWO9I.
mPWI1PW91 predicts that 4-12 is lower in energy than 4-11 than do BILYP and B3LYP

do. mPW1PWO91 predicts isomer 4-12 is more stable by 4 kcal/mol.

4-9

4-10

4-7

Dashed line is the potential curve for the open shell singlet

Scheme 4-3 Reaction pathways from oxepin to isomer 4-10 and an illustration of the

spin distribution in the open shell singlet structure (C,, TS)
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Breaking of the two bridging CC bonds in 4-12 results in the formation of the 7-Oxa-
norbomadiene (4-13). The calculations predict that the formation of 4-13 releases about
20 kcal/mol energy due to relaxation of geometric strain in 4-12. The valence
isomerization in these two isomers is similar to that of the norbornadiene-quadricyclane
system. At the CCSD(T) level with the MP2 optimized geometry, the formation of
quadricyclane from norbornadiene releases 24 kcal/mol energy (01 The inter-conversion
of these two isomers could involve excited states and intersystem crossing (or
intersection) %!,

Photolysis and pyrolysis experiments on 3-Oxa-quadricyclane (isomer 4-12) were
performed more than twenty years ago by Prinzbach and Babsch S Upon photolysis, 4-
12 isomerizes to 7-Oxa-norbornadiene (4-13). In an acidic solution, 4-12 isomerizes to
another isomer (isomer 4-20 in our study). Structure 4-12 isomerizes to oxepin (and there

51 without acidic solution. An

was an equilibrium between oxepin and benzene epoxide)
intermediate was assumed connecting 4-12 and oxepin in this experiment. The present
theoretical study supports the proposed mechanism in this experiment for the
photochemistry connecting oxepin to 7-Oxa-norbornadiene and 3-Oxa-quadricyclane

system ©' and locate the reaction pathway by finding one minimum (isomer 4-10) and

two transition states (transition states 4-9 and 4-11).
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4.3.3 [Isomerization pathway from epoxide to Dewar benzene oxide

Epoxide 4-5 could isomerize in a similar manner to 4-7 as that described above. 4-5
looks like a diene in the carbon ring region and the diene skeleton in 4-§ is planar. The
two middle carbon atoms can bond to each other in transition state 4-14 and this bonding
is similar to the ring closure in butadiene *! as shown in Figure 4-3. The ring closure in
4-S results in another epoxide (4-15) (a Dewar benzene oxide). Although the isomers
connecting this transition state have C; symmetry, the transition state has only C;
symmetry which could be due to the geometric strain caused by the epoxide. The
difference of the two OC bonds in the transition state is about 0.015A (to 0.020 A). The
distance between the two bonding carbons is about 2.1 A, similar to that in the transition
state for the closure of butadiene *®!, The structures of the isomers in Figure 4-3 are
reported in Figure 4-3A. Compared with the cyclization of butadiene, the barrier for the
ring closure in 4-5 is much higher than that of butadiene (43.8 kcal/mol for butadiene (521
about 80 kcal/mol for benzene oxide). The location of this transition state provides
theoretical support for 4-15 isomerizing to 4-5 *!. The relative energies of the isomers in
Figure 4-3 are reported in Table 4-7.

The formation of 4-15 from 4-5 requires about 50 kcal/mol of energy. 4-15
becomes more bent than 4-10. The interaction between the two carbons in the epoxide
part causes strong bonding in 4-15, this CC bond length is about 1.46~1.47 A. Also the
CC bonds next to this CC bond becomes longer. The bending in 4-15 renders the
migration of oxygen from one side to the other possible. A transition state 4-16 has been
located (for most methods) connecting the two identical isomers of 4-15 for oxygen

migration. 4-16 has C,, symmetry and the oxygen lies above the Dewar benzene.
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Figure 4-3 Geometries of Dewar benzene epoxide 4-15, transition states 4-14 and 4-
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Figure 4-3A Isomerization pathway from epoxide to Dewar benzene oxide
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Table 4-7. Relative energies of the isomers in the isomerization pathway from

epoxide to Dewar benzene oxide (in kcal/mole)[AE=E~(Eoxygen +Ebenzene)]

Isomers HF BHand BHand BILYP B3LYP BLYP mPWIPW91 MP2

HLYP HLYP*

4-1 0.0 0.0 0.0
4-14 1054 53.0 55.5
4-15 580 12.8 17.1
4-16 1622 134.3 134.2
4-16°
4-16°

0.0

39.9

4.7

121.1

0.0

344

-0.04

116.2

88.1

75.8

0.0

24.4

-53

101.1

77.9

68.1

0.0

30.5

-7.2

117.2

86.3

73.0

0.0

334

132.9

Basis set (except BHandHLYP*): 6-31G*

BHandHL YP*: BHandHL YP/6-311++G**

4-1 is the reactant of benzene with triplet oxygen atom; 4-16: open shell singlet

optimized geometry 4-16°: triplet optimized geometry

van Tamelen and co-workers synthesized a similar complex of Dewar benzene with

palladium dichloride **! to transition state 4-16. In this experiment, the olefinic bond in

Dewar benzene is prone to interact with an electron-deficient species while retaining a

cyclobutadiene unit despite the availability of an aromatization pathway (531 Although
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oxygen is rich in electrons, its electronegativity allows it to accept additional electrons
from another species. The analysis indicated that there was a small charge transfer from
Dewar benzene (mainly from the four carbons of the double bonds) to oxygen in 16. The
distance from oxygen to the four carbons of the double bonds is about 2.3 A (2.5 A at
BHandHLYP and 3.0 A at HF).

Among the methods employed (with the 6-31G* basis set), HF, BHandHLYP, BILYP
and MP2 predicted 4-16 to be a transition state. The harmonic vibrational frequency
calculations yield only one negative eigenvalue for the Hessian matrix. The symmetry of
the mode with a negative eigenvalue is by, involving the migration of the oxygen from
one side to another out of the symmetry plane containing the middle carbon carbon bond.
B3LYP, BLYP and mPW1PW91 predicted this structure to be a second order saddle
point (SOSP). Even more tightly optimizing the geometry did not qualitatively change
the results. The smaller negative eigenvalue is a b mode involving the rocking of the
oxygen within the symmetry plane mentioned above. Increasing the basis set to 6-
311G** and tightening the geometry optimization caused the SOSP to become a
transition state at the B3LYP and mPWI1PWO91 levels. Tighter optimization with
BLYP/6-311G** predicated that this structure is a third order saddle point (TOSP).
Addition of diffuse functions did not change this prediction. The symmetry of the mode
(az) of the new negative eigenvalue involves bonding of oxygen with the two diagonal
carbons.

The energy of 4-16 is much higher (about 110 kcal/mol) than 4-15. The oxygen
migration from one side to the other is difficult if it occurs at all as judged from the

energetics. The discussion here is more theoretically interesting than of thermochemical
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importance since different methods predict different natures for this stationary point. The
loose complex of oxygen with the Dewar benzene in 4-16 could cause the wavefunction
to be an open shell singlet that could mix the lowest triplet with the lowest singlet state.
By the aid of natural orbital analysis, BLYP predicted this wavefunction to be an open
shell singlet with two orbitals and two electrons in the active space. The release of the
restriction on the a orbitals and B orbitals in the wavefunction should lower the energy of
this stationary point. The single occupancy of the HOMO indicates that the weight of the
triplet is large and suggests the closeness in energy of the lowest triplet state to the singlet
in energy. Single point calculation of the open shell singlet (BHadnHLYP, B3LYP,
BLYP and mPW1PW91) predicted that the open shell singlet is more than 30 kcal/mol
(without ZPVE correction) lower in energy than the closed shell singlet.

Optimization of an open shell singlet state for 4-16 (by B3LYP, BLYP and
mPW1PW91) indicated that the optimized open shell singlet is about 30 kcal/mol (or
less) lower than the closed shell singlet. The <8%> (=1.000) are listed in Table 4-8 for the
open shell singlet structures predicted by all three methods and indicates the mixing of
the triplet and singlet states. The BLYP optimized open shell singlet geometry is almost
identical to the closed shell structure in spite of the 23 kcal/mol energy difference. At
UB3LYP and UMPWI1PW91, the distance from oxygen to the top carbons in the open

shell singlet geometry increases by 0.042A and 0.049A respectively. The change in CC
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Table 4-8 HOMO-LUMO gaps A (in Hartree) of the closed shell singlet, open shell

singlet and triplet of 16, <S> for the open shell singlet and triplet of 4-16

UBHandHLYP UBILYP UB3LYP UBLYP UmPWIPW9l

A 0.18584 0.08288  0.06290  -0.02465" 0.07831
<sBA 1.0020 0.0000 1.0032
Ax? 0.13528  -0.02615° 0.16000
ApA 0.13528 0.16000
<s> 8 2.0058 2.0061 2.0057
Aa® 022980  0.14679 0.24881
AB® 0.15630  0.06065 0.18163

S(closed shell singlet)=0.0000
S¥(triplet)=2.0000

A=open shell singlet, B=triplet

C: Orbital Energy Egs = -0.12106, Ex= -0.14571

D: Orbital Energy Eps = -0.11909, Ey=-0.14524
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Scheme 4-4 Illustration of oxygen migration in Dewar benzene epoxide 4-15
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bond length is not significant in this open shell singlet structure. Vibrational frequency
analyses indicated that the open shell singlet is a transition state with all three methods
used. The mode of the negative eigenvalue is a rocking of the oxygen within the
symmetry plane containing the middle CC bond.

The triplet state was also optimized for 4-16 with B3LYP, BLYP and mPW1PW91
(since only these three methods located the open shell singlet geometry). In the triplet
structure, the distance from oxygen to the top carbons becomes longer compared with the
closed shell and open shell sinlget geometries. It increases by about by 0.15SA resulting in
a still looser structure. The two end CC bonds closest to oxygen shorten about 0.014
while the four equivalent CC bonds lengthen by 0.01A. The structure of 4-16 is shown in
Scheme 4-4. At the B3LYP and mPWI1PW91 level, this triplet structure is a minimum.
At BLYP, it is a transition state similar to the open shell singlet predicted by the same
method, and also similar to intermediate 4-3. The energetics predicted by the three
methods indicate that the triplet state is more thar 30 kcal/mol lower than the closed shell

singlet state (10 kcal/mol lower in energy than the open shell singlet).

434 Isomerization path from oxepin to bicyclo[2.1.0]-2-pentene-5-
carbaldehyde(4-20)

The first and fourth carbons in oxepin 7 can bond to form another isomer, 2-oxa-
bicyclo[3,2,0]hepta-3,6-diene, 4-18. 2-oxa-bicyclo[3,2,0]hepta-3,6-diene is well known
as a product of the photolysis of oxepin in solution with visible light ®**. A transition
state 4-17 whose structure has been located between oxepin, 4-7, and 4-18 is shown in

Figure 4-4. 4-7 needs to absorb about 50 to 70 kcal/mol energy to overcome the barrier at
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4-17 in order to form 4-18. The isomerization pathway is shown in Figure 4-4A. The
relative energies of the isomers in Figure 4-4 are reported in Table 4-9. The barrier is
very high for a thermal reaction, although the formation of 4-18 from 4-7 was believed to
proceed via a singlet process P°). The distance between the two carbons which bond is
about 2.3A. In 4-18, this distance decreases to 1.6A, obviously approaching a single bond
length. The structures of the isomers are reported in Figure 4-4A. The reverse reaction
will not produce oxepin, 4-7, due to the temperature required (150°-160° C) at which 4-7
could isomerize to another compound™. Due to the ring strain and the destruction of
electron conjugation, 4-18 is 15 kcal/mol higher in energy than 4-7.

In acidic solution, 3-Oxa-quadricyclane, 4-12, isomerizes to another compound
similar to 4-20 ' as shown in Figure 4-4. This reaction could involve protonation.
Another reaction pathway was studied here for the formation of compound to
Bicyclo[2.1.0]-2-pentene-5-carbaldehyde, 4-20, from 4-18 involving cleavage of one CO
bond and formation of a CC bond. The CO bond near the four membered ring breaks in
the transition state and the distance between the bond-breaking carbon and oxygen ranges
from 2.0 A to 2.4 A. During the breaking of the CO bond, another CC bond (C,-Cé) is
forming, while the C,-Cs bond remains unchanged. The distance between C; and Cs is
about 2.5 A. Intemnal reaction coordinate (IRC) calculations on the transition state
confirmed this mechanism. These bond breaking and bond forming processes require

about 30 to 40 kcal/mol of energy.
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Table 4-9. Relative energies of the isomers in isomerization path from oxepin to

bicyclo[2.1.0]-2-pentene-5-carbaldehyde (in Kcal/mole) [AE=Eq~(Eoxygen +Ebenzeae)l

Isomers HF BHand BHand BILYP B3LYP BLYP mPW1  MP2

HLYP HLYP* PW91
4-1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
4-17 61.2 10.6 11.9 -2.6 -7.8 -18.1 -7.9 -6.4
4-18 16.2 -25.8 23.2 332 374 427 -40.7 -374
4-19 68.9 18.1 18.9 33 22  -14.0 -3.1 -0.4
4-20 36.3 -4.3 26 -13.0 -174 -236 -20.7 -204

Basis set (except BHandHLYP*): 6-31G*; BHandHLYP*: BHandHLYP/6-311++G**

4-1: reactant of benzene with triplet oxygen atom

Isomer Bicyclo[2.1.0]-2-pentene-5-carbaldehyde, 4-20, has one three membered ring
and one four membered ring, which causes great strain in this structure. The formation of
Bicyclo[2.1.0]-2-pentene-5-carbaldehyde, 4-20, from 4-18 is strongly endothermic. The
system needs to absorb 20 kcal/mol energy. The CO group in 4-20 can rotate around the
CC bond and there exists a transition state for this rotation. 4-20 also can break the CC
bond between the three membered ring and the four membered ring to isomerize to

another compound.
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4.3.5 Isomerization path from epoxide to bicyclo[3.1.0]hex-3-en-2-one

Early photolysis experiments on the benzene oxide and oxepin system produced
phenol and butadienylketene (BDK) ¢l Cyclohexadienone was proposed as an
intermediate in this reaction. Recent experiments on the benzene oxide and oxepin
system '} suggested that, through an intermediate, BDK (from cyclohexadienone) also
has been obtained in gas phase photolysis.

The formation of cyclohexadienone from benzene oxide involves both hydrogen
and oxygen migrations. Oxygen bonds to two carbons in benzene epoxide and it bonds to
only one carbon through a CO double bond in cyclohexadienone. Each carbon is attached
to a hydrogen in benzene oxide. In cyclohexadienone, one carbon has two bonded
hydrogens and one of its neighboring carbons bonds only to oxygen without any
hydrogen. A possibility involves one transition state connecting these two isomers with
simultaneous migrations of hydrogen and oxygen.

A transition state 4-21, as illustrated in Figure 4-5, has been located with all methods
employed. The structures of the isomers are reported in Figures 5-5 and 5-5A. The
structure of this transition state looks like the triplet intermediate 4-3 and the singlet
transition state 4-4 for the “walk-around” of the oxygen on the benzene ring. The major
difference in this structure from the other two is that this transition state has no
symmetry. The bond lengths vary greatly compared with 4-3 and 4-4. The bond angles of
the hydrogen and oxygen with the carbons near oxygen are not identical as required by C
symmetry. The OCC angle in 4-21 corresponding to that in 4-4 mentioned above and the
HCC angles in the oxygen region are similar to those in 4-3. In this structure, oxygen is

on one side of the former C; plane in 4-3 and 4-4 while hydrogen is on the other side.
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The bond angles of oxygen with its neighboring carbons in 4-21 are about 120° and 100°,
the corresponding angles of the hydrogen with carbons are about 95° and 105°
respectively. This structure facilitates the bonding of oxygen with another carbon and
migration of hydrogen to the carbon closest to it as illustrated for the motion of oxygen
and hydrogen by the solid arrows in 4-21 in Figure 4-5. The dihedral angles of the carbon
ring in this region also favor the motion of the oxygen and hydrogen. The dihedral angle
D¢123 (numbering of carbon starts from the oxygen side) is about —10°, and D55 is about
2°.

The bond length in 4-21 also suggests the formation of benzene epoxide (4-5) and
cyclohexadienone (4-22) from this transition state. Starting from the oxygen side (the
side where the OCC angle is smaller (100°)), the CC bond lengths are approximately
1.47, 1.39, 1.38, 1.42, 1.36, and 1.49 A. The CC bond length of 1.47A is in the epoxide
part of benzene epoxide 4-5. The remaining CC bonds appear to be of single, double,
single, and double character as in isomer 4-5. The CH bond distance in the oxygen part is
about 1.2 A, much longer than a normal CH bond. This CH bond length indicates the
migration of the hydrogen away from the carbon. IRC calculations on this transition state
showed clearly that the two isomers connected by this transition state are 4-5 and 4-22.

The isomerization pathway is illustrated in Figure 4-5B. The relative energies of the
isomers in Figure 4-5B are reported in Table 4-10. The activation barrier of 4-21 relative
to § is about 50 kcal/mol. The overall reaction from 4-5 to 4-22 is exothermic. The
reverse reaction should be more difficult than the forward reaction judging from the

reaction barrier, i.e. the migration of hydrogen is more efficient than the formation of the

epoxide.
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Table 4-10. Relative energies of the isomers for isomerization path from epoxide to

bicyclo[3.1.0]hex-3-en-2-one (in kcal/mole)[AE=E,~(Eqxygen +Ebenzene)l

Isomers HF  BHand BHand BILYP B3LYP BLYP mPWI1PW1 MP2

HLYP HLYP*

4-1 0.0 0.0 0.0 0.0 00 00 0.0 0.0
4-21 53.4 10.7 72 -3.6 -89 -222 -6.1 7.9
4-22 -29.8 -68.5 -67.2 -769 -809 -87.4 -80.1 -76.7
4-23 231 -25.3 -25.8 -40.7 -45.7 -58.2 -42.0 -39.6
4-24 1.4 -36.2 -380 485 -52.6 -63.1 -47.7 -46.7
4-25 553 2.1 1.2 -156 -214 -36.0 -19.3 -16.4
4-26 -14.9 -54.4 -52.0 -61.3 -65.5 -70.0 -69.4 -66.7

Basis set (except BHandHL YP*): 6-31G*; BHandHLYP*: BHandHLYP/6-311++G**

4-1: reactant of benzene and triplet oxygen atom
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Isomer 4-22 has C; symmetry and thus all the atoms except the two hydrogens on the
sp’ hybridized carbon are in the symmetry plane. MP2 predicted this C; structure to be a
stationary point and the harmonic vibrational analyses yield a negative eigenvalue for the
Hessian. So the C; structure is predicted to be a transition state at MP2. The mode of the
imaginary frequency involves a bending of the CO group. The distortion along this mode
results in 2 minimum of C, symmetry. The C; structure does not differ much from the C
one except for the loss of the symmetry plane. The interesting point is that the C; isomer
is 0.12 kcal/mol higher than the C; transition state when the ZPVE correction is included.
Without the ZPVE correction, the C; form is 0.02 kcal/mol lower than the C; transition
state. The importance of the ZPVE is clear in this case (although the energy difference is
very small). The problematic characteristics of MP2 in describing this system are
obvious.

4-22 can further isomerize to another structure by bond breaking. Photochemical
reaction of 4-22 resulted in the formation of BDK (4-24) by breaking the single CC bond
of the CH; group closest to the oxygen in 4-22 ). The structure of the transition state 4-
23 between 4-22 and 4-24 shows the forming and breaking of the CC single bond of this
CH; group. The distance from the carbon in the CH; group to the carbon in the CO group
is about 2.2 A. The CO bond in 4-23 decreases and its neighboring CC bond develops
into a double bond with a much shorter bond length which is characteristic of a ketene.
Also the CC bond of the CH, group decreases to a double bond length and the
neighboring CC bond becomes a single bond. To overcome the activation barrier from 4-
22 to 4-24 requires about 35 kcal/mol of energy. It is possible for this reaction to take

place through both photolysis and pyrolysis 1, although the formation of 4-24 from 4-
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22 is overall endothermic.

BDK 4-24 is a cumulenone with a cis conformation. The distance between the two
carbons next to the end CH; group and that of the CO end is short enough for further
bonding. A transition state 4-25 has been located for this reaction pathway. In structure 4-
25, the distance for the bonding carbons is about 1.8A, leading on to the formation of the
CC bond. During the formation of this CC bond, the CH; end bonds to the carbon next to
it to form a three-membered ring with a distance of about 2.3A between these bonding
carbons in 4-25. 4-25 is about 30 kcal/mol energy in energy above 4-24.

An [RC calculation starting from 4-25 demonstrates the formation of
bicyclo[3.1.0)hex-3-en-2-one (4-26). The formation of the five-membered and three-
membered rings causes considerable strain in the newly formed isomer 4-26. 4-26 is

about 15 kcal/mol lower in energy than 4-24 and 4-24 can thermally arrange to 4-261%+1,

4.3.6 The isomerization pathway from hexadienone to 2,5-cyclo-hexadienone

Phenol is the product most often cited in the reaction of oxygen with benzene [7.13.44)
and phenol also could be produced from benzene oxide 351 It was proposed that the
formation of phenol occurred through an open shell intermediate *"'% in the reaction of
oxygen with benzene or in the isomerization of benzene oxide. In the present study
another mechanism has been proposed based on ab initio and DFT calculations.

The most probable path for the formation of phenol is the isomerization from 4-22
(cyclohexadienone) since these two structures are similar as shown in Figure 4-5 and
Figure 4-6. Figures 6-6 and 6-6A report the geometries for the isomers in isomerization
pathway in Figure 4-6B. Before the isomerization of 4-22 to phenol, 4-22 can rearrange

in a degenerate manner to itself by migration of the hydrogen in the CH; group from one
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side to the other through a transition state of C; symmetry, 4-27, as shown in Figure 4-
6B. In 4-27, the migrating hydrogen is about 1.5 A away from the interacting carbons.
The CO group bends out of the heavy atom skeleton. The barrier for this hydrogen
migration is about 45 kcal/mol. The relative energies of the isomers in Figure 4-6 are
reported in Table 4-11.

The isomerization of phenol 4-29 from 4-22 requires hydrogen migration from carbon
to oxygen. The transition state 4-28 for this isomerization has no symmetry. One of the
hydrogens in the CH; group in 4-28 is slightly below the benzene ring, another one is
above the ring and lies between the carbon and oxygen in its migration to oxygen. The
distance of the migrating hydrogen to the carbon to which it was formerly bonded is
about 1.4A. The corresponding distance of this migrating hydrogen from oxygen is also
about 1.4A. The CO bond length in this transition state is about 1.3A, lying between that
in 4-29 and 4-22. The activation barrier for from 4-22 is about 50 kcal/mol. This barrier
decreases significantly in aqueous solution 57,

From the reaction pathway from 4-22 to 4-29, the mechanism of formation of phenol
from benzene oxide is clear. Starting from 4-5, through transition state 4-21, 4-22 is
formed. Then via transition state 4-28, phenol 4-29 forms from 4-22. In this mechanism,
4-22 (cyclohexadienone) serves as an intermediate as illustrated in Figure 4-6.

A rotation of 90° by the OH group in 4-29 about the CO bond results in transition
state 4-30. The barrier for this rotation is very low (about 3 kcal/mol). In transition state
4-30, the HOC group is perpendicular to the plane of the benzene ring and this transition

state has C; symmetry.
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Table 4-11. Relative energies of the isomers in isomerization pathway from

hexadienone to 2,5-cyclo-hexadienone (in kcal/mole) [AE=E,-(Eqzygen +Ebenzene)]

Isomers HF BHand BHand BILYP B3LYP BLYP mPW1PW91 MP2

HLYP HLYP*

4-1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
4-22 -29.8 -68.5 -67.2 -769 -809 -874 -80.1 -76.7
4-27 28.7 -20.8 -21.8 -334 -385 -479 -39.7 -36.6
4-28 423 -10.2 -11.2 247 -304 -41.8 -30.5 -24.5
4-29 -41.6 -83.5 -856 -91.1 951 -999 -95.2 -93.7
430 -39.5 -80.7 -83.0 -878 916 -96.0 -91.7 -90.6
4-31 904 36.4 343 219 16.2 4.3 15.3 17.6
4-32 -31.7 -69.8 -68.5 -779 -81.7 -87.9 -80.9 -77.7

Basis set (except BHandHLYP*): 6-31G*; BHandHLYP:* BHandHLYP/6-311++G**

4-1: reactant of benzene and triplet oxygen atom
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In most cases, a transition state connects two minima on the potential energy surface.
A transition state could connect another stationary point along some reaction pathway.
One definition of a transition state is a stationary point which connects two lower energy
stationary points. These two stationary points which are joined are not necessarily
minima. In the present study, 4-31, a transition state with C; symmetry, has been located
which connects transition state 4-30 and another minimum 2,5-cyclo-hexadienone (4-32)
for migration of hydrogen from oxygen to the carbon across the benzene ring. In 4-31,
the migrating hydrogen is 1.3A away from oxygen and 1.7(5)A from the carbon to which

it will bond. It is much higher in energy than both 4-30 and 4-32 at about 110 kcal/mol.

4.3.7 Isomerization path for C; benzene epoxide

Another possibility for the formation of a stable product from the reaction of oxygen
with benzene occurs when oxygen approaches the benzene in the molecular plane
between the two hydrogens. The oxygen bonds with two carbons but with the two
hydrogens lying on different sides of the former molecular plane. In this case, a C;
epoxide (4-33) forms as shown in Figure 4-7.

In 4-33, the CC bond attacked by oxygen does not break during the reaction. This
structure is similar to benzene oxide (C; epoxide). It distorts greatly in the oxygen region
in order to satisfy the sp’® hybridization of the carbons. The butadiene part is still almost
planar due to the conjugation of the n electrons. The formation of this C, isomer is
endothermic. The reaction system needs to absorb several kcal/mol of energy to form this
isomer.

The geometric strain in 33 due to the bonding of the two carbons connecting oxygen
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Table 4-12. Relative energies of the isomers in isomerization pathway from C;

epoxide to (C;)3-Oxa-bicyclo-[3.2.0]hept-G-ene, 4-37 (in kcal/mole) [AE=E -(Eoxygen

+Ebenune) l

Isomers HF BHand BHand BILYP B3LYP BLYP mPWIPW91 MP2
HLYP HLYP*

4-1 0.0 0.0 0.0 0.0 00 00 0.0 0.0
4-32 -31.7 -69.8 -685 -779 -81.7 -879 -80.9 -17.7
4-33 67.8 18.8 21.8 7.1 20 -69 -0.4 2.2
4-34 889 33.0 353 18.1 124 1.1 10.9 17.3
4-35 72.8 17.3 17.5 0.7 49 -179 -1.5 -2.3
4-36 1524 87.7 883 685 618 470 60.1 60.3
4-37 1325 70.0 71.5 S52.7 462 33.1 43.3 39.1

Basis set (except BHandHLYP*): 6-31G*; BHandHLYP*: BHandHLYP/6-311++G**

4-1: reactant of benzene with triplet oxygen atom

and the molecular symmetry facilitate the cleavage of this CC bond. Breaking of this CC

bond results in a C; oxepin 4-35. 4-35 is about 5 kcal/mol lower in energy than 4-33. The

relative energies of the isomers in Figure 4-7 are reported in Table 4-12. The distance

between the carbons involved in the bond breaking is about 2.4A. The structure of 4-35 is
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a sort of a diene rather than a triene as in the C; oxepin. The geometries of these isomers
are reported in Figure 4-7A. In 4-35, the two CO bonds (about 1.32A) are shorter than
that in C; oxepin (about 1.39A). The next CC bond length is about 1.45A and the
corresponding bond in the C oxepin is approximately 1.34A in length. The CC bond
perpendicular to the C, axis has a bond length of about 1.50A, while this distance is
1.35A in C; oxepin.

The neighboring CC bond length is about 1.34A, while the comparable distance in the
C; oxepin is 1.46A. Based on the carbon bond lengths of 4-7 and 4-35, the C; oxepin is a
triene while the C; oxpein is a diene. The structural characteristics of the C; oxepin
indicate its two separate regions of & electron conjugation: one involving oxygen and its
two neighboring carbons, and the other remaining heavy atoms.

Between the two C; isomers, a second order saddle point (SOSP) of C, symmetry has
been located with all methods used. The order of these two modes with imaginary
vibrational frequencies changes with the methods used. BHandHLYP and MP2 predicted
the order as a, b (a is the larger mode), while BILYP, B3LYP, BLYP and mPWIPW91
predicted the order as b, a (b is larger). The frequencies of these two modes are all close.
The differences in wave numbers of these two modes vary with the methods. The
smallest is 10cm™ predicted by BHandHLYP the largest is 60cm™ predicted by MP2 and
mPWI1PW91. The a mode involves mainly the CC bond breaking and formation between
the two B carbons. The b mode is the rocking of hydrogens on the a carbons destroying
the C; symmetry. Distortion along the b mode leads to a transition state 4-34 with C;
symmetry. The imaginary vibrational mode is obviously the CC bond cleavage and

formation in the epoxide portion of the molecule. The distance between these two
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carbons is about 1.75A. The bond length difference between two types of equivalent
bonds in the heai'y atoms as in 4-35 is about 0.01 to 0.03A. The activation barrier from
4-33 to 4-34 is about 10 kcal/mol. The CC bond cleavage in 4-33 releases the geometric
strain and stabilizes 4-35 by several kcal/mol.

In a similar mode to the oxepin isomerization path of epoxide in Figure 4-2, the two
carbons can bond to form a 4-5-membered-ring structure with C, symmetry ((C;)3-Oxa-
bicyclo-[3.2.0]hept-6-ene, 4-37) through a transition state 36 with C; symmetry. 4-36 is
about 65 kcal/mol higher in energy than 4-35. This barrier makes the isomerization from
4-35 to 4-37 difficult because of the high energetic requirement. The bonding of the two

B carbons increases the energy of 37 which is about 50 kcal/mol higher than 4-35.

4.3.8 Performance of the functionals

In the present study, two exchange functionals B and mPW along with two correlation
functionals have been used. The adiabatic connection mechanism (ACM) ©® rationalizes
the mixing of exact exchange into the functionals, which results in these hybrid density
functional methods. Besides the GGA BLYP, the hybrid DFTs - BHandHLYP, BILYP,
B3LYP and mPWI1PW9I1 also were employed in the present study to analyze their

performance in structural and energetic predictions.

4.3.8.1 Structure and property predictions
4.3.8.1.1 Benzene
Gauss and co-workers made structural predictions for benzene at CCSD(T)/cc-pVQZ

level 3. The predicted equilibrium CC bond length of benzene in best agreement with
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experiment is 1.3911A (the CC bond length from empirical fitting to experimental data is
1.39144) 1L,

With the 6-31G* basis set, HF, BHandHLYP, BILYP, B3LYP, BLYP, MPWIPW91
and MP2 predict the CC bond length in benzene as 1.386, 1.387, 1.396, 1.397, 1.407,
1.392 and 1.397A respectively. For the B functional methods, as the weight of exact
exchange decreases in the functional, the CC bond is predicted to be longer. A larger
basis set 6-311++G(2df,2p), was used along with the BHandHLYP, BILYP and
mPW1PW91 functionals to check the effect of basis set on the structural prediction. With
this triple zeta plus polarization and diffuse functions basis set, BHandHLYP predicts the
CC bond length to be 1.382A. mPW1PW91 predicts a value of 1.387A. BILYP predicts
the carbon-carbon bond to be 1.391A. BILYP/6-311d(2df, 2pd) predicts benzene with a
carbon-carbon bond length at 1.3942A. mPW1PW91 gives the best result with 6-31G*.
This excellent agreement of mPWIPW91 with experiment may be in part due to the
fortuitous cancellation of basis set error and correlation effects since the larger basis set
leads to a shorter CC bond length. GGA (BLYP) predicts longer bond lengths and the
mixing of exact exchange attenuates this tendency. Comparison between mPW1PW91
and B1LYP (they have the same mixture of exact exchange) shows the effect of different

functionals on structural prediction.

4.3.8.1.2 Triplet intermediate 4-3
The calculations on the symmetric triplet species 4-3 also reveal the different
behaviors of the different functionals. Local (SVWN), hybrid (BHandHLYP, BILYP,

B3LYP and mPWI1PW91) as ‘well as conventional ab initio methods (HF, MP2)
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predicted this structure to be a minimum on the potential surface. The GGAs (BLYP,
G96LYP, mPWPW91 and PW91PW91) predicted this species to be a transition state.
Even a small admixture of exact exchange (from zero up to 0.15) in BxHFyLYP
(x+y=1.0, the Gaussian program allows the variation of the weight of the exchange
density functional and of exact exchange) did not change the nature of this stationary
point on the potential surface. This could be due to GGAs predicting small energy gaps of
the HOMO and LUMO and mixing higher exited states. Exact exchange increases this
energy gap. Analysis of the LUMO-HOMO gap confirms this observation. The LUMO-
HOMO gaps predicted by BxLYP are reported in Table 4-13. When y=0, BxHFyLYP is
BLYP. It is BILYP when y=0.25. This behavior of the GGAs and hybrid DFTs with
small amounts of exact exchange reveals an important role for exact exchange in the

characterization of a stationary point on the potential surface.

Table 4-13 The HOMO- LUMO gaps (in Hartree) of the triplet intermediate 4-3

predicted by BxHFyLYP

y=0.000 y=0.001 y=0.010 y=0.015 y=0.020 y=0.025
agap 0.11765 0.11525 0.11803 0.14570 0.17637  0.19928

Bgap 0.01969 0.02029 0.02435 0.06661 0.11641 0.14562
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4.3.8.1.3 Region of the singlet intermediate, 4-4

There are several similar structures (4-21 and 4-27) to 4-4 on the singlet potential
surface. 44 is a transition state with C; symmetry for oxygen migration around the
benzene ring and also probably for the ring closure after the [SC from the triplet potential
surface. 4-21 is a transition state with C; symmetry connecting C; benzene epoxide and
cyclohexadienone. 4-27 is a C; transition state for the hydrogen migration from one side
to the other in cyclohexadienone. For 4-21, HF predicts a very different wavenumber for
the imaginary mode. The wavenumber predicted by other methods is about 800i cm™. HF
predicts 200i cm™ corresponding to this negative eigenvalue of the Hessian. The reason
why HF predicts so different wavenumber for this frequency from DFT methods is not
clear. The imaginary mode predicted by HF is a bending of the OCH group although the
IRC calculations confirms this transition state is connecting the same minima as in the
other methods. Restoring the C; plane in which the OCH group lies results in a symmetric
transition state for the HF method. The imaginary mode in this transition state is an in-
plane bending which is the same as in 4-21. It is interesting to note that IRC calculations
on this transition state show that these two transition states connect the same isomers
along the reaction pathway.

Starting from the optimized C; transition state of the HF level, BHandHLYP has been
used to reoptimize this structure. The calculation revealed that with BHandHLYP this
optimized structure is a SOSP (4-38) as shown in Figure 4-8. The vibrational mode of the
smaller negative eigenvalue (the solid vector in structure 4-38 of Figure 4-8) is an
asymmetric (a") out-of-plane rocking of the OCH group destroying the symmetry plane.

This mode connects the two equivalent transition states 4-21 (the dashed arrow in Figure
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4-8A). The vibrational mode of the larger negative eigenvalue is a symmetric rocking of
the OCH group (') (the solid vector in structure 4-38 of Figure 4-8) within the symmetry
plane. Distortion along one direction of this symmetric mode results in the formation of
transition state 4-4 for the oxygen “walk-around™ the benzene ring. Distortion along the
other direction of this mode forms transition state 4-27 for the hydrogen migration from
one side to the other in cyclohexadienone 4-22 (the solid arrow in Figure 4-8). So the
SOSP associates the reaction pathways of Figure 4-1 with Figure 4-6 as shown in Figure
4-8. Among the methods used, only BILYP and MP2 besides BHandHLYP located this
SOSP with the 6-31G* basis set. The two imaginary frequencies are i743 cm™ (2') and
i320 cm™ (a”) at BHandHLYP, i677 cm™ (2') and i210 em™ (2”) at MP2. These two
imaginary frequencies increase to i1957 cm™ (2’) and i1834 cm™ (a”) respectively at
B1LYP. These increases are unusual since only the weight of exact exchange in the
functionals varies from 0.5 in BHandHLYP " to 025 in BILYP . A closer
examination of the orbital energies from these three methods reveals that the LUMO-
HOMO gap of BILYP (0.05a.u.) is much smaller than that of BHandHLYP (0.13 a.u.)
and HF (0.31 a.u.). This difference could cause the wavenumber change in the imaginary
frequency predicted by BILYP. The small LUMO-HOMO gap at BILYP could
introduce a mixing of higher states that changes the nature of the stationary point. The
Hessian is the second derivative of energy with respect to the nuclear coordinates, so
vibrational frequency prediction is associated with orbital energy. The stability test on

B1LYP solution indicated that it shows a RHF to UHF instability.
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4-21

Solid and dashed lines (arrows) are for two different imaginary frequency modes of 38

Figure 4-8A The isomerization pathway near transition state 4-4
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These transition states are low in energy relative to 4-38 (The relative energy of 4-38
to the reactants oxygen plus benzene was listed in Table 4-14). It is only 0.1 kcal/mol, 0.9
kcal/mol, and 0.5 kcal/mol above 4-21 (connecting to the C; epoxide and
cyclohexadienone) at BHandHLYP, BILYP and MP2 respectively. It is about 8 kcal/mol
(5.7 at BHandHLYP, 7.8 at BILYP and 13.6 at MP2) higher in energy than 4 which is
the transition state for the oxygen walk-around on the benzene ring. Compared with 4-21
and 4-4, transition state 4-27 (for hydrogen migration in cyclohexadienone) is much
lower in energy than 4-38 (31.6 kcal/mol at BHandHLYP, 36.1 kcal/mol at BILYP and
45.0 kcal/mol at MP2). Comparison of the energetics of 4-28, 4-27, 4-21 and 4-4 reveals
that the conversion among these critical points is very easy.

The geometry of 4-38 is similar to 4-21 and 4-3 especially in the angles about oxygen
(the HCO angle and the OCC angle formed by the oxygen, the carbon to which it is
bonded and the carbon across the benzene ring as shown in Figurel). This further
confirms the mechanism suggested in Figure 4-8A. The similarity of 4-38 to 4-3 could
suggest another mechanism for the initial reaction of triplet oxygen with benzene,
namely, an intersystem crossing from 4-3 to 4-38 followed by the formation of the
transition states 4, 21Aand 27. The location of 38 by BHandHLYP, BILYP and MP2
indicates the fine difference among the functionals in the structural characterization of

this region of the potential surface.
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Table 4-14 Relative energies of the stationary points near structure 4-38 (in

kcallmole) [AE=Eu‘(onygen +Ebenzene)l

Isomers HF BHand  BHand BILYP B3LYP BLYP mPWIPW91 MP2

HLYP HLYP*

4-1 0.0 0.0 0.0 0.0 00 0.0 0.0 0.0
4-4 527 5.1 46 -105 -159 -296 -13.2 -5.2
4-5 44 -38.7 -359 -474 -51.8 -58.2 -53.7 -51.1
421 534 10.7 72 36 -89 -222 -6.1 7.9
4-22 -29.8 -68.5 -67.2 -76.9 -809 -874 -80.1 -76.7

27 28.7 -20.8 -21.8  -334 -385 479 -39.7 -36.6
38 10.8 2.7 8.4

Basis set (except BHandHLYP*): 6-31G*; BHandHLYP*: BHandHLYP/6-31 1 ++G**

The re-optimization of 4-38 with unrestricted open shell wavefunctions results in
another transition state 4-39 that involves the breaking and formation of one CO bond in
7-oxa-norbornadiene (4-13). The <S8*> and the HOMO-LUMO gap of species 4-39 are
listed in Table 4-15. The structure of 4-39 was shown in Figure 4-9. The structure of 4-39
resembles a boat in which oxygen bonds to one of the end carbons. The two middle
carbon carbon bonds are double bonds. The two carbon carbon bonds next to oxygen are

single bonds and the other two carbon bonds remote from the oxygen are intermediate in
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length between single and double bond values. The distance between oxygen and carbon
across the benzene ring is about 2.3A. IRC calculations with UBHabdHLYP show that
this transition state connects 7-oxa-norbornadiene (4-13) and an open shell singlet species
4-40. Following the forward reaction path of 4-39, the system changes symmetry to C,.
However the geometry almost retains the original C; symmetry. Finally the system
reaches the epoxide structure (4-5) at the end of the IRC calculation. Also the <s>
decreases to zero following the reaction pathway to the closed shell singlet. Thus it is a
transition from an open shell singlet potential energy surface to a closed shell singlet
potential energy surface. Optimization of one of the paths down the valley followed by
the IRC with UBHandHLYP results in an open shell singlet intermediate (4-40) on the
potential surface (The <S> and HOMO-LUMO gap of species 4-40 were listed in Table
4-7.). Also the optimization of 4-4 by UBHadnHLYP reaches the same open shell singlet
intermediate, 4-40. The IRC calculations by UBILYP yield the same final geometry as
does UBHandLYP. The vibrational frequency analyses indicates that the open shell
singlet intermediate is a transition state with UBILYP that has the same reaction vector
as transition state 4-4 i.e. a transition state for oxygen “walk-around” on the benzene ring.
This open shell transition state is also obtained by a UBILYP optimization of the
transition state 4-4. UmPW1PW91 produces the same results as UBILYP. Calculations
with UBLYP were not performed for this case since UBLYP predicts 4-39 to be a SOSP

on the potential surface.
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Table 4-15 <S*> and HOMO-LUMO gaps (in a.u.) of the open shell singlet 4-39 and

4-40
UBHandHLYP UBILYP UB3LYP UBLYP UMPWIPW9I
<§2>*  0.7460  0.6573 0.6280 0.5726 07416
o 0.24352 0.14491  0.12233  0.03310 0.14808
p 0.23023 0.12444  0.10248  0.01354 0.12603
<§2>° 1.1021 0.7463 0.5045 0.7981
o® 0.18672 0.16164  0.08728 0.09531
g° 0.26350 0.09694  0.11946 0.15638

<82> (closed shell singlet)=0.0000
a: Structure 4-39 b: Structure 4-40
o: HOMO-LUMO gap of o KS orbitals

B: HOMO-LUMO gap of B KS orbitals

The backward IRC in the other direction with UBHandHLYP shows that 4-39
proceeds downhill to reach 7-Oxa-norbornadiene as the <S?> value decreases to zero
along the reaction path.

Based on these calculations by unrestricted DFT, the reaction pathway for 4-39 was

illustrated in Figure 4-9A. The Bpen shell singlet species 4-39 goes down on one side to
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isomer 4-13 through an inter-section between the open shell singlet and closed shell
singlet surface. On the other side two possiblities exist. One is that 4-39 goes downhill
through conversion from the open shell singlet to the closed shell singlet and onto the
closed shell singlet transition state 4-4, followed by oxygen migration around the benzene
ring. The other is that 4-39 goes downhill to the open shell singlet transition state 4-40
(except for the UBHandHLYP results), then returns to the closed shell singlet potential
surface by approaching benezene epoxide as illustrated by the dashed curve in Figure 4-
9A.

The different behavior of UBHandHLYP and UBILYP from UBILYP, UB3LYP and
UMPWIPWOI for the potential curves of 4-39 further indicate the necessity to be
cautious in the choice of functionals in potential surface characterization.

The location of the open shell singlet transition state 4-40 further confirms the
plausibility of the ISC mechanism for the initial reaction from the triplet potential
surface. The energy of 40 is lower than both 4-3 and 4-4 (a few kcal/mol lower in energy
than 4-4). The relative energies of the structures in Figure 4-9A are reported in Table 4-
16. The spin density distributions of 4-3 and 4-40 are shown in Figures 6-1 and 6-9 and
confirm this assumption. Only the spin orientations on oxygen in 4-3 and 4-40 are
different, which indicates that the ISC most probably involves oxygen. Triplet 4-3
decreases in energy to the open shell singlet 4-40 through ISC, followed by conversion to
a closed shell sinlget 4-4. It is possible for the triplet 3 to proceed directly from triplet

potential surface to 4-4 on the closed shell singlet potential surface by ISC.
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Table 4-16. Relative energies of the isomers in reaction pathway from the “walk”

transition states 4-4 and 4-40 to 7-oxa-norbornadiene 4-13 (in kcal/mole) [AE=E,-

(Eorygen CP)+Ebeazenc)]
Isomers HF BHandH BHandH BILYPB3LYP BLYP mPWIPW91 MP2
LYP LYP*

4-1 0.0 0.0 0.0 0.0 0.0 00 0.0 0.0
44 527 5.1 46 -105 -159 -29.6 -13.2 -5.2
4-5 44 -38.7 -359 -474 -51.8 -58.2 -53.7 -51.1
4-13 218 -20.5 -185 272 -31.3 -35.7 -354 -35.3
4-39 21.3 13.2 96 -1.3 9.2
4-40 -10.2 -14.1 -17.5 -16.6

Basis sets (except BHandHL YP*): 6-31G*; BHandHLYP*: BHandHLYP/6-311++G**

4-1: reactant of benzene and triplet oxygen atom
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4.3.8.2 Electronic properties

Tables 4-6, 4-8 and 4-15 list the HOMO-LUMO gap A and <S>> of the open shell
species of 4-9, 4-16, 4-39 and 4-40 as predicted by various methods. The magnitude of A
and the <S*> decrease proceeding from BHandHLYP, UBILYP, UB3LYP to UBLYP.
This decrease is due to the different weight of exact exchange mixed into these
functionals. The more exact exchange that is included in a functional, the larger the
HOMO-LUMO gap A and the larger the value of <S%> that are predicted. This increase in
A is to be expected considering the largest gaps predicted by HF. It is unusual that the
LUMO energy as predicted by BLYP is lower than the HOMO in both the closed shell
singlet and the open shell singlet of 4-16. This ordering violates the Aufbau principle %,
Also the delicate role of local correction, gradient correction (and exact exchange
possibly) can be seen from the fine differences between the o and B gaps of 4-40
predicted by UBILYP and UB3LYP as listed in Table 4-7. The order of the & and  gaps
switches from UBILYP to UB3LYP. UBHandHLYP and UBILYP predict o gap is
larger than B gap, while UB3LYP has the opposite trend. The accurate prediction of
HOMO-LUMO gaps is very important for DFT when applied to the prediction of band
gaps in conducting materials, it is also useful for ionization potential (IP), electron

affinity (EA) prediction and application in excitation energy prediction.
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4.4 Concluding Remarks
4.4.1 Chemical applications

The reaction of an oxygen atom (‘P) with benzene where oxygen attacks carbon from
above goes through a transition state to a triplet intermediate, followed by an inter-system
crossing (ISC) which is necessary for the formation of a stable singlet product. This
initial reaction (formation of benzene epoxide) is exothermic. The location of the open
shell singlet transition state (4-40) helps to explain the mechanism for the reaction of
oxygen with benzene producing different products. After the initial reaction (formation of
the triplet intermediate 4-3), one possible pathway was mentioned just above (the
formation of benzene epoxide). Another possible pathway proceeds through a second
order saddle point (SOSP), 4-38, from the triplet potential surface down to three different
transition states forming benzene epoxide and cyclohexadienone as illustrated in Figure
4-8.

The present study rationalizes the isomerization pathway from 3-Oxa-quadricyclane
(4-12) to oxepin and another isomer (4-20). The isomerization from 3-Oxa-quadricyclane
to oxepin is easier than the reverse isomerization based on the barriers. There exists a
lower energy open shell singlet pathway for the isomerization as well as the closed shell
singlet one, which lowers the activation energy slightly (by about 10 kcal/mol).
[somerization from oxepin to 3-Oxa-quadricyclane is more probable photochemically
rather than thermally judged from the activation barriers. This is the first time benzene
epoxide (4-5) has been connected to 7-Oxa-norbornadiene (4-13) by the transition states
4-39, 4-40 and 4-4. The isomerization from benzene epoxide (4-5) to 7-Oxa-

norbornadiene (4-13) is thermochemically feasible.
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The isomerization from benzene epoxide (4-5) to Dewar benzene oxide (4-15) is
endo-thermic. The large activation barrier makes this reaction difficult under thermal
conditions. Also Dewar benzene oxide (4-15) can isomerize to its equivalent isomer by
oxygen migration from on side to another side but only through a very high barrier about
110 kcal/mol in a closed shell singlet pathway. There exists an open shell singlet pathway
with a slightly lower barrier for this oxygen migration.

The reaction pathway from oxepin (4-7) to 2-oxa-bicyclo[3.2.0]hepta-3,6-diene (4-18)
confirmed the need for photolysis in solution since the oxepin (4-7) requires 50 to 70
kcal/mol energy to overcome the barrier. 2-oxa-bicyclo[3.2.0]hepta-3,6-diene (4-18) can
further isomerize to another compound 4-20. This combination of mechanisms for the
isomerization of oxepin (4-7) to 3-Oxa-quadricyclane (4-12) explained the possible
pathway from 3-Oxa-quadricyclane (4-12) to 20 in experiment ',

The present study confirms the proposed reaction mechanism to form
butadienylketene (BDK) (4-24) through the photochemical reaction of oxygen (°P) with
benzene. Two possible pathways have been located for the formation of the proposed
intermediate cyclohexadienone (4-22). One follows from benzene epoxide (4-5). The
other involves a second order saddle point (SOSP) (4-38) through a transition state (4-27)
that connects equivalent cyclohexadienones by hydrogen migration from one side to the
other. The pathway from the SOSP (4-38) is probable since this SOSP is very close in
energy to the initial triplet intermediate while it is lower than the reactants. BDK (4-24)
can further isomerize to bicyclo[3.1.0Jhex-3-en-2-one if an additional 30 kcal/mol of
energy is available.

In the present study, for the first time the hydrogen migration between two equivalent
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cyclohexadienones has been examined. The process involves a barrier of more than 4-40
kca/mol. Also this is the first study on the isomerization from cyclohexadienone to
phenol which help to confirm the mechanism in acidic solution *’). Following the
rotation of the OH group in phenol, the hydrogen of the OH group can migrate to the
carbon across the benzene ring to form a dienone. This hydrogen migration can only be
achieved photochemically due to the very high activation barrier of about 110 kcal/mol.
For the first time in the present study a C, symmetric benzene epoxide (4-33) and C;
symmetric oxepin (4-35) have been located, and a mechanism provided for the
isomerization of these two structures. Judging from the thermodynamics and symmetry,

this reaction is not likely to take place as a result of the reaction of triplet oxygen ¢P)

with benzene.

4.4.2 Performance of the density functional methods

Among the methods used in characterizing the reaction of oxygen with benzene and
isomerization of benzene oxides, the hybrid exchange-correlation functionals:
BHandHLYP, BILYP, B3LYP and mPWIPW91 and especially BHandHLYP and
BILYP are the best tools for chemical reaction characterization. BHandHLYP is not the
best for accurate structural and energetic characterizations due to the large component of
exact exchange in the functional. BILYP has been improved for structural description
and energy characterization and it has similar performance to that of B3LYP even better
than B3LYP in barrier prediction.

In the regions with multi-configuration characteristics, single determinant based

methods even CCSD(T) and MPn (up to fourth order) are not really suitable for energy
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differences between different electronic states. The inclusion of both dynamic and non-
dynamic electron correlation in DFT makes unrestricted DFT capable of describing such
critical points on the potential surface. A large admixture of exact exchange worsens the
performance of BHandHLYP for the relative energy between the triplet and singlet
electronic states especiaily for conjugated systems. This poor behavior may be due to
considerable mixing of higher multiplicity state i.e. spin contamination.

BLYP underestimates the activation barrier. This underestimation may be due to
GGAs such as BLYP overestimating conjugation especially in the bond-breaking-bond-
forming intermediate and the transition state. Over-stabilization for such structures
decreases the energy differences between the stable isomer and the saddle point. Also
BLYP predicts different natures for certain stationary points on the potential surface from
the hybrid functionals. For some stationary points it violates the Aufbau principle (591
Mixing of exact exchange improve the shortcomings of GGAs as proven by the
performance of the hybrid exchange-correlation functionals (BHandHLYP, BILYP,
B3LYP and mPW1PW91).

BILYP, B3LYP and mPW1PW91 are of approximately the same quality as MP2 for
potential surface characterization. Apparently a reasonable admixture of exact exchange
has been included in these hybrid methods. BILYP gives essentially similar results for
structure and energy to B3LYP. BILYP is better than B3LYP for location of critical
points on the potential surface. The different weight of local, gradient correction and
exact exchange in BILYP and B3LYP could change the property for some delicate points

on the potential surface because of the change of electronic property.
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Chapter 5
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Numerical Examination of Density Functional
Methods: Aspects of the Exchange and

Correlation Potentials
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5.1 Introduction

The evaluation of the resuits from density functional theory based methods for
chemical reaction energies and structural characterizations in Chapters 3 and 4 support
the conclusion that the popular density functional methods, especially hybrid density
functional methods, are good tools for applied quantum chemistry. Among the density
functionals employed, BHandHLYP gave the highest reaction barriers, while BLYP gave
the lowest ones and sometimes even predicted a negative reaction barrier. The amount of
exact (Hartree-Fock) exchange modifies the nature of some stationary points on the
potential energy surface. For example, the triplet intermediate in the reaction of triplet
oxygen with benzene is a transition state when the component of exact exchange is
increased from 0.000 to 0.150, while it becomes a minimum when the exact exchange
component is set at 0.200. We also note that the BILYP and mPW1PW91 functionals
predict different results for some species in the study of the oxygen atom reacting with
benzene.

The underestimation of the reaction barrier by a GGA method (as shown in Chapter 4)
was attributed to the seif-interaction error (SIE) intrinsically rooted in the approximate
density functional. It is their SIE that cause widely used DFT methods to give the wrong
dissociation curve for H," ', The mixture of exact exchange improves the performance
of density functionals for such a dissociation as indicated in Yang’s work [l

Based on such observations, the role of exact exchange in density functionals methods
will be studied in the first part of this chapter. The analysis will be based on consideration
of the total, kinetic, potential and electron-electron interaction energies for the simple

atoms and ions of H, He and Li as well as for the one-electron molecular cation H;".
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The exchange portion of the usual exchange-correlation functionals accounts for most
(about 90%) of the exchange-correlation energy 2] Thus in most cases the behavior of
the exchange functional is much more important to the energy prediction than is the
correlation functional. In some delicate cases, for example the very flat potential energy
surfaces of linear molecules such as H,C30 and H,CsS, correlation is critical to obtaining
qualitatively correct results for the structure and relative energies.

A newer DFT method, mPWI1PW91, including the modified PW91 exchange
functional combined with the PW91 correlation functional along with 0.25 of the exact
exchange was shown to be a very efficient computational tool and comparable in
accuracy to B3LYP, and in some cases it gives even better performance than B3LYP 31,
In the second part of this chapter, this new combination of exchange correlation
functionals, mMPW1LYP, was tested on the reduced G2 data ! as well as on some weakly
interacting systems to examine the role of the correlation functional in the prediction of

molecular properties.

5.2 The Role of Exact Exchange and of the Self-Interaction Error:
Numerical Examination of the Atoms and Ions of H, He, Li and of

Ion-Molecular Ion H,"

5.2.1 Theoretical background
5.2.1.1 Adiabatic connection mechanism, ACM

The local density approximation, the basis of Kohn-Sham theory, was derived from
the homogeneous electron gas — a non-interacting system. The rapid change of electron

density in the chemical bond requires a non-local treatment of the phenomenon of
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bonding. The general gradient approximation (GGA) is such an approach although it is
still local in terms of the mathematical definitions of local and non-local, since the GGA
includes the gradient correction only at the reference point. GGAs have shown
considerable success in many chemical problems and have become popular tools for
chemical application ©*l. However, in the region of bond formation and breaking, GGAs
are now known not to be the best choice.

The mixture of exact exchange into the functional improved the performance of DFT
methods significantly %), In fact, Becke’s three-parameter hybrid protocol serves as a
“standard” method for the application of current density functional theory. The B3 model
was fit to the G2 data set of the structures and thermodynamics of molecules to determine
any adjustable parameter. Thus, given the results from that fitting process, there was no
precise explanation why approximately 20% exact exchange is appropriate for the best
overall performance of this protocol. Of course, the fundamental basis of the mixing of
the exact exchange arises from the adiabatic connection mechanism (ACM) o,

In ACM, the Hamiltonian was written as

A L A A A A

H =T+AV +Veu (5.1)

T is the kinetic energy term. v « is the electron-electron interaction, and A is an electron-
electron coupling parameter ranging from O to 1. At A=0, the system (the electrons) is in

the noninteracting Kohn-Sham reference state, and at A=1, the system is in the fully

AL
interacting state. ¥ .. is the external potential felt by the system at coupling strength A

and it is mainly the electron-nuclear attraction if no other perturbation is added to the

system.
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The electron-electron interaction energy E.. can be found by integrating &ee
I A
E“=L1Vnd/1 (5.2)
For convenience, it can be rewritten as [°!:
Exc = ju' U*wdi (5.3)

Exc is the exchange-correlation energy (here the electron-electron repulsion energy was
excluded from V.. as described in (5.2) since the greatest concern here is the exchange-
correlation) and Uy is the exchange-correlation potential energy at coupling strength A.
ACM “connects” the non-interacting Kohn-Sham reference system (A=0) to the fully
interacting real system (A=1) by a continuous partially interacting system with coupling
strength A (0<A<1) sharing a common density p of the real, fully interacting system.

At A=0, the system corresponds to the non-interacting Kohn-Sham reference system,
i.e. no correlation between the electrons is considered. Exchange results from the fact that
the Kohn-Sham orbitals are are arranged in Slater determinants. This situation resembles
the conventional Hartree-Fock method (this pure exchange energy is essentially equal in
value to the Hartree-Fock exchange energy). The exchange energy at this point was
designated Ex — the Kohn-Sham exchange energy *). ACM rationalizes the essential role
of exact exchange (in practical computation, the Ex is the Hartree-Fock exchange
although Ex is not the Hartree-Fock exchange by definition) in density functional theory
for highly accurate performance in property prediction as shown by the B3LYP protocol.
The B3 scheme can be generalized as:

Exc™ =Exc"* + a(Ex-Ex"") +aEx**Ex"") + aEc®*-Ec™?)  (5.4)

ExcP is the local exchange correlation functional, Ex is the exact exchange, Ex"P is
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the local exchange, Ex°CA

is exchange with gradient correction, Ex"SD is local exchange,
Ec%®* is correlation with gradient correction and Ec-" is the local correction. The fitting
of the numerical results of the B3 scheme to the G2 thermodynamic data resuits in the
optimal parameters for exact exchange (Ex), ap= 0.20, local exchange (Ex"P), gradient
correction to local exchange (LSDA) Ex®“*, Byx®(Becke’s 1988 exchange functional),
a,=0.72, and correlation ECO,,(ECGGA+-ECLSD), PW91(Perdew’s 91 correlation functional),
a.=0.81. The original correlation used in the B3 scheme was the 1991 gradient correction

for the correlation of Perdew and Wang '®!, while the most popular correlation functional

is LYP, the gradient correction for the correlation functional developed by Lee, Yang and
Parr®!.

5.2.1.2 Rationale of exact exchange in the exchange-correlation functional

It is well known that local density functional methods and GGAs are physically
inappropriate near the A=0 exchange-only limit in molecular bonds due to incorrect
localized and nonstatic *left-right” correlation. This physical defect causes the

overbinding tendency of LSDA and GGAs. Further simplification of the B3 scheme leads

to Becke’s one-parameter protocol !'%!

Exc=Exc” +2(Ex""-Ex"") (5.5
in which the DFT pure exchange part with qualitatively incorrect behavior near A=0 was
replaced by the exact exchange of the Kohn-Sham determinant which is correct near A=0
and thus can properly represent the A=0 region in the ACM. In practical applications,
Hartree-Fock (HF) exchange was employed to replace the exact exchange of the Kohn-

Sham determinant. In this thesis, HF exchange is used for the exact exchange of the
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Kohn-Sham determinant unless otherwise specified.

The fitting to the G2 data resulted in the value of ao in equation (5). This value is 0.16
or 0.28 depending on the choice of DFT and DFT-GGA combination in Becke’s work
19 The new one-parameter scheme is much simpler and appears to yield results of
higher quality than the three-parameter scheme [*'%),

Based on observations of the performance of Half-and-Half (HandH) '), three-
parameter ! and one-parameter '”! protocols within the ACM, Perdew and co-workers
') rationalized the optimal weight of HF exchange in the hybrid scheme with the aid of
perturbation theory.

A simple model for the hybrid coupling constant dependence was proposed [''! ;

Exca™ (@) = Exca” ' +Ex-Ex" AN (5.6)

Integrating the energy density results in
1 1
Ex™= [d7 Exea® =Exc™ + — BB (57)

n was proposed to be 4, the lowest order of perturbation theory which provides a realistic
description of the shape of the A-dependence of the exact Exc,,
Exca=eX(cot ol +-+cud™) (0SA<1)  (58)

So equation (7) can be rewritten as
Exc™ = Ed A Exca™ =Exc™" + -i- Ex-Ex>) (5.9

The rationale of the role and of the weight of HF exchange inspired new combinations
of functionals: BILYP, B1IPW91 ["?l and mPW1PW91 Bl These methods have similar
performance to or even better performance than B3LYP "*! in practical calculations.

The behavior of density functional methods with the change in the amount of HF
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exchange in the hybrid methods is still not entirely clear.

5.2.1.3 Self-interaction error, SIE
The total energy of the electronic ground state is a functional of the electron density
p(r). In Kohn-Sham density functional theory,
Elp(r)] = Ts[p] + Vne[p] + J[p] + Exclp] (5.10)
An electron can interact coulombically with other electrons but not with itself. Violation
of this principle yields the self-interaction error (SIE).

In the Hartree-Fock approximation, the electron-electron repulsion term J is

L forfor el S

NN

and the exchange term Ex is

Ex---zz fuk I Py I Iy P (N, ()P, (NPas(r) (5.12)

=

f is the occupation number orbital . When a=a', Ex cancels J and there is no self-
interaction in the HF approximation, i.e. the HF approximation is self-interaction free. In
the case of a one-electron system, J[p] + Exc[p]J=0 and an SIE free method results.

In current density functional schemes, the electron repulsion term is independent of
the exchange-correlation term, so a self-interaction free result is not expected. Even for
the hydrogen atom, exchange functionals such as LSDA, B, and the correlation
functionals VWN, P86, PW91 are not SI free ['°].

For a g-electron system, with 0 < q < 1, Zhang and Yang !"! derived a scaling relation
required if the Exc is to be SIE free:-

Exclap1] = ¢°Exclp1] (5.13)
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where p; is the density for a one-electron system.

Usually the SIE is negative !'], i.e. SIE decreases the total energy of the system. For
many-electron systems, the SIE might also be negative for a fractional number of
electrons for example in transition states or intermediates where the number of electrons
in a orbital is not integral. In general, SIE will increase for a system with a fractional
number of electrons. The resulting total energy of such a system would be too negative
(. For transition states and intermediates where bond-breaking and bond-forming take

place, the SIE is more serious than it is in the region near a stable equilibrium geometry.

5.2.2 Previous studies
5.2.2.1 Exchange functionals

Lacks and Gordon !'*! calculated the exchange energy contribution (AEx) for pairs of
helium and neon atoms with the exchange functionals B86A!'"), B86B!'S, B8g(B)!'"},
PW86!'®! and PW91® for the Hartree-Fock electron density. These results compared with
the corresponding HF exchange energy contributions to the atomic interactions of a dimer
of inert atoms. The AEx is dominated by the small-density-large-gradient regions
between the two inert atoms. Correct large-gradient behavior of functional is necessary if
density-functional theory is applied to a weakly interacting system where weak attractive
interactions play important roles.

In that work, the authors concluded that PW86 and B86B were the best functionals in
the large-gradient regions, as these two functionals were the only exchange functionals
they found which accurately predicted AEx for the internuclear separations of interest.
The PW91 functional, reparameterized from PW86, which satisfies theoretical constraints

of an exact exchange functional, did poorly in this case, as did B88. This is the first work
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which studied extensively the behavior of existing exchange functionals on weakly
interacting systems. Based on the observations of the performance of the exchange
functionals on the total exchange energy and the exchange-energy contribution to the
total interaction (compared with the HF exchange energy contribution) for the helium and
neon dimers, the authors proposed a new exchange functional Lack-Gordon (LG), which
gives good results for both the total exchange energy and the exchange-energy
contribution (AEx).

Through the one-parameter progressive (OP) correlation functional 19 the
conventional exchange functionals, (LSD (Slater exchange) 201 Bgg, PW91, G96 1),
PBE ®}) were examined ®!, In that work, 11 physical conditions were introduced for
exchange functionals. The 11 conditions require that the exchange functionals should
satisfy the following relations:

a: The exchange functionals are limited to an energetic region. The exchange functional
is scaled to a constant under coordinate-scaling and should have a lower bound 241,

b: The exchange functional should reproduce the local density approximation of
exchange for constant density and is for slowly-varying density can be expanded to a
definite term.

c: The exchange functionals should be self-interaction free.

d: The exchange functional should decay asymptotically to reproduce the correct
behavior of the exchange energy.

For the exchange functionals studied, LSD (Slater exchange), B88, PW91, G96, PBE
and B88 do not scale to a constant under coordinate-scaling. All the functionals studied

produce SIE. Only B88 decays asymptotically correctly for an exponentially decaying
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density. B88 and G96 do not have the correct lower bound and do not satisfy the
expansion in the slowly varying limit (x,—0) of density. Note that these exchange

functionals (except LSD), despite the theoretical limitations noted, behave very well in

predicting the chemical properties of the molecules in the G2 data set.

5.2.2.2 Correlation functionals
In contrast to exchange, correlation is not determined by simple dimensionality and

scaling rules. Becke selected the following four simple “minimal” requirements for
correlation in his work on a one-parameter scheme @21

(1) attainment of the exact uniform electron gas limit,

(2) distinct treatment of opposite-spin and parallel-spin correlation,

(3) perfectly self-interaction free,

(4) a good fit to the exact correlation energies of atomic systems.

Tests of the conventional correlation functionals LYP ! and PW91®! showed that
LYP does not satisfy requirements (1) and (2), PW91 does not satisfy requirement (3).
LYP does not attain the exact uniform electron gas limit and does not take into account
of the parallel-spin correlation. PW91 is not self-interaction free. In the present work,
only the LYP and PW91 correlation functionals are discussed since only these two
correlation functionals were employed in the computations of this work. In earlier work
on the OP functional [, LYP and PW91 were found not to be negative or zero for any

density. LYP also does not scale properly under several conditions while PW91 does.
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5.2.3 Computational details
Self-consistent field (SCF) calculations were carried out with the Gaussian 98 A.7

program 12!

on a Silicon Graphics Origin 2000 server at the University of Waterloo. The
following scheme 7! was employed:
E = P3Ex™ + Py(PEx™™ + PiAEY™ ) + PEC™ + PAES™ 0 (5.14)

Ex'F is the HF-exchange, Ex®™" is the Slater local exchange, AEx""'** is the gradient
correction (not exactly non-local correlation) to the local exchange (here B, PW91, G96,
mPW91 and LG were used). Ec™® is the local correlation and AEc"""* is the gradient
correction to the correlation. The coefficients (Ps and Pg) for correlation were fixed at 1
or 0 depending on whether correlation was employed or not. The LYP and PW91
correlation functionals were employed in this work. For the coefficients of the exchange
functionals, P1, P2, P3 and P4, we chose P3=P4=1 and P1 + P2 =1. P1(P2) was increased
(or decreased) from 0.00 (1.00) to 1.00 (0.00) by 0.01 changes. Equation 5.14 could be
written as:

E =PEx"™ + Py(ExX™™ + AE™™*) + (EC"™ + AEC™™*) (5.15)

in this expression, (Ec™ + AEC™™1°%) is the gradient corrected correlation functional
EcSCA.

Without correlation, it is,

E=P;Ex"" + Py(Ex™™ + AEX"™°%) (5.16)
Actually (Ex™ + AEx™™**) is the GGA functional for the exchange functional, so

Equation 16 can be written as:

E =P,Ex'f + P\Ex“%4 (5.17)
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Equations 5.16 and 5.17 can be rewritten as:
E = xExT0 + yE,HF +E.OCA (5.18)
and
EX = xEx9% + yExF (5.19)
EX is the energy without a contribution from the correlation functional.
x+y=1 (5.20)

If Ex®®* in Equations 5.18 and 5.19 is replaced by the exchange GGAs, B, G96,
PW91, mPW9l and LG, the scheme described by Equation 5.19 becomes BxHFy,
G96xHFy, PW91xHFy, mPW91xHFy and LGxHFy respectively.

The basis set used for all atoms is Dunning’s cc-pvSZ (for Li, the cc-pv3Z was
obtained from the PNNL web page) 8} This set was chosen to be as consistent as
possible for H, He and Li since the largest basis set available for Li from this web page is
cc-pvSZ. For comparison, HF, CCSD-T (or CISD) with cc-pvSZ were employed to

predict energies for the systems considered.

5.2.4 Results and discussion
5.2.4.1 Formuias of exchange and correlation functionals
5.2.4.1.1 Exchange functionals
The exchange functionals studied here are Bl'l pwo1l LG!Y, G962'! and
mPW91PL

The B exchange functional was constructed on semi-empirical grounds!'®’,

2
Ex=ESPA — 4 Xo dr (521
x=Ex (ZIP:: (164, sioh” z, (5.21)

C: was determined by a least squares fit to exact atomic Hartree-Fock exchange energy
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£=0.0042 is for a best fit to the six noble gas atoms helium to radon. ¢ is electron spin

either "up"” or "down".

yom VP!

(] p?

LSDA_ % 3. 3%
Ex —Cx;J'pa’d’r Cx_E(E) 3

Exchange functionals can be rewritten in the following general form,
Ex=-Y [pfK,d*r (5.22)

and K, is the exchange functional kernel.

Then the kernel for the exchange functional B is,

B _ g LSDA Z: -
Ks =Kg +§1+6§1’, nh- 7, (5.23)
and
tsoa_3 3 ,%
Ks 5 ( m) (5.24)

is the kernel of the Slater local density approximation.

Starting from the form of the B functional, the PW91 exchange functional was
modified to satisfy the Levy scaling inequalities and the local Lieb-Oxford bound with
the following form. At small %, it reduces to the gradient expansion with the correct
value 10Cx/7 where Cx is the Sham coefficient (in order to be compared to other

functionals, each functional was rewritten as the sum of a local term and the gradient

correction term),

PWOI_yr LSDA
Ko =K~ "+
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(0.2743 — 0.1508e "2 495" 4 2 y48722)3 _ 0,004 y¢ /(4872)*"
1+ 64y, sinh™ y_ +0.004 % /(487%)*"

K, SPA  (5.25)

£ is 0.0042 both in the B and PW91 functionals and d is 4 in PW91.

The LG fit to the total exchange energy and exchange-energy contribution to the total
interaction (compared with the HF exchange energy contribution) of the helium and neon

dimers and cast in the form of PW86, has the following form '],

K0 = [1+(10°° +0.1234)S* /b +a,S* +a,S° +a,S* +a,,S"a,,5")
1+107%§?

KQLSDA (5.26)

=%

= @y b=0.024974, a4=29.790, 25=22.417, ag=12.119, a;,=1570.1, 2,,=55.94
Vi

Without applying a fundamental constraint, Gill’s 96 exchange functional (G96) ©?"!
has performance comparable with the B functional !:ut with much greater simplicity. The
author fit the one parameter to the HF exchange energy for the Ar atom using the HF/6-
311++G density. G96 has the following form,

Ko%% = KUPA + 422137 (5.27)

In Lacks and Gordon’s work %, it was found that the arbitrary choice of the
coefficient and exponent of the x? term in the PW91 exchange functional which makes
the functional obey the Levy scaling inequality and the Lieb-Oxford bound, does not
affect significantly the total atomic energy. This choice does determine the behavior of
the exchange functional in the low-density and large-gradient regions far from the nuclei.
Based on such an observation, the exponent of the y¢ term in the PW91 exchange
functional was modified to be d=3.73 resulting in the modified PW91 exchange
functional, mPW91 P!, In this mPW91 exchange functional, the  value was set to 0.0046

rather then the original value of 0.0042.
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Based on the above analysis, all the exchange functional kernels can be written in the
following general form,
KQGGA —_ KqLSDA + AKQGGA (5.28)

and AK,°%* is the General Gradient Approximation Correction to LSD.

5.2.4.1.2 Correlation Functionals
LYP®), one of the most popular correlation functionals, is a “second-order gradient
expansion” to the Colle-Salvetti correlation functional *! which was fit to the correlation

energy of the helium atom in order to determine the parameters,

1 1 1 e
EC=- — o+ bo”YC. 0% -2ty +(—t, +—V2D)le " dr 5.29
aIHdp_,,, (p+bp " [Cpp™ =2ty + Gty + =V PNE™ ) (5.29)

a=(0.049, b=0.132, ¢=0.2533 and d=0.349,

1t 1o,
8 p(r) 8

w

3
and Cr_-l—o' 3rH)*

In practical computation, the VZp term in (5.29) was eliminated (%01,
Starting from the VWN correlation functional (), a spin-interpolation formula for the
correlation functional (kernel) (local part) was proposed by Perdew and Wang ®! which

is:

ec(rs, 0= eclrs,0) + ac(rs) —fﬁ(% (1% + [ec(ts, 1) st OO & (5.30)

4/3 _ 4/3 —-
o=l (2: ¢ 2? 2] 531)

f(0)=0, f(1)=1, and f"(0)=1.709921, ac(rs)= f"(0)[ ec(rs,1) -ec(rs,0)] and

rs is density parameter,
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rs=[%n(pa +pp)]"? (5.32)

pe is the electron density with a spin and pg is the electron density with B spin, § is the

relative spin polarization,
&= (Pa - Pp)/(Pa + Pp) (5.33)

There was another gradient correction term H combined with this kemel ec(rs,C) in the

PW91 correlation energy ¥,

H=Ho+H, (5.34)

2 PP+ A

3 B
=g’ —In[l+— —————], 5.35
Hog 2a [ B 1+Az’+A‘z‘] (5:33)

«=0.009, B=vC(0), v=(16/m)(37})', Cc(0)=0.004235, Cx=-0.001667,

_ 2 1

-7 e 205 (s LA -1 (5-36)

H,=v[Cc(rs)-Cc(0)-3Cx/7]g’t?exp(-100g* (ks /ks?)t’] (5.37)
t=|Vp|/2gksp (5.38) s the scaled density gradient,
=1+ + 102 (539)

This correlation functional was fit to Green’s-function Monte Carlo data at high and low

density for the uniform electron gas to obtain the correct behavior *1,

5.2.4.2 One-electron systems — H, He*, H,"

For a one-electron system, there is no electron-electron interaction but the kinetic
energy and nuclear-electron attraction terms remain. Such systems can be used to check

the self-interaction error of the functionals.
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5.2.4.2.1 HandHe"

With the schemes outlined by Equations 5.15 to 5.19, the energy of the hydrogen atom
was calculated self-consistently by BxHFy, G96xHFy, PW91xHFy, mPW91xHFy and
LGxHFy. If the correlation functionals (LYP and PW91) are included, two new protocols
BxHFyLYP and PW91xHFyPW91 are created. Since the real exchange-correlation
functional is not known, there is no systematic way to improve the total energy of the
system, nor is there a minimum energy bound for a system. It is meaningless to focus on
the total energy itself, as it is not comparable to the conventional ab initio energy. If such
a comparison was made, it gives only a general idea about the behavior of the functional
for energy prediction (fortunately the energy difference rather than the energy itself is
more important in chemistry). The comparison of the energy predicted by DFTs with ab
initio methods (for example the full CI (configuration interaction) or CC (coupled
cluster)) provides only this rough idea of the closeness of the DFT energy (and
correlation energy) to its counterpart from conventional ab initio theory.

Following equations 5.18 (or 5.19), and 5.20, there are 101 calculations with one
protocol for one system if y (or x) changes by 0.01 in each step from 1.00 to 0.00. The
curves of total energy for the hydrogen atom vs. y (ratio of HF exchange) predicted by
these protocols are shown in Figure 5-1. The total energy is in Hartree (for discussion
mH, i.e. milliHartree or 10~ Hartree will also be used).

Since the starting point (y=1.00) is the energy predicted by HF, all the curves begin at
a common point. The energy predicted by the pure GGA exchange functional without any
HF exchange lies at the end point of the curve (y=0.00). All the curves appear to be

straight lines with different slopes -as shown in Figure 5-1. Among the curves of the
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functionals tested, G96xHFy has the smallest slope and PW91xHFYy has the largest slope.

The order of the slopes is:

G96xHFy < LGxHFy < BxHFy < mPW91xHFy < PW91xHFy  (5.40)

1.00 0.94 0.88 0.82 0.76 0.70 0.64 0.58 0.52 0.46 0.40 0.34 0.28 0.22 0.16 0.10 0.04
-0.4950

-0.4960 |
04970 |
E(a.u.) -0.4980 |

-0.4990 |

-0.5000 P

~r=rer-y

-0.5010

Y(Weight of exact exchange(HF))

Figure 5-1 Energy of H predicted by BxHFy, G96xHFy, PW91xHFy, mPW91xHFy
and LGxHFy
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Equation 5.19 can be rewritten as,
EX = Ex*F + (1-y)ExO% = Ex % +y(ExtF - ExS4) (5.41)

The slope of the curve (Ex™* - Ex®“*) indicates the energy difference between HF and
pure GGA. The largest difference of energy predicted by GGAs from HF is that by
PWO91xHFy. It is about SmH (3kcal/mol). The comparable energy difference for G96
from HF is only about !mH (0.6kcal/mol). All the energies predicted by hybrid protocols
and GGAs are higher than those from HF. Since there is only one electron in hydrogen,
the energy predicted by CI or CC should be the same as by HF. The HF energy with cc-
pv5Z for hydrogen is -0.499994522 Hartree.

Among the curves in Figure 1, PW91xHFy is far from the other curves with the
largest slope. The modification of the parameters in PW91 decreases the slope as shown
by the curve of mPW91xHFy. The BxHFy and LGxHFy curves are close to each other.
Around the y = 0 starting point, these two curves overlap each other up to almost y =
0.75. After that point, the LGxHFy curve deviates from BxHFy bending slightly
downward.

All the curves should be straight lines as required by Equation 41. The deviation from
a straight line indicates the non-linear relation between the HF exchange and exchange
functional. This non-linear relation does not satisfy equation 5.41. Among the five
curves, PW91xHFy and LGxHFy show greater nonlinearity than the other three.

The plots of energies vs. the component of HF exchange of He" predicted by the five
functionals are similar to their counterparts for H in shapes and relative order of the
slopes as shown in Figure 5-2. The energy differences between HF and GGAs results

become larger. Such a difference of HF and PW91xHFy is about 10mH (6.5kcal/mol). It
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is 2mH (1.3kcal/mol) for HF and G96xHFy. For the high accuracy required in chemistry,

such an error s still relatively large since the system (hydrogen) is the smallest normally

considered in chemistry.

Figure 5-2 Energy of He" predicted by BxHFy, G96xHFy, PW91xHFy,
mPW91xHFy and LGxHFy
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227



In order to obtain deeper insight into the behavior of the functional, the total energies

of H and He"

by all methods are decomposed into the kinetic and potential energies.

There is no electron-electron interaction in these one-electron systems. The kinetic and

potential energies of H and He" are plotted vs. the weight of HF exchange in Figures 5-3

to 5-6.
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Figure 5-3 Kinetic Energy of H predicted by BxHFy, G96xHFy, PW91xHFYy,

mPW91xHFy and LGxHFy
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Figure 5-4 Kinetic energy of He' predicted by BxHFy, G96xHFy, PW91xHFy,

mPW91xHFy and LGxHFy

Figure 5-3 shows the kinetic energy of the hydrogen atom. The curves for BxHFy,
G96xHFy, mPW91xHFy and LGxHFy have similar shapes. These straight lines have a
very small and negative slope. The kinetic energies are slightly lower than that from HF.
The results from these functionals are similar to those from HF exchange (the largest
absolute error is 26mH, within 0.6% of HF value). The order of these four curves
switches compared with the order for the total energies by these methods. The shape of

the PW91xHFy curve is striking as it resembles the second half of a plot of the sine
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function with a minimum around y=0.50. The reason of the difference of the shape of
PW91xHFy from those of the other methods is unclear. The kinetic energy plots for He"
(in Figure 5-4) are similar to those for H. The error from BxHFy, G96xHFy,
mPW91xHFy and LGxHFy is much smaller for He" than that of H. The PW91xHFy
curve is still sine like with a minimum near y=0.50.

Figures 5-5 and 5-6 are plots of the potential energies, Vi, of H and He" predicted by
the five methods. In contrast to the curves for the kinetic energies, the slopes of the first
four curves (BxHFy, G96xHFy, mPW91xHFy and LGxHFy) are slightly positive with
the same ordering as the curves for the total energy. In this case, the PW91xHFy curve
resembles the positive portion of a sine function.

It is understandable that the slopes of the total energies predicted by all the methods
vary in the same way as the potential energies. The viral theorem requires

4
= =2 5.42
T (542)

for an atomic system or a molecule in a bound stationary state **?'l. V is the potential
energy and T is the kinetic energy of the system. So the potential energy determines the
shape of the curve for the total energy. The adherence to the viral theorem is the reason
the overall curves of the total energy of H and He" predicted by PW91xHFy are straight
lines although the kinetic and potential energies have a parabolic shape. The different
trends in the potential and kinetic energy curves predicted by PW91xHFy cancel to cause
the total energy curve to be flat. The total energy curve does show the same tendency as
the potential curve.

The linear relationship of poteptial and kinetic energies to the weight of exact

exchange predicted by PW91xHFy will be discussed later.
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Figure 5-5 Potential Energy of H predicted by BxHFy, G96xHFy, PW91xHFy,
mPW91xHFy, LGxHFy

231



y(Weight of exact exchange (HF))
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Figure 5-6 Potential energy of He' predicted by BxHFy, G96xHFy, PW91xHFy,
mPW91xHFy and LGxHFy
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52422 H,'

The bond distance in H;" is chosen to be 4 A, since at this point, the self-interaction
error of the method employed was very clear in Yang’s earlier work ['l. This simplest
molecular system excludes other effects.

Figure 5-7 presents plots of the total energy of H," versus the weight of HF exchange
as predicted by the five methods. All five curves are straight lines with slightly different
slopes. The ordering of these curves (for the total energy) is:

G96xHFy < LGxHFy =~ BxHFy < mPW91xHFy < PW91xHFy (5.43)

In contrast to the energy curves of H and for H,", He" predicted by the same methods,
the slopes predicted by all five methods for He' total energy are negative i.e. the total
energies predicted by all the GGAs are lower than those from HF. The largest energy
difference between the GGAs and HF is about 71mH. This difference is significant if the
total energy of H (0.499994522 Hartree by HF) and H," (0.503229541Hartree by HF) are
taken into account. The major physical difference in this case from H and He" is that H,"
has a nuclear-nuclear repulsion term. However all methods must predict the same
nuclear-nuclear interaction energy for a fixed nuclear geometry. Thus there may still be
different behaviors of the potential and kinetic energy curves since these two terms
contribute together to the total energy of He".

Figures 5-8 and 5-9 illustrate the kinetic and potential energy curves for H," predicted
with the five methods. In Figure 5-8, all the curves have positive slopes, i.e. all GGAs
predict higher kinetic energies than does HF. Except for PW91xHFy, the other four
methods have similar curves with slightly different slopes. The curve predicted by

PW91xHFYy is much flatter than the comparable one for H and He" and is concave. On
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the other hand, the potential curves for H," have negative slopes. Similar to the kinetic
energy curves, all methods except for PW91xHFy predict nearly straight lines with very
similar slopes. PW91xHFy predicts a flat curve with the convex character and yields the
highest energy. The concavity in kinetic energy and convexity in potential energy curves
(as predicted by PW91xHFy) cancel each other so that the total energy is a straight line as

shown in Figure 5-7.

Y(Weight of exact exchange(HF))

1.00 0.91 0.82 0.73 0.64 0.55 0.46 0.37 0.28 0.19 0.10 0.01
-0.5000 |

-0.5100
-0.5200
-0.5300
-0.5400
E(a.u.)
-0.5500
-0.5600

-0.5700

-0.5800 -

Figure 5-7 Energy of H;" at 4 A predicted by BxHFy, G96xHFy, PW91xHFy,

mPW91xHFy and LGxHFy
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Figure 5-8 Kinetic energy of H," (R=4A) predicted by BxHFy, G96xHFy,

PWI91xHFy, mPW91xHFy and LGxHFy
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y(Weight of exact exchange (HF))
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Figure 5-9 Potential energy of H," (R=4A) predicted by BxHFy, G96xHFYy,
PW91xHFy, mPW91xHFy and LGxHFy
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5.2.4.2.3 Self-interaction error, SIE

Since there is no electron-electron interaction in a one-electron system, self-interaction
error must be the cause of any electron-electron term which is not zero. The study on the
B exchange functional based methods with H," showed that H," is a good system for
testing SIE !, For H,", as the HH distance increases, the electron density on each nucleus
should be half of an electron and the “halves” of the one electron should not interact with
each other. Thus H," can be employed to test for SIE with various exchange functionals:
B, G96, PW91, mPW91 and LG. The correlation functionals LYP and PW91 also are to
be tested. Furthermore, H, and He" are also used to test these functionals to see if there is
any SIE for these systems with an integral number of electrons in an orbital.

The SIE of the five methods employed for H," at R=4A are reported in Figure 5-10.
The SIE of HF exchange is zero as shown at the starting point (y=1.00). All plots are
straight lines. As the weight of HF exchange decreases, the SIE increases (more
negative). Based on such observations, the role of exact exchange and the behavior of the
density can be discussed. The order of (absolute value) SIE increase as,

PW91 <mPW91 < B = LG <G96 (5.44)

The smallest SIE is —74.6mH (46.8kcal/mol) by PW91 exchange functional and the
largest is —82.7 mH (51.9kcal/mol) by G96. The BxHFy curve in Figure 5-10 confirms
the order of the SIE for BHandHLYP, B3LYP and BLYP for SIE in Yang’s work ['!. The
HF component reduces the SIE in hybrid DFT since HF exchange is free of SIE. Figure
5-10 clearly shows the existence of the SIE in DFT functionals for systems with non-
integral electrons. The reason why there are discontinuity of curves at y=0.30 and the

increase of energy for PW91PW91 and PW91(exchange only) in Figure 5-10 is unclear.
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Figure 5-10 Self-interaction error of H," (R=4A) predicted by BxHFy, G96xHFy,

PW91xHFy, mPW91xHFy and LGxHFy
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Figure 5-11 Self-interaction error of H predicted by BxHFy, G96xHFy, PW91xHFYy,

mPW91xHFy and LGxHFy
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Figure 5-12 Self-interaction error in He' predicted by BxHFy, G96xHFy,

PW91xHFy, mPW91xHFy and LGxHFy
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The SIE for H and He" also were calculated by these methods and are reported in
Figures 5-11 and 5-12. Figure 5-11 reports the SIE of the five methods for H. It is also
unclear why there is discontinuity in the curve around y=0.50 in Figure 5-11 predicted by
PW91xHFy. In contrast to the SIE in H,", the SIE in H as predicted by all five methods is
positive rather than negative (as in H,"). SIE increases in the order (absolute value),

G96 <LG <B <mPW91 <PW91 (5.45)

The magnitude of the SIE with all methods for H is much smaller than that in H,". The
largest SIE is predicted by PW91, 3.8mH (2.4kcal/mol) and the smallest is
0.4mH(0.3kcal/mol) by G96. The SIE of these methods for He" has similar curves to
those for H. All the SIEs in He" predicted by these methods are positive and the same
order of magnitude as for H. This is one reason that these DFT methods predict higher
energy of H and He' than HF does. Usually DFT methods predict lower energy for
system than HF does. The largest SIE for He' is 9.5mH (6.0kcal/mol) for PW91 and the
smallest is 1.8mH (1.1kcal/mol) for G96.

The contribution from the LSD also is analyzed to check the contribution from the
gradient correction in GGAs. In GGAs, the LSD accounts in large part for the total
energy as manifested by equations 21 to 28. LSD also accounts for about one quarter of
the total SIE (—26mH =~16.6kcal/mol) in H," indicating that the SIE in GGA is largely
(ca. 75%) due to the gradient correction. Surprisingly, the LSD contribution is much
higher. The order of magnitude of the total SIE of all methods in H and He" is 10”.
However, it is 107 Hartree for the LSD contribution in these systems. In H, the LSD
contribution to the SIE is 41.4mH (25.6kcal/mol) while the total SIE for PW91 exchange

is only 3.8mH(2.4kcal/mol). In He', the contribution from LSD to SIE is 85.9mH
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(53.9kcal/mol), approximately a factor of nine greater than the total SIE from PW91
exchange for He".

The most notable observation is the difference in the behaviors of the functionals on
H,'", H and He" with regards to the SIE. One observation is that the SIE of the functionals
is greater for the systems with fractional electrons than that with integral electrons. The
other observation is that LSD has larger SIE for a system with integral electrons (for
example in the cases of He" and H). It may be that LSD is important in the region with
high electron density while the gradient correction is important in the region with large
electron density gradient i.e. a large variation in the electron density. In H,", there exists a
region with large electron density gradient due to the bonding, while the electron density
in H is regularly and more densely distributed in space. In DFT, the electron repulsion
term is essentially independent of the exchange-correlation term (as shown in Equation
10) especially when only the exchange term is applied. It is expected that the SIE may be
reduced if an appropriate exchange functional is combined with a suitable correlation
functional in order to cancel the error.

The SIE for some correlation functionals are also examined. The LYP functional
earlier was found to be SIE free by theoretical analysis !'). The identical energies of
BxHFy and BxHFyLYP in the present study confirm such a conclusion. Figure 5-13
reports the energies of H," predicted by PW91xHFy and PW91xHFyPW91 at a bond
length of 4A. The PW91xHFyPW91 curve is lower in energy than that of PW91xHFy by
a constant amount. The constant is the self-interaction error of the PW91 correlation
functional for H, . The value is 4.4mH (2.7kcal/mol) and much smaller than that for the

PW91 exchange functional, 74.6mH (46.8kcal/mol). It is reasonable since the exchange
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energy is much larger than the correlation energy in atoms and molecules.
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Figure 5-13 Self-interaction error in H," (R=4A) predicted by PW91xHFy and
PW91xHFyPW91
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5.2.4.3 Two-electron systems — H", He, Li"

Electron-electron interactions exist once the system has more than one electron. A
two-electron system is obviously the simplest multielectron system. There are two
possibilities for the relative spin orientations of the two electrons: parallel and
antiparallel.

The system with only parallel electrons (for example the lowest triplet state of the
helium atom) has a Fermi hole indicating a region in which the probability of finding
another electron with the same spin is small. A Coulomb hole is a region in which the
probability of finding another electron with opposite spin is small. For the parallel case,
HF treats the system well enough that the conventional electron correlation for triplet
Helium is relatively small (approximately 0.001598a.u.=1kcal/mol from the CCSD(full)
model with a cc-pv5Z basis set). For parallel electrons, HF includes some electron
correlation based on exchange.

For a system with only antiparallel electron, for example singlet helium, HF cannot
treat this electronic interaction of antiparallel (electron correlation) properly. The
integration of the antiparallel electrons over the spin orbitals disappears and thus there is
no exchange term. Only the coulombic interaction is taken into account at the HF level.
So the conventional electron correlation energy (the difference between the energy of HF
limit and the non-relativistic energy of the system) is significant in systems with
antiparallel electrons (electron correlation will be discussed in the next section using
mPWI1LYP). The correlation energy (E(CISD(fuil))-E(HF)) of singlet helium with the

cc-pv5Z basis set is 41.5mH (26.1kcal/mol).
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5243.1 H

There is a well-known failure of the local-spin-density approximation (LSDA).
Negative ions are not bound and this can cause the GGAs to have this intrinsic failure 1.
In spite of this obvious difficulty, the energy of H is calculated by all methods employed
to illustrate the energy change with the change of the HF component and the different
behaviors of the functionals.

The total energies of H predicted by all methods are plotted in Figure 5-14. Except
for the energy predicted by PW91xHFy, all other energies decrease as the weight of HF
exchange decreases. This means that GGAs (without correlation functional) predict lower
energies than does HF. The PW91xHFy curve rises slowly up to a point around y=0.50,
then decreases slowly. This is different from the monotonic decrease of the other curves.
All these calculations show that the extra electron does bind to H in this hydrogen anion.
However, this binding is an artifact due to the limited basis set. The Gaussian basis set
confines the electron to the space around the hydrogen atom since the basis functions do
not extend to infinity. It is the limited basis set which requires that the electron remain
near and thus bond to the nucleus. Numerical calculations with complete basis set would
change the curves shown in Figure 5-14 B2,

Figure 5-15 shows the energy of the highest occupied orbital as predicted by all
exchange functionals. The curves for all the methods except PW91xHFy overlap each
other and are nearly straight lines. This agrees with the linear relation expected between
HF exchange and the GGA exchange functional as described by Equations 5.19 and 5.41.
All curves have positive slope i.e. HF exchange lowers the energy of the highest occupied

orbital in hybrid density functional methods. The overlap of these lines indicates that B,
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Figure 5-14 Energy of H predicted by BxHFx, G96xHFy, PW91xHFy,

mPW91xHFy and LGxHFy
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Figure 5-15 Energy of the highest occupied orbital of H™ predicted by BxHFy,

G96xHFy, PW91xHFy, mPW91xHFy and LGxHFy
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G96, mPW91 and LG show very similar behavior in predicting this electronic property.
PW91xHFy deviates slightly from and is lower than the other lines slightly from y=0.75
to y=0.25. HF predicts the occupied orbital energy as -0.2744H. As the component of the
HF exchange decreases in the hybrid method, the highest occupied orbital energy
increases, at approximately y=0.82, this orbital energy becomes positive i.e. unbound.
When y=0.00 i.e. in the case of pure GGA, the highest occupied orbital energy is about
0.123H which is very definitely positive and thus not binding.

Figure 16 reports the highest occupied orbital energy of H for the BxHFy and
BxHFyLYP methods. These two straight lines (BXxHFyLYP is lower) have a constant
difference at 17.99mH and this value is due to the contribution of the LYP correlation
functional. The corresponding difference for the highest occupied orbital energy of H
between PW91xHFy and PW91xHFyPW91 which is larger than that between BxHFy and
BxHFyLYP. The difference is 24.46mH as shown in Figure 5-17. In Figure 5-15, the
PWO91 exchange functional predicts lower orbital energy than does BxHFy. Overall
PW91PWO1 (and its hybrid methods) may predict lower orbital energies than does BLYP

(and presumably its corresponding hybrid methods).
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5.2.4.3.2 Singlet helium
5.2.4.3.2.1 Total energy of He

Helium is one of the smallest neutral systems with only anti-parallel electrons in its
lowest singlet state. It is a good model for studying correlation of antiparallel electrons.
The total energies of He predicted by all methods are plotted against the amount of HF
exchange in Figure 5-18. Compared with the curves in Figures 5-1 and 5-2 for H and
He', the slopes of the curves in Figure 5-18 are small. Except for the curves for the
PW91xHFy and mPW91xHFy methods, the other curves have negative slopes i.e. the
GGAs (B, G96 and LG) predict slightly lower energy than does HF. The slope of BxHFy
is close to zero and the slopes from G96xHFy and LGxHFy are slightly more negative
than that from BxHFy. Exchange functionals not only determines the exchange energy
but also partially the correlation energy. However, in an atomic system especially such as
He, the HOMO-LUMO gap is too large to allow for the introduction of non-dynamic
correlation. The exchange functionals (especially non-local exchange) mainly account for
non-dynamical electron correlation ). The energy gap can serve as a criterion for the
occurrence of non-dynamic correlation in general. Another possible reason exists for the
different behaviors of the exchange functional in the prediction of total atomic energy, for
example the exchange functionai fitting procedure. The order of these curves (slopes of
the energy curves) is,

LGxHFy<G96xHFy<BxHFy<mPW91xHFy<PW91xHFy (5.46)

The curves of LGxHFy and G96xHFy are close to each other. All the curves are
essentially straight lines although PW91xHFy deviates from a straight line slightly more

than the other curves.
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Figure 5-18 Energy of He Predicted by BxHFy, G96xHFy, PW91xHFy,
mPW91xHFy and LGxHFy
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5.2.4.3.2.2 Decomposition of the total energy of helium

Considering the electronic Hamiltonian, the total energy can be decomposed into
potential, kinetic, electron-electron Coulomb repulsion, exchange and correlation
energies. In He, there are only two anti-parallel electrons and the LUMO-HOMO gap is
large (1.32461H by CISD(full)/cc-pv5SZ). There are no exchange energies and parallel
electron correlation energies for this system. The electron-electron interaction includes
only the Coulomb repulsion and the anti-parallel electron correlation. Thus the energy
difference between that predicted by HF and full CI for He is the anti-parallel pair
electron correlation. The total energy curves of He in Figure 5-18 indicate the different
behaviors of the functional from those in the H and He" cases. In addition, the total
energies of He are decomposed into potential, kinetic and electron-electron interaction
energies to study the effects of the functionals on each energy component.

The kinetic energy and potential energy of He are plotted versus the weight of HF
exchange in Figures 5-19 and 5-20. The slopes of the curves of potential energy and
kinetic energy of He are slightly positive while the slope of the total energy curves are
slightly negative. Such a result may be due to the contribution from electron-electron
interaction. The curves in Figures 5-18, 5-19 and 5-20 predicted by PW91xHFy are not
straight lines. The kinetic energy curve resembles the second half of a sine curve and the
potential curve appears to be the first half of the sine curve. In both Figures 5-19 and 5-
20, BxHFy, G96xHFy and mPW91xHFy have a slight discontinuity between y=0.45 and
y=0.15. The reason for the discontinuity is not clear. The order of the curves of potential

energy is the same as that of the total energy as shown in Equation 46, so do the kinetic

€nergy Curves.
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Figure 5-19 Kinetic energy of He predicted by BxHFy, G96xHFy, PW91xHFYy,
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Figure 5-20 Potential energy of He predicted by BxHFy, G96xHFy, PW91xHFYy,
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Figure 5-21 Electron-electron interaction energy of He predicted by BxHFy,

G96xHFy, PW91xHFy, mPW91xHFy and LGxHFy

The electron-electron interaction curves of He are plotted in Figure 5-21. All GGAs
predict lower energies than HF. This explains why the total energies of He predicted by

GGAs are lower than for HF although the potential and kinetic energies are slightly
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higher than from HF. The electron-electron interaction energy difference between GGAs
and HF is larger than the corresponding sum of the potential and kinetic energy
differences. In Figure 5-21, there are discontinuities from y=0.50 to y=0.15 for all curves

except for LGxHFy. The PW91xHFy curve is not linear. It is unclear for these

phenomena in Figure 5-21.

5.2.4.3.2.3 The energetic contributions from the correlation functionals

The correlation functional is mainly designed to account for dynamic correlation **!
and LYP was fit to the electron correlation energy of Helium ®!. The electron-electron
interaction in He from LYP is obtained by subtracting the electron-electron interaction of
B from the electron-electron interaction of BLYP. The same procedure is employed to
calculate the electron-electron interaction predicted by the PW91 correlation functional
for He i.e. subtracting the electron-electron interaction of the PW91 exchange functional
from the electron-electron interaction of PW91PW91 exchange-correlation functionals in

He. The results are reported in Table 5-1.

Table 5-1 The electron-electron interaction in He predicted by B, BLYP, PW91 and

PW91PWY1(in a.u.) with the cc-pv5Z basis set

B BLYP LYP PW9lx PW9I1PW91 PW9lc

EE  1.00898 0.96771 -0.04121 1.01395 0.97513 -0.03882

E (HF)= -2.86162, E(CISD)=-2.90315, AE(CISD-HF)=0.04153

PW91x: PW91 exchange functional, PW91c: PW91 correlation functional
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It is not surprising that LYP predicts the correlation energy very close to the
conventional ab initio correlation energy since LYP was fit to the correlation energy of
He. The error in the correlation energy predicted by the PW91 correlation functional is
7% if the correlation energy from the CISD calculation is adopted as a reference.

Since the components of the energy are not independent, they may correlate with each
other. Thus the energetic contribution from the correlation functional is not completely
correlation energy. The correlation functional also may effect the potential and kinetic
energy of the system due to the self-consistent field procedure employed in the energy
optimization. Starting from this assumption, the possible contribution to the total
potential and kinetic energy of the system from the correlation functional is analyzed.
Table 5-2 reports the potential and kinetic energies predicted by the B, BLYP, PW91

exchange and PW91PW91 exchange-correlation functionals.

Table 5-2 The kinetic and potential energy of He predicted by the B, BLYP, PW91

and PW91PW91 functionals (in a.u.) with the cc-pvSZ basis set

B BLYP LYP PW91X PW9IIPW91 PWIIC

KE 2.86466 2.87487 0.01021 2.85697 2.86416 0.00719

PE  -6.73688 -6.74955 -0.01267 -6.72601 -6.73921 -0.01320

KE(HF)= 2.86162, PE(HF)= -6.74916, PW91X: PW91 exchange functional, PW91C:

PW91 correlation functional
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From Table 5-2, the contribution to the kinetic and potential energy of a system from
the correlation functional is obvious.

From Figure 5-15, the effect of HF exchange on the energy of the highest occupied
orbital is evident from the energy curves. Figure 5-22 displays the curve of the highest
occupied orbital energy versus the weight of HF exchange in the hybrid methods. All the
methods have very similar curves to each other. All the GGA exchange fucntionals
predict higher occupied orbital energy than does HF i.e. exchange functionals destabilize
the He atom although the GGA exchange functionals (except for PW91 exchange) predict
lower total energies for He than does HF. The decrease in the highest occupied orbital
energy of approximately 0.37H (roughly 10 e.v.) from HF to GGA significantly effects
the overall electronic structure of He. From Figures 5-15 and 5-22, an important
conclusion may be drawn that the nonbinding for anions with GGAs may be a more

general behavior.

The calculations show similar results for Li* as those for He, and will not be discussed

here.
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Figure 5-22 The highest occupied orbital energy of He predicted by BxHFy,

G96xHFy, mPW91xHFy, PW91xHFy and LGxHFy

260



5.2.4.3.3 Triplet helium

In He, only anti-parallel electron correlation exists. If one electron in 1s He is excited
into the 2s orbital and its spin changed, then only parallel electron correlation (a Fermi
hole) exists in this triplet helium atom. The difference between the electron correlation
strengths (anti-parallel and parallel) can be analyzed by studying the electron-electron

interaction in He in its singlet ground state and first excited triplet state.

5.2.4.3.3.1 Total energy of triplet He
The total energies of triplet He predicted by the exchange based methods were plotted
in Figure 5-23. Except for PW91xHFy, all the methods predict that the total energy
decreases as the weight of HF exchange decreases. The total energy predicted by
PW9ixHFy changes slightly compared to other methods as the weight of HF exchange
varies, and the curve is close to a straight line. The energetic order of the curves is:
G96xHFy < LGxHFy < BxHFy < mPW91xHFy < PW91xHFy (5.47)
In Figure 5-23, the curves for LGxHFy and G96xHFy are closer to each other than the

other curves. The energies predicted by the PW91 and mPW91 exchange functionals are

closer to those from HF than the other methods.
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5.2.4.3.3.2 The decomposition of the total energy of triplet helium

Figures 5-24, 5-25 and 5-26 present curves for the kinetic, potential and electron-
electron interaction energies of triplet He.

Unlike the kinetic energy curves of singlet He, the kinetic energy curves for triplet He
in Figure 5-24 have slightly negative slopes indicating that the GGA exchange
functionals predict lower kinetic energy than does HF. The curves predicted by BxHFy
and mPW91xHFy nearly overlap and the mPW91xHFy curve is slightly lower than that
from BxHFy. PW91xHFy still predicts a curve with a minimum around y=0.47.

Figure 5-25 presents the potential energy curves for triplet He. The order of the
energies predicted by the methods employed is opposite to that of the kinetic energy in
Figure 5-24. The order (in energy) is,

LGxHFy < BxHFy < mPW91xHFy < G96xHFy < PW91xHFy (5.48)
All the curves except for PW91xHFy are close to straight lines and have positive slopes.
PW91xHFYy predicts a curve with a maximum around y=0.47. The end point of this curve
is close to the other curves. In Figure 5-25, the BxHFy and mPW91xHFy curves almost
overlap.

In He, the shape of the total energy is determined not only by the kinetic and potential
energies, but also by the electron-electron interactions which are significant to the total
energy. The effect of electron-electron interaction on the slope of the total energy curves
predicted by the methods is confirmed in Figure 5-18 for singlet He. Figure 5-26 shows
plots of the electron-electron interaction in triplet He as predicted by these methods. All
the exchange GGAs predict lower electron-electron interactions in triplet He than does

HF. A comparison with the electron-electron interactions of He in its singlet ground state
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Figure 5-24 Kinetic energy of triplet helium predicted by BxHFy, G96xHFYy,

PWI91xHFy, mnPW91xHFY and LGxHFy
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Figure 5-25 Potential energy of triplet helium predicted by BxHFy, G96xHFy,

PW91xHFy, mPW91xHFy and LGxHFy
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Figure 5-26 Electron-electron interaction energy in He predicted by BxHFYy,

G96xHFy, PW91xHFy, mPW91xHFy and LGxHFy
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is shown in Figure 5-21, the electron-electron interaction energy difference for triplet He
among the predictions of HF and GGAs (about 0.08H for LGxHFYy) is larger than its
counterpart in singlet He (about 0.025H). Also the electron-electron interaction in triplet
He is about 4 times that in singlet He. The electron correlation in singlet He is larger than
that in triplet He and the correlation energy stabilizes the singlet system more. The CI
calculations indicate that the Coulomb correlation in singlet He is much larger than the
Fermi correlation in triplet He. The kinetic energies of both singlet and triplet He
predicted by GGAs are shown in Figures 5-19 and 5-24 and are closer to the HF results
than the corresponding electron-electron interactions. The GGA exchanges predicts much
lower electron-electron interactions than does HF. This lower electron electron repulsion
is the main cause of the lower energetic prediction for a system usually observed with
GGAs. The result is reasonable in SCF methods since only the electron electron
interaction part is different in HF and DFT. It is worth noting that PW91 exchange
predicts the electron-electron interaction in triplet He to be close to that of HF. The curve
for PW91xHFYy in Figure 5-26 is close to a straight line. In Figure 5-21, the PW91xHFy

electron electron interaction curve is more curved with a minimum around y=0.38.
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5.2.4.3.3.3 The energetic contribution from correlation functionals

The singlet ground state of He is a very good test case to check the performance of the
correlation functional for Coulomb correlation. The triplet state of He is a test of the
performance of correlation functionals for Fermi correlation. Comparing the performance
of the correlation functionals on these two cases should provide insight into the overall
performance for electron correlation.

LYP was fit to the Coulomb correlation (anti-parallel correlation) and it does not take
the parallel correlation into account as mentioned in Becke’s work @51 The present
calculations with BxHFy and BxHFyLYP indicate that these two methods give identical
curves i.e. LYP does not account for parallel correlation. Also the contributions to the
kinetic and potential energies from the LYP functional are zero as shown in Table 5-3.

Figure 5-27 presents for the total energy curves of triplet He predicted by PW91xHFy
and PW91xHFyPW91. There is a constant gap between the two curves in Figure 5-27. It
can be identified with the energy contribution from the PW91 correlation functional. This
gap is about 0.018H (11.1kcal/mol). The correlation energy in triplet He predicted by
CISD/cc-pv5Z is 0.0016H (1.0kcal/mol). Obviously the PW91 correlation functional
overestimates parallel electron correlation in triplet He. The possibilities of including the
self-interaction error and the contributions from the kinetic and potential parts can not be
excluded. Compared with the case of singlet He, the electron correlation is much smaller
in triplet He from both conventional ab initio calculations and from DFT. Thus LYP may
still be good in energy predictions even though it does not consider the parallel electron
correlation. As the system gets larger, the parallel correlation may become more

important to the total energy (for example nitrogen atom or transition metals). From

268



Table 5-3, the contribution of kinetic and potential energy from PW91 correlation is
obvious. Compared to the contribution of electron-electron interactions, the kinetic and
potential contributions from the correlation functional are relatively small but comparable

to the correlation energy predicted by CISD.

Y(Weight of exact exchange(HF))
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Figure S§-27 Total energy of triplet He predicted by PW91xHFy and

PW91xHFyPW91
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Table 5-3 Kinetic, potential and electron-electron interaction energies in triplet He

predicted by B, BLYP, PW91 and PW91PW91 (in a.u.) with the cc-pvSZ basis set

B BLYP LYP PW91X PXPC PW91C
KE 262109 262109 0 261917 261798 -0.00119
PE  -5.06764 -5.06764 O -5.06613 -5.06502 0.00111
EE 040172 040172 0 0.40836 0.39091 -0.01745

KE(HF)= 2.63072, PE(HF)= -5.07904, EE(HF)= 0.40799, EE(CISD-HF)=0.0016
PW91X: PW91 exchange functional PXPC: PW91PW91, PW91C: PW91 correlation

functional
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5.2.4.4 Three-electron systems: He™ and Li

The He™ shows similar results to those from H'. Due to the problematic behaviors of
DFT methods on anions, this system will not be discussed.

Figure 5-28 shows the total energies of Li predicted by all methods. Except for the LG
exchange functional, all GGA exchange functionals predict higher total energies for Li
than does the HF method. G96 predicts the total energy of Li close to that from HF. The
PW91 exchange functional predicts the highest energy for Li among all the methods. The
order of the energies for Li predicted by these methods is,

LGxHFy < G96xHFy < BxHFy < mPW91xHFy < PW91xHFy (5.49)
All the curves are close to straight lines.
Figure 5-29 shows the predicted kinetic energies of Li. The order of the curves is,
PWI91xHFy < mPW91xHFy < BxHFy < LGxHFy < G96xHFy (5.50)
The relative order of LGxHFy and G96xHFy switch as compared to the total energy as
shown in Equation 5.49. Except for PW91xHFy, these methods predict the curves to be
straight lines. PW91xHFYy predicts the curves with a minimum around y=0.47. This curve
looks like a parabola. The order in Figure 5-30 for the potential energies of Li is the
reverse of the order in Figure 5-29. In Figure 5-30, PW91xHFy predicts a maximum
around y=0.47, the shape of this curve is the reverse of the corresponding kinetic energy
curve. Figure 5-31 shows the eleciron-electron interaction energies for Li. Essentially, the
electron-electron interaction energy curves are similar to those of the kinetic energy
curves both in the relative order, shapes and slopes. PW9ixHFy still predicts the
electron-electron interaction curve to resemble the second half of the sine

triangonometric function. PW91 predicts the electron-electron interaction
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Figure 5-28 Total energies of Li Predicted by BxHFy, G96xHFy, PW91xHFy,

mPW91xHFy and LGxHFy
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Figure 5-29 Kinetic energies of Li predicted by BxHFy, G96xHFy, PW91xHFYy,
mPW91xHFy and LGxHFy
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Figure 5-30 Potential energies of Li predicted by BxHFy, G96xHFy, PW91xHFYy,

mPW91xHFy and LGxHFy
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Figure 5-31 Electron-electron interaction energies of Li predicted by BxHFy,

G96xHFy, PW91xHFy, mPW91xHFy and LGxHFy
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energies to be slightly higher than does HF. mPW91 predicts a similar electron-electron
interaction energy as HF. B and G96 make slightly lower predictions than HF. LG
predicts the lowest electron-electron interactio