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Abstract

This thesis proposes a new multiple access system for indoor wireless communications based
on sectored antennas. Unlike previous sectored antenna indoor systems, this system incor-
porates the capability of reusing spectrum in different antenna sectors of the base station.
It is shown that portable terminals located in different sectors of the indoor microcell may
transmit/receive simultaneous data packets on the same frequency if their mutual inter-
ference is below a threshold level that guarantees an acceptable packet error rate. An
experiment was devised to measure the mutual interference among portables located in
some typical indoor environments. An algorithm is proposed for scheduling simultaneous
packet transmissions, and its maximum throughput is investigated in the measured indoor
locations. Experimental investigation was performed using ten sectors; a statistical model
is used to investigate different sectorization levels. A new multi-carrier modulation scheme
that requires less processing power is proposed, and the system throughput is investigated
when operating with this new scheme and with the conventional multi-carrier scheme. The
proposed system can significantly increase capacity when compared with systems that can
transmit a single data packet per time slot. For example, while previous systems can trans-
mit only one packet at a time, the proposed system can transmit on average more than four
packets per time slot when operating with multi-carrier modulation and ten antenna sectors
in an open indoor location. This same system configuration can transmit on average close
to three packets per time slot in a closed indoor location with internal walls of concrete

blocks.
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Chapter 1

Introduction

The use of wireless technology for indoor data communications in environments like office
buildings, warehouses, factories, hospitals, convention centers, airport lounges, or apart-
ment buildings is an attractive proposition. It would free portable terminals from cables,
and therefore from being fixed to particular locations within these indoor environments.
Besides creating mobility, it would also drastically reduce wiring in a new building, and
would provide flexibility for reallocation of terminals in existing buildings without the bur-
den and cost of rewiring. The challenge is to provide capacity for delivery of large volume,
high-speed, multimedia information in an often overcrowded spectrum. The most promis-
ing way to improve system capacity is through the use of intelligent antenna systems. In

the words of Andrew J. Viterbi [23]:

“The design of antenna systems, whether by sectoring, with arrays, or with dis-
tributed elements, provides perhaps the greatest opportunity for increasing ca-
pacity for any future advances in cellular and personal communication networks.
Tazloring the antenna technique to the physical environment and population dis-
tribution, injecting and eztracting signal power to and from where it is needed,
s an important means bf increasing capacity through spatial interference man-

agement.”



Sectored antennas are not only for future applications though; they have been used for
some time in mobile cellular systems as a means of reducing interference and consequently
of increasing system capacity. More recently, sectored antennas have also been applied to
Wireless Local Area Networks (WLAN) [5] [6].

In [5] the use of directional antennas is considered to be an excellent technique for
dealing with multipath propagation problems. In [6] sectored antennas are proposed in
order to combat the severe co-channel interference arising from a small frequency reuse
factor. Although [5] and [6] propose different rules for the use of sectored antennas, the
final goal in both cases is to achieve an increase ir system capacity.

In this thesis we propose a new multiple access scheme for WLAN which also relies on
the use of sectored antennas in order to increase system capacity. However, the scheme
proposed is different from the schemes proposed in [5] and [6]. The main distinction lies in
its ability to exploit compatibilities among portable terminals. The concept of compatibility
will be fully treated in Chapter 2, but for now we may say that portables are compatible if
they are located in different sectors of the indoor microcell, and if their mutual interference
is below a given threshold level. In this case, the base station can transmit or receive one
data packet for each of a set of compatible portables during a single time slot. To do so,
the base station will need to have the ability to use more than one of its antenna sectors
at a time.

In the following section we present a summary of the multiple access scheme proposed
in [5] for the Motorola ALTAIR™ WLAN. This was the first WLAN to employ intelligent
antenna sectorization on a large scale. In Section 1.2 we present an overview of another
proposed sectored antenna WLAN: the CITR system [6]. We will see that these two sectored
antenna systems can employ only one of their antenna sectors at a time. Therefore they can
not take advantage of the compatibilities we mentioned above. In Section 1.3 we introduce
the multiple access scheme for sectored antenna systems that is investigated in this thesis,

namely, Antenna Sector-Time Division Multiple Access.

TM ALTAIR is a trademark of Motorola.



1.1 The Motorola ALTAIR WLAN

ALTAIR Network Architecture and Protocols

Motorola has developed the ALTAIR Wireless Local Area Network (WLAN) which operates
in the 18 GHz radio frequency, occupies a bandwidth of 10 MHz and transmits at a bit rate

of 15 Mbps. The topology of this system is described in Figure 1.1.
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Figure 1.1: The ALTAIR Topology (3]

Two types of radio communication devices are shown in Figure 1.1: Control Modules
(CMs) and User Modules (UMs). The UM works as the interface between each user’s
individual computer and the WLAN. The CM is the analog of a base station in cellular

systems. Its main function is to relay packets from UM to UM within its coverage area,



or from UM to the wired network. The CM also performs the common functions of a base
station, such as frame synchronization and coordination of packet transmissions to avoid
collisions.

The CM is normally placed on the ceiling, near the center of its coverage area, which
is‘ called a microcell. Each microcell operates in 2 10 MHz channel centered at a frequency
close to 18 GHz. To avoid interference, neighboring microcells are not allowed to operate
in the same channel. The maximum area of a microcell depends on the number and types
of obstructions between radios and is typically between 450 and 5,000 m?. The control in
the microcell is centralized; UMs do not communicate directly with one another but they
must communicate with a CM which acts as a relay point between UMs or between a UM
and the wired backbone.

The CM and UM are similar in appearance. They are basically composed of a system of
six sectored antennas controlled by a switch matrix which selects the antenna that provides

the best signal for CM-UM communication. Figure 1.2 illustrates this antenna system.
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Figure 1.2: The CM/UM six-sectored antenna system. At the center, a switch matrix
selects the antenna that provides the best signal

With this sectored antenna system, communication between CM and UM can occur in



one of 36 possible antenna combinations, as illustrated in Figure 1.3.

Reflective Walls

Antenna Selection Table (for illustration only)

UM
CM 1 2 3 4 5 6
1
2
3 | Better Good
4 Best Better Good | Better
§ Bad Better
6 Good Bad Good

Bad = Below Threshold
No Value = No Signal Path

Figure 1.3: Antenna selection table showing antenna pair combinations that provide bad,
good, better and best signals [5]

The multiple access scheme used in the ALTAIR WLAN is illustrated in Figure 1.4,
which shows a Time Division Duplex (TDD) frame with its multiple time slots. Each time
slot is capable of carrying a control or a data message. The frame repeats periodically
and has a well-defined structure with areas or segments for the transmission of control
information and user data from CM to UM and UM to CM. The time slots in each segment
vary in size, depending on their function and the number of data packets being transported.

Frame synchronization in the microcell is defined by the CM through the transmission of
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Figure 1.4: Altair TDD frame structure [5]

control packets from which the UMs obtain frame timing information. Each control packet
contains a time stamp which indicates the frame number and location in the frame when
the control packet was transmitted by the CM. A UM receives this time stamp and uses it
to align a local cleck with the CM’s clock.

In order to join a microcell, a UM first listens for control packets. It periodically listens
to each of its six antennas for control packets from each of the six CM antennas. The signal
quality and strength are recorded for each received control packet. This information is then
used to construct the antenna selection table as illustrated in Figure 1.3. The up-link path
(UM-to-CM) is assumed to be the reciprocal of the down-link path since both links use the
same frequency.

The values in the antenna selection table are periodically updated by averaging the
signal quality and strength of the most recent sample with the corresponding value in the
table. The selection table is initially built over a period of time before a UM joins a microcell
in order to get an adequate sample of the radio channel characteristics. Since the channel
varies with time due to changes in the environment, the best antenna pair for CM-UM
communication is continually evaluated.

Once a UM has acquired TDD frame synchronization and has learned about the best



antenna pair for communication with the CM, it can attempt to join the microcell. A UM
determines when to transmit a request for joining the microcell based on the CM antenna
chosen from its antenna selection table and the predefined TDD frame structure which
allows the UM to know in which time slot the CM will be receiving on that antenna (see
Figure 1.4). These predefined time slots are request slots which are used by the UMs to
transmit control information to the CM. A UM attempts to gain access to the microcell by
transmitting a registration request in the appropriate request slot. After a validation check,
the UM is notified that it has permission to request transfer of data through the system.
In addition, the registration request tells the CM which antenna to use when attempting
communication with this UM.

The CM and UM receive data in the form of fragments of Ethernet packets. Before
transmission, the Ethernet packets are broken into smaller pieces, or fragments. These
fragments are then transmitted during data time slots (see Figure 1.4), and after reception
they are reassembled into the original Ethernet packet. Each fragment consists of a re-
assembly header, a piece of the Ethernet packet, and a Cyclic Redundancy Check (CRC).
Figure 1.5 illustrates this fragmentation process. The reassembly header contains informa-
tion pertaining to the source, destination, fragment number, number of fragments, and other
control information. The fragment number and number of fragments are used to assure that
all pieces have been successfully received. By means of a selective retransmission protocol
whereby only missing fragments are retransmitted, the fragmentation/reassembly protocol
guarantees that all fragments arrive and are reassembled in the proper order. This way,
the protocol helps to overcome any potential problems due to changes in the propagation
environment.

In the TDD frame, a request/grant protocol is used to assign time slots to UM transmis-
sions. A UM may submit a request for time slots to the CM during an appropriate request
slot. If two or more UMs make a request during the same request slot, their request will
collide and will not be received by the CM. The UM will be unaware of the collision since

receiving and transmitting are mutually exclusive operations. Thus, each CM antenna owns



Ethernet Packet

NN -

Reassembl Reassembl, Piece of Remembl Piece of
Header }L Etheruet Packet LCRCl l Header | Ethernet Packet |CRCJ seoe Hea er ’L Ethernet Packet ICRCI
Fragment 1 Fragment 2 Fragmentn

-5

[ I O

Figure 1.5: The Ethernet packet fragmentation process [5]

a set of request slots which collectively perform in a manner equivalent to a slotted Aloha
system [17].
A grant slot is a dedicated time slot used by the CM to grant transmission time to a

UM immediately prior to the frame containing the data slot(s) to be used by the UM.

The ALTAIR Modulation Scheme

The modulation scheme employed in the ALTAIR system is 4-ary Continuous-Phase Frequency-
Shift Keying (CPFSK) with a symbol rate of 7.5 Msymbol/s (15 Mb/s) [8]. The transmitted
signal must be limited to a strict spectral mask of 10 MHz; therefore, a non-rectangular
baseband pulse shape is used. This pulse shape is realized digitally using an Application
Specific Integrated Circuit (ASIC).

The ASIC symbol shaper registers are designed to store up to 16 samples to compose
each symbol. These samples, each 12 bit wide, are loaded as part of the system power up
sequence. Therefore, symbol shape can be changed by software.

The digital signal obtained from the ASIC symbol shaper is converted into an analogic
signal and has its high-frequency components filtered out (see Figure 1.6). This signal is
then used to control the Frequency Modulator which converts the baseband signal into a
bandpass signal at 19 GHz. A Voltage Controlled Oscillator (VCO) is used to carry out

the voltage-to-frequency conversion.
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Figure 1.6: ALTAIR transmitter block diagram [8]
1.2 The CITR Broadband Indoor Wireless System

The Ca.na.ciia.n Institute for Telecommunications Research (CITR) funded a research project
aimed to develop a broadband WLAN. This section presents an overview of the proposed
system.

The proposed multiple access scheme related to this project is published in [6]. It
considers the use of sectored antennas in both base station and mobile terminals as done
in the ALTAIR system. However, unlike the ALTAIR scheme, the CITR multiple access
scheme was designed to allow high bit rate access: as high as 160 Mb/s. This system uses
the Asynchronous Transfer Mode (ATM) [11] protocol, and since the rates of ATM cell
generation are not necessarily commensurate, purely contention-based approaches, such as
the slot-reservation scheme of the ALTAIR system, have been ruled out: the multiple access
scheme proposed in this project is based on polling.

In the CITR system, up-link traffic (mobile to base) and down-link traffic (base to
mobile) are carried in ATM cells which are encapsulated along with overhead information
into envelopes for radio transmission. Like in the ALTAIR system, a TDD mode is proposed.
However, unlike in the ALTAIR system, fixed length frames are used. Transmissions of
envelopes in the microcell are arranged by the microcell’s base station into these fixed
duration frames. Each frame may carry both up-link and down-link envelopes. The overall

frame structure is shown in Figure 1.7.
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Figure 1.7: The CITR microcellular frame format [6]

The first portion of every frame is reserved for beacon envelopes and registration slots
from the base station antenna sectors. At the beginning of every frame, the base station
transmits, using a fixed power level, one beacon envelope on each of its S antenna sectors.
Registered portables and portables that are seeking to register listen, on all of their own
antenna sectors, to these beacon envelopes to determine and compare the relative power
level received from each base station antenna sector. They can then determine the best
base antenna-portable antenna combination to communicate with the base station.

A number of registration slots follow each beacon envelope. These are up-link time slots
that can be used by portables seeking registration to transmit request envelopes in a slotted
ALOHA protocol.

The remainder of the frame is partitioned into sector segments, one for each base station
antenna sector. During each sector segment, the base transmits and receives only on that
antenna sector. Although the sum of sector segment durations is fixed, the duration of
each sector segment is different in general, and may vary from frame to frame in response
to traffic demands. Figure 1.8 shows the structure of a sector segment. If the base has any
envelopes destined for all portables in the sector, it starts with a control envelope indicating
the number of such broadcast envelopes, followed by the envelopes themselves.

Following the broadcast envelopes, the base station polls the first portable in the sector
by transmitting a polling envelope which contains a synchronization word, the identity of
the portable being polled, the maximum number of up-link envelopes the base station will
accept, and the number of down-link envelopes to be sent by the base to the portable.
Also included is a positive or negative acknowledgement of the envelope from the terminal

transmitted in the previous frame.
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Figure 1.8: Sector segment structure [6]

After the poll, the base transmits the specified number of down-link envelopes. The
portable then responds with a control envelope, and, if it has something to send, a sequence
of up-link traffic envelopes up to the maximum allowed. Included as overhead information
within the control envelope will be acknowledgement or a retransmission request of the
down-link envelopes. There may also be requests for a higher or lower polling rate, for an
increase or a decrease of transmitter power, or for switching to a different base antenna

sector. Polling continues in this way for each portable.

The CITR Project Modulation Scheme

Due to the high bit rates, an anti-multipath modulation scheme was proposed for this
project [28]. This modulation scheme operates with a set of N (usually a small number,
such as five) orthogonal words. The transmitter encodes (spreads) each information bit
with one of these words. The orthogonal words are used cyclicly, so two bits that are
encoded by the same word are separated in time by (VN — 1)T, where 1/T is the bit rate.
Therefore, since consecutive words are orthogonal, a previous word carried by a delayed
path can not interferer with the current word, which makes this scheme very resistant to

inter symbol interference which is caused by multipath propagation. However, this scheme
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is not bandwidth efficient since it requires expanding the bandwidth by a factor of five or
more. In Chapter 5 we investigate the use of multi-carrier modulation, a scheme that is

both resistant to inter symbol interference and bandwidth efficient.

1.3 Antenna Sector-Time Division Multiple Access

Let us start explaining the concept of Antenna Sector-Time Division Multiple Access by
redrawing Figure 1.4, which shows the TDD frame of the Motorola Altair WLAN, as
Figure 1.9, where time is shown on the horizontal axis, while the vertical direction shows
which of the antenna sectors is being employed during a given time slot. In this system,
only the time dimension is used to achieve multiple access so that only one antenna sector
is employed during any time slot.

In this thesis we propose and investigate a new multiple access scheme called Antenna
Sector-Time Division Multiple Access. As its name implies, this scheme provides multiple
access in the time dimension, and also in the antenna sector dimension where more than one
antenna may be employed during a given time slot. Figure 1.10 illustrates how the Motorola
Altair system could have its capacity increased by allowing transmission/reception in more
than one antenna sector during a given data time slot to/from different UMs. However, for
this scheme to be valid, the CM would need a means of knowing which UMs can share a
time slot without causing unacceptable mutual interference, i.e, which UMs are compatible.
With such knowledge, the CM will allow only compatible UMs to transmit/receive during
the same time slot.

This new multiple access scheme, which is described in more detail in Chapter 3, has
three fundamental differences from the schemes in [5] and [6]. First, we propose that it
should operate in the 5 GHz range, based on the FCC (USA-Federal Communications
Commission) proposal that a total spectrum of 300 MHz be allocated for unlicensed NII
devices in the short-to-medium communications range [9]. The 5 GHz frequency band is

considered the appropriate spectrum for broadband WLAN. The spectrum below this range
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Figure 1.9: The Motorola Altair TDD frame redrawn to show antenna sectors being used

TDD Frame
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: : Transmission of a control packet. Transmission of a data packet.

Figure 1.10: Antenna Sector-Time Division Multiple Access Frame

is too congested, and the spectrum at higher frequencies, such as millimeter waves, would
increase the cost of equipment and exhibit severe propagation characteristics. Moreover,
we assume that the use of sectored antennas in both the base station and portable modules
causes the system to become excessively complex, and, due to the size of the sectored
antenna system, not suitable for a portable terminal. Therefore the conservative approach
of concentrating the complexity of the system in the base station is adopted in order to
be able to use simpler antennas in the portables: we propose using sectored antennas only
in the base station and simple omni-directional antennas in the portables. Finally, as

already mentioned, multiple access makes use of compatibility relations among portables
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in an indoor microcell in order to increase capacity. The concept of compatibility is fully
explained in the next chapter.

In order to validate the multiple access proposal, we performed channel measurements
in three different indoor locations. A sectorization level of 10 (10 sectors) was assumed
in the measurements. The use of different sectorization levels is investigated in Chapter 4
through statistical modeling of indoor multipath propagation.

The effect of using omni-directional antennas in the portables is larger delay spread
profiles in the channels. As a result, the system requires a modulation scheme that is capa-
ble of overcoming channel dispersion. At the same time, this scheme has to be bandwidth
efficient, and it has to avoid the high-power consumption signal processors needed for equal-
ization. An alternative multi-carrier modulation that fits these requirements is proposed
by Macedo and Sousa [1]. In Chapter 5 we investigate the performance of the proposed
multiple access technique when operating with this alternative multi-carrier scheme, and
compare the performance results with the results obtained when the system operates with

the conventional multi-carrier modulation.



Chapter 2

The Concept of Compatibility

2.1 Introduction

The multiple access schemes described in [5] and [6] allow transmission/reception in only
one of the antenna sectors at a time, usually in the one that provides the best communi-
cation channel between the base station and a given portable. Figure 2.1-a shows sectored
antennas similar to those in [5] and [6]. The RF switch matrix used to select the desired
antenna from the set can be fabricated compactly and inexpensively using either a Gal-
lium Arsenide Monolithic Microwave Integrated Circuit (GaAs MMIC) or microwave diode
switching elements (7).

The multiple access scheme proposed in this thesis achieves in-cell frequency reuse by al-
lowing simultaneous transmissions over different antenna sectors in order to take advantage
of existing compatibilities among portables in an indoor microcell. Figure 2.1-b represents
the same set of antennas as in Figure 2.1-a but with a switch matrix capable of simultane-
ously selecting two antennas and connecting each to a desired port that can be connected to
a transmitter or to a receiver. The sectored antenna system of Figure 2.1-b has the potential
to double the capacity of the system by allowing simultaneous transmissions/receptions to
occur in two antenna sectors sharing the same frequency spectrum. However, as we start

explaining now, this kind of spectrum sharing requires compatible portables.

15
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Figure 2.1: (a) Sectored antenna system similar to those in [5] and [6]; (b) The 2-port
sectored antenna system

2.2 Compatibility Condition

The concept of compatibility is explained with the help of Figure 2.2, which shows a base
station using a 2-port sectored antenna system to communicate simultaneously with two
portables, P; and P,. The signal strength values quoted in this figure were chosen for
illustrative purposes. The reflectors represent reflecting structures, for example, walls or
metallic doors. In order to verify the compatibility between portables P, and P,, the
minimum Signal-to-Interference Ratio (SIR) acceptable for communication between the
base station and a portable has to be specified. This parameter is the capture threshold,
which we name II. Its value is dependent on the coding and on the modulation scheme
employed. For example, spread spectrum modulation schemes can operate with a level
of interference above the level of the signal, which results in a negative value of I (in
decibel). However our multiple access scheme is intended to operate with narrow band (non
spread spectrum) modulation schemes which can achieve high spectrum efficiency, around

1 bps/Hz, as required in the FCC proposal for U-NII wireless networks [9]. Therefore we
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will be considering values of II in the range of 5 to 20 dB.

It is assumed that an up-link transmission and a down-link transmission can not occur
simultaneously: either both transmissions are in the up-link direction (from portable to
base station) or both are in the down-link direction (from base station to portable). This
assumption is made because the level of interference that a down-link transmission would
cause in an up-link reception would be unacceptable: in the base station, the power level

of a transmitted signal is much higher than the power level of a received signal.

Sec5| Sec8 Secs Sec8
P, 0 -20 P, 0 -20
P, |-100 -10 P, -100 +10=-90 -10+10=0
(b) (c)

Figure 2.2: (a) A base station communicating simultaneously with two portables; (b) Table
of average power levels (dBm) received without power control; (c) Table of average power
levels (dBm) received with power control

In the down-link case, the base station uses antenna sector 5 to transmit to portable Py,
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and antenna sector 8 to transmit to portable P,. Portable P, receives a signal from antenna
sector 5 at an average power level of 0 dBm and interference from antenna sector 8 through
a reflected path at an average power level of -20 dBm. Simultaneously portable P, receives
a signal from antenna sector 8 at an average power level of -10 dBm and interference from
antenna sector 5 through a reflected path at an average power level of -100 dBm. Therefore,
the SIR for the signal received by portable P, is 20 dB, and the SIR for the signal received
by portable P, is 90 dB. Then we say that portables P; and P, are compatible in the
down-link case if II < 20 dB.

In the up-link case, the base station receives, through antenna sector 5, the signal
transmitted by P, at an average power level of 0 dBm and interference of -100 dBm from
the reflected signal transmitted by P,, yielding an SIR of 100 dB for the P, transmitted
signal. Simultaneously, the base station receives, through antenna sector 8, the signal
transmitted by P, at an average power level of -10 dBm and interference of -20 dBm from
the reflected signal transmitted by P;, yielding an SIR of 10 dB for the P, transmitted
signal. Therefore we say that portables P; and P, are compatible in the up-link case if
IT <10 dB.

In this example, which does not consider power control, compatibility in the down-
link case does not necessarily correspond to compatibility in the up-link case. In fact, we
observed through measurement results that the average number of compatibilities among
portables in an indoor microcell is, in general, larger for the down-link case than for the
up-link case. This down-link/up-link average compatibility asymmetry arises because, in
the up-link case, portables located closer to the base station cause stronger interference
with the signals of portables located on the periphery of the indoor microcell. In a sense
this problem is similar to the near-far effect that decreases the up-link capacity of CDMA
systems. Therefore it is expected that power control can be used to improve the average
number of compatibilities in the up-link case. This is shown to be true later in this chapter
by analyzing measurement results.

Consider now the use of power control in Figure 2.2. In this case, portable P, increases
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its transmitted power so that the base station can receive its signal with the same power
level of the signal received from portable P;. Then P, has to add 10 dB to its transmitted
signal power. By doing so, it also adds 10 dB to the interference caused in the P; signal.
This is shown in Figure 2.2-c. If the up-link SIR values are recalculated with the power
control values of Figure 2.2-c, the SIR values obtained are 90 dB for the P; signal and
20 dB for the P, signal. Therefore, the minimum of the two SIR values, 20 dB, is 10 dB
better than the minimum SIR value obtained without power control.

In order to express the compatibility conditions mathematically we define the following

parameters:

e G, , (Portable-Sector Power Gain): represents the average power received through the
channel between portable P, and antenna sector s. It has the same value for both
up-link and down-link channels (provided that the same power level is transmitted in
both cases). This is true because we assume that up-link and down-link transmissions
occur in the same frequency band (but not at the same time); therefore up-link and

down-link channels are reciprocal.
e B(i): represents the best antenna sector for communicating with P;.

These parameters are illustrated in Figure 2.3 and in Figure 2.4 for portables P, and P,
where B(1) =5 and B(2) = 8.
Using these definitions, we can express the conditions for the existence of compatibility
in the down-link case between two portables P; and P; as:
Gl‘.B i
10log [ 20| > 1
(2.1)
G;.B(j)
10log [Gj.a(n] > 10

In the up-link case the conditions for the existence of compatibility between two porta-
bles P; and P; are:
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Figure 2.3: Mlustration of the G, , parameter

G; B(i
10log [_—U-G,-.am] >
(2.2)
G;,B(j)
10log [ Gi,B(j)] >

2.3 Compatibility Condition for the N-Port Case

In the previous section, we considered compatibility for the 2-port case, which implies using
a system of sectored antennas with two ports as shown in Figure 2.1-b. Now we consider a
system of sectored antennas with N ports as shown in Figure 2.5.

An N-port antenna system would allow a maximum of /N simultaneous transmissions in
N different antenna sectors. As such it would have a switching matrix capable of selecting

N of the antenna sectors and connecting each of them to one of N ports (each port is
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Figure 2.4: Illustration of parameters G, , and B(z) for portables P; and P,

connected to a transmitter/receiver). In this case the conditions for compatibility among

N portables Py, P,, ... , Py in the down-link case are given in (2.3).

10l0g | Gra

>
G1,B(2) +G1,B(3) 1 +GrB(N) ] =

G2,p(2) il
) >
10 log [Gz,s(l)+Gz.s(;) +entGa gy | —

< . > (2.3)

GN.B(N)

, >

| 10 10g [GN,B(I) +GN'B(2)+,..-,+GN,B(N—[) — H /
b}

and, in the up-link case, the compatibility conditions are given in (2.4). Note that these N

portables represent a subset of all the portables in the microcell.
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Figure 2.5: The N-port sectored antenna system

Gi1,8(1) > )
10 log [Gz.a(u+Ga,a(u+v---v+GN,a(1) > 1I
G2,8(2) >
10 log [Gx.a(z) +G3,(2) ++--+GN,B2) | —
S ) ’ (2.4)
10log OB > 11
\ Gy, 8N +G2, By +1-+GN-1,B(N) | —

If the N conditions of (2.3) are satisfied, then there may be N simultaneous packet
transmissions during a time slot to these N portables (down-link case). This means that,
during this time slot, the down-link system capacity is multiplied by NV, i.e., N packets
are transmitted through N sectors instead of the single packet that could be transmitted
in this time slot if a single port sectored antenna system were used in the base station.

Similarly, if the N conditions of (2.4) are satisfied, then there may be N simultaneous packet
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transmissions during a time slot from these N portables (up-link case), which corresponds
to the up-link system capacity being multiplied by N. In general, however, an increase in
the number of ports does not correspond to a proportional increase in system capacity, as
can be observed from measurement and simulation results presented later in this thesis.
The reason is that the number of subsets of IV portables that correspond to compatible
portables decrease as IV increases. For example, the probability of two portables being
compatible is larger than the probability of three portables being compatible. Therefore,
as the number of ports IV increase, it is more likely that some of them will not be used
during a given time slot due to a lack of compatible portables. The capacity gain eventually

saturates at a given number of ports.

2.4 Channel Measurements

We devised an experiment which allowed us to measure the portable-sector power gain
(Gp,s) values for a base station and portables located in some typical indoor environments.
With these values, we were able to verify the compatibility among portables using the
conditions established in (2.3) or (2.4). The experimental setup is depicted in Figure 2.6.
The output of the frequency sweeper was amplified to a maximum of 25 dBm and radiated
with a A/4 mono-pole antenna which provided an omni-directional radiation pattern. The
frequency sweeper, the power amplifier and the transmitting antenna were mounted on a
cart, allowing the transmitter to be moved to any position within the indoor location for
the purpose of simulating portables.

In order to simulate the base station, a horn antenna was mounted on a tripod and
placed at the center of the indoor location. This horn antenna, with approximately 36° of
3 dB beam-width in its H-plane, could be rotated around its vertical axis, which allowed
the simulation of 10 sectors by pointing it in 10 different directions. The horn antenna
radiation pattern is shown in Figure 2.7, and the superimposed field strength patterns of

the 10 sectors are shown in Figure 2.8. The signal received by the horn antenna was then
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Figure 2.6: Channel measurement setup

measured by a spectrum analyzer connected to a personal computer through a General
Purpose Instrumentation Bus (GPIB) interface.

The purposes and limitations of this experiment should be made clear. The aim was not
to study the angle of arrival spread as in [14], nor was it to study channel characterization
at the level studied in [16], where a coherent wideband measurement system is used to
measure power delay profile, path loss, coherence bandwidth and delay spread of indoor
channels. The single channel parameter this experiment sought to obtain is the portable-
sector power gain (Gp,) that was defined in the previous section. H this parameter is
measured for many positions in the indoor location, it can be used to verify compatibility
relations among these positions, i.e., among the portables that are supposed to occupy
these positions. Since we measured with a horn antenna with approximately 36° of 3 dB
beam-width, we could investigate experimentally only for a sectorization level of 10 (10
sectors). In Chapter 4 we study different sectorization levels using a statistical multipath
propagation model that considers ray angle of arrival.

The synthesized sweeper was programmed to slowly sweep a continuous wave signal
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Figure 2.7: (a) Polar coordinate plots of power radiation pattern on logarithmic scale;
and (b) normalized field strength pattern on linear scale of the horn antenna used in the
experiment. Note: the plotted values were normalized by making the maximum value equal
to 60 dB in the logarithmic plot, and by making the maximum value equal to 1.0 in the
linear plot.

within a bandwidth of 20 MHz, which is the expected bandwidth for U-NII channels (9],
centered at 5.8 GHz. A computer program was developed to control the spectrum analyzer
which received instructions to measure, for each transmitter position and for each sector,
the signal strength of approximately 40 frequency samples within the 20 MHz band. The
synthesized sweeper and the spectrum analyzer were not synchronized. Therefore there was
no need to lay down a cable between the sweeper and the spectrum analyzer. Since the two
instruments were not synchronized, in order to be able to track the swept signal which was
set to sweep the 20 MHz in 20 seconds, the spectrum analyzer used an internal function
that allowed it to find the strongest signal peak within the 20 MHz band. This function
could be performed approximately 40 times every 20 seconds. The instantaneous frequency
of the continuous wave signal being slowly swept by the synthesized sweeper was acquired

by the spectrum analyser every time this function was performed, and its strength was
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Figure 2.8: Superimposed polar coordinate plots of the ten field strength patterns. Note:
the plotted values were normalized by making the maximum value equal to 1.0.

measured. Therefore approximately 40 frequency samples were measured per channel. The
results were then stored in computer files for subsequent analysis. For example, Figure 2.9
shows the plot of the data stored in file P8S4, obtained when the transmitter was located
in position 8 (P8) of one of the indoor locations and the horn antenna was pointed towards
sector 4 (S4). It also shows the plot of the data stored in file P8S7, which was obtained in
the same indoor location and with the transmitter in the same position, but with the horn
antenna pointed towards sector 7 (S7).

The data in each file were then used to obtain the G, , value by averaging over the 40
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L (2.5)

_ = 2
Gris = 40 ,; By,

where H,, represents the signal strength of the n-th frequency sample. For example, with

the data plotted in Figure 2.9 we can compute the values of Gs4 and Gg 7. Table 2.1 shows

the Gy, values for some of the positions (portables) iz one of the measured indoor locations.



Portable Antenna Sector Number

(Position) | 1 2 3 4 5 6 7 8 9 10
1 64.0 | -54.9 | -68.8 | -52.1 | -38.3 | -53.5 | -63.1 | -55.3 | -59.7 | -65.1
7 -63.5 | -39.9 | -50.3 [ -51.3 | -61.2 | -61.2 | -61.8 | -63.7 | -54.4 | -63.0
10 -42.3 | -43.0 | -59.0 | -63.1 | -56.1 | -57.9 | -58.0 | -58.8 | -58.3 | -54.8
15 -48.6 | -62.7 | -46.2 | -50.3 | -60.3 | -59.5 | -56.9 | -54.6 | -44.3 | -51.0
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Table 2.1: G,, values (in dBm) obtained for some of the positions measured in indoor

location 2
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2.5 Measured Indoor Locations

Measurements were taken at three different indoor locations. The first location was the
southwest section of the fourth floor of the Galbraith Building located in the University of
Toronto Campus. This location is depicted in Figure 2.10. It represents a closed indoor

environment where the walls are made of a hard material, in this case concrete blocks.

=
-
=
§ Room 5
3
o
Room 1 }
2
8 Room 6
X | Elev.
S ﬁJ Base Stati
> ase on
= ® Position Hallway
Room 2
Room 7 Room 8
Room 3 | Room 4
X =
I 25 m A

Figure 2.10: Indoor Location 1

For this location, 50 uniformly distributed positions were measured. The following table

shows the number of positions measured within each room.
112|13|4|5{6|7|8
8111194512

Room

Number of measured positions | 10
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The second location was an 10x 11 m? room (room GB402 in Galbraith Building) divided
into cubicle offices with soft material partitions. This room was chosen to represent a semi-
open indoor environment. For this location, 20 positions were measured, each corresponding
to the interior of one cubicle office.

The third location was a 10 x 11 m? classroom (room GB404 in Galbraith Building)
furnished mainly with desks and chairs. This room was chosen to represent an open indoor
environment. For this location, 36 uniformly distributed positions were measured.

We took the precaution of performing the measurements during the night, which ensured
static channels. This was a requirement since the measuring experiment could not account
for channel dynamics. Therefore, it is important to state that the results reported in this
thesis assume that the indoor channels are static. We expect, however, that the proposed
technique would work well with quasi static indoor networks, where changes in the portable-
sector power gain parameters (Gp,s) can be satisfactorily tracked by the base station.

For all locations, the horn antenna (base station simulator) height was 2.2 m and the
omni-directional antenna (portable simulator) height was 1.1 m. The spectrum analyser
was set to operate with a resolution bandwidth of 3 kHz, ensuring that only negligible noise

was added to the received signal.

2.6 Measurement Results

In this section we present the measurement results in terms of average compatibilities which
we define as follows.
The average compatibility between two portables is given by
1 M N

> 2 169, (2.6)

N,
(2°) i=1 =i

AC2=

where N, is the number of portables registered with the base station, and I(z, j) is defined
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for portable : and j as

. 1, if portables ¢ and j satisfy compatibility condition.
I(z,5) = (2.7)

0, otherwise.

Here, AC2 represents the fraction of all two portable combinations that correspond to
compatible pairs. Therefore it represents the probability of two randomly picked portables
being compatible.

The average compatibility among three portables is given by

Ny N

AC3 = —Z > Z I(i,5,k (2.8)

:_.l F=i41 k=341

where I(z, 7, k) is defined for portable ¢, j and k as

. 1, if portables 7, j and k satisfy compatibility condition.
I(3,5,k) = (2.9)

0, otherwise.

Here, AC3 represents the fraction of all three portable combinations that correspond
to compatible triples. Therefore it represents the probability of three randomly picked
portables being compatible.

Similarly, ACn represents the fraction of all n portable combinations that correspond
to compatible subsets of n portables.

Figures 2.11, 2.12 and 2.13 show the results obtained in the up-link case for locations
1, 2 and 3, respectively. The average compatibilities AC2, AC3 and AC4 are plotted as
functions of the capture threshold. The solid curves are the results obtained when the
transmitting power of each portable is adjusted so that the base station receives the same
average power from each portable through its best sector. As explained in a previous section,
the use of power control can eliminate stronger interference with peripheral portables caused
by signals from portables close to the base station. Therefore, as expected, we obtained
higher average compatibilities with the use of power control.

Figures 2.14, 2.15 and 2.16 show the average compatibilities obtained in the down-link

case for locations 1, 2 and 3, respectively. In the down-link case, assuming that the same
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power level is transmitted to all the portables, we obtained average compatibilities close to
those obtained in the up-link case with power control.

In order to understand the meaning of these measurement results, let us assume a
multiple access scheme in which a base station operating with a sectored antenna system
like that shown in Figure 2.5 allocates packets in time slots in order to transmit them to
portables in the microcell. Let us also assume that there is no compatibility verification
in this process, i.e, packets are picked randomly. Therefore, when two or more packets are
transmitted in the same time slot, they may be received with errors if the receiving portables
are not compatible, and in this case we say that a collision occurs. The probability that
a time slot is collision-free depends on the number of packets transmitted in this time
slot. This probability is the average compatibility among the portables. Consider for
example a capture threshold of 10 dB in Figure 2.14. In this case the probability of a
collision-free time slot is approximately 0.4 if two packets are transmitted together, and
approximately 0.04 if three portables are transmitted together. We may conclude that such
a multiple access scheme would provide poor throughput due to the small likelihood of
collision-free transmissions. In the next chapter we propose a multiple access scheme that
verifies compatibility among the portables in order to avoid simultaneously transmitting
packets that can jam each other. We will see that such a scheme can significantly improve

the throughput compared with the one-port case described in [5] and [6].
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Figure 2.11: Up-link average compatibilities in location 1
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Chapter 3

Antenna Sector-Time Division

Multiple Access

3.1 Introduction

In this chapter we propose a new multiple access scheme that is able to take advantage of
the compatibilities among portables in an indoor microcell, defined in the previous chapter,
in order to increase system capacity. This can be done by properly scheduling simultaneous
transmissions of packets that belong to compatible portables. Figure 3.1 depicts the scenario
where scheduling is performed. It shows that the base station has a buffer where packets
collected from a high speed wireline backbone network are temporarily stored while waiting
to be transmitted to their destination portables during down-link time slots. It also shows
that each portable has a buffer that temporarily stores packets generated in the end-user
terminal equipment and are waiting to be transmitted to the base station during granted
up-link time slots. The scheduling problem consists in finding among the awaiting packets
those that can share a time slot in the next frame, namely, those that belong to compatible

portables.
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Figure 3.1: A microcell with its base station and portables
3.2 Frame Scheduling

In this section we make use of an example of a two-port frame schedule in order to explain
the frame scheduling problem. Let us suppose that Figure 3.2-a represents the values of
the G, , parameters, as defined in Chapter 2, related to the portables and the base station
of Figure 3.1. The values quoted in this figure were chosen for illustrative purposes. With
these values, the two by two compatibility relations among the portables can be obtained,
as shown in Figure 3.2-a for a capture threshold of 10 dB, where “1” means compatibility
and “0” means incompatibility. Let us also suppose that a 2-port frame has been scheduled
using these compatibility relations. Figure 3.3 represents this frame with its down-link
and up-link portions. Here, the word “port” is used to denote a port in the sectored
antenna system which can be switched to any one of the antenna sectors. Therefore, in

this figure, the base station operates with a two-port sectored antenna system as shown
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in Figure 2.1-b. The frame is composed of a number of equal time slots, each capable of
carrying one packet per port. Thus, with the two-port antenna system, a maximum of
two packets can be transmitted per time slot. For example, each packet could transport
one ATM (Asynchronous Transfer Mode) cell {11] plus some wireless overhead. The packet
owners and the sectors being used for the transmission of each packet are also shown in this
Figure 3.3. The first time slot of the down-link sub-frame carries two packets, one for P,
and the other for P3. For each packet, the base station uses the antenna sectors that provide
the best signal level, namely, sectors 2 and 6. The time slot and frequency spectrum sharing

between a P, packet and a P3 packet is possible because of the compatibility between their

owners.
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Figure 3.2: (a) G, s parameters; and (b) Matrix of compatibility of pairs of portables in the
microcell in Figure 3.1
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Figure 3.3: A frame schedule for two ports
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We propose that up-link and down-link modes use the same frequency spectrum (Time
Division Duplex). This guarantees reciprocity between up-link and down-link channels,
allowing the G, , parameters to be used for both down-link and up-link compatibility ver-
ification with the conditions defined in (2.1) and (2.2), respectively. Up-link/down-link
traffic does not need to be symmetrical. In fact it is expected that the up-link traffic will
be a small fraction of the down-link traffic. This is the case, for example, for the current
traffic in the Internet where the down-loading of files generates highly asymmetrical traffic.
Accordingly, the down-link subframe in Figure 3.3 was made intentionally larger than the
up-link subframe for illustrative purposes.

It is assumed that scheduling is performed in the base station (central control archi-
tecture). For this purpose the base receives updated information about the compatibility
relations among the portables and about the number of packets waiting transmission in
each buffer. For Variable Bit Rate (VBR) services, the number of packets that arrive in the
portables’ buffers and in the base station’s buffer during one frame duration varies from
frame to frame. This means that each new frame requires its own scheduling. Therefore
the time available for scheduling each frame is one frame duration: during the transmission
of the i-th frame, the base station is working out the scheduling of the (z + 1)-th frame,
which has to be ready for transmission before the end of the :-th frame transmission.

Now a simple example is used to demonstrate that frame scheduling may be optimized
in order to allocate a maximum number of packets. Figure 3.4-a describes the compatibility
relations of 4 portables. Figure 3.4-b shows a non-optimum frame scheduling. It can be seen
that portables 1 and 2 can share the first time slot because they are compatible. However,
portables 3 and 4 are not compatible, so a portable 4 packet could not be allocated together
with the portable 3 packet in the second time slot. Figure 3.4-c shows a better way to
perform scheduling. By allowing portable 1 to share the first time slot with portable 3,
an opportunity was created for portable 2 to share the second time slot with portable 4,

resulting in more efficient scheduling.
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Figure 3.4: (a) Compatibility relations among 4 portables; (b) A non-optimum frame sched-
ule; (¢) Optimum frame schedule

3.3 First Fit Algorithm

The necessity of solving the scheduling problem in less than one frame duration was stated
in the previous section. However, it turns out that for the N-port case (N > 3), the
optimum scheduling problem is in the NP-Complete class of problems (problems that can
not be solved in polynomial time, or Non Polynomial problems). The practical result is
that, for a large number of packets, solving it in real time becomes impractical.

The NP-Completeness of this problem is proved for the case of N > 3 in the appendix.
The 2-port optimum frame scheduling problem is a special case that requires further inves-
tigation to determine if it belongs to the NP-complete class or if it belongs to the P class
(problems that can be solved in polynomial time [10}). However we prefer to concentrate on
finding a sub-optimum frame scheduling solution that fits the generic N-port case, and that
can be solved in real time. This sub-optimum solution is the First Fit Algorithm (FFA)
that we describe below.

The FFA can be better explained with the help of Figure 3.5. This algorithm places the
packets into the time slots one at a time in the order that they arrive in the buffer. It does

so according to the following simple rules:

1. First the algorithm fills the time slots of the first port. If after performing this step
there are still packets left in the buffer, then it goes to the following steps.
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2. For allocating packets in ports 2 and up, the algorithm always places the next packet
of the buffer into the lowest-indexed time slot containing only packets that are com-
patible with the packet being allocated. The conditions of compatibility are given by
(2.3) for the down-link case and by (2.4) for the up-link case, where N is such that
N — 1 is the number of packets already allocated in the time slot. When searching
for the lowest-indexed time slot, the port index has priority over the time slot index.
Therefore the algorithm looks first for a time slot in port 2, and if it can not find a
valid time slot, then it looks for one in port 3, and so on. This helps to distribute

packet transmissions evenly across time.

3. If a packet does not fit in any of the time slots of this frame, then the algorithm leaves
it to be transported in the next frame and tries to allocate the next packet of the
buffer by going back to step 2.

4. The algorithm repeats steps 2 and 3 until all the packets of the buffer are considered
or until the frame is full.

PG is not compatible Buffer
WithP4 X —————— P6 P4 PS P6 Pl P4 -
i i P5 is compatible
N with P,
[
pott| P, TP, [P, [P, [P, [P,
Port2 Vi Py VTP,
Port 3

TS1 TS2 TS3 TS4 TS5 TS6 TS: Time Slot
Figure 3.5: The First Fit Algorithm

In the scheduling of down-link packets, the packets are stored in the base station’s
buffer while awaiting transmission, so the FFA operates in a local buffer. However, in the

scheduling of up-link packets, the buffer is distributed in the sense that it is composed of
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all the portables’ buffers. In this case the base station has to receive updated information
about the number of packets awaiting transmission in each portable buffer, so that the
distributed buffers can be operated in conjunction as if they were a single buffer.

The FFA serves the packets according to their order of arrival in the buffer. However,
this algorithm could be modified in order to serve packets according to some policy that

privileges real time services. See [12] for example.

3.4 Frame Structure

It has been assumed that the base station keeps updated information about the compatibil-
ity conditions among the portables and about the number of packets awaiting transmission
in each buffer. In this section we propose a frame structure with overheads that allow the

base station to acquire and update this information. Figure 3.6 shows this frame structure.

DOWN-LINK UP-LINK

Down-Link Data Sub-Frame | srpming | Beacon v\, Link Data Sub-Frame

Figure 3.6: A proposed frame structure

In this frame structure, the time slots of the Up-Link Data and Down-Link Data sub-
frames are used to transport data packets (for example, ATM cell 4+ wireless overhead ~ 500
bits) in the down-link and up-link directions, respectively.

The Granting Sub-Frame is used to transport control packets from the base station to
the portables. Its function is to transport information that lets portables know when they
are allowed to transmit in the Up-Link Data Sub-Frame, i.e, this sub-frame is used to
inform the portables of the result of the current up-link frame schedule.
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Every portable which is registered with the base station has a reserved time slot every
Nr frames in the Beacon Sub-Frame. Therefore the number of time slots in this sub-frame

are

N, = %ﬁp—"'—l (3.1)

where N, is the number of time slot in this sub-frame, and M4, is the maximum number
of portables allowed to register with the base station. For example, if My + 1 = 100 (one
of these time slots is reserved for registering new users, as explained below), and if Np = 20
then this sub-frame is composed of five time slots, so each portable can transmit during

one of them every 20 frames. The Beacon Sub-Frame has three functions as follows:

o It allows the base station to acquire the portable-sector power gain (G,,) values,
which describe the average power received by each of its antenna sectors during the
portable transmission. Note that a single portable transmits during one of these time
slots. This information is used to generate a table of average received power per
antenna sector, per portable as in Table 2.1. Then from this table the base station

obtains the compatibility relation among the portables.

® During these time slots, the portables inform the base station about the number of

packets waiting in their buffers.

e Once every Nr frames, one of these time slots is used in a slotted ALOHA protocol

in order to admit (register) new portables to the microcell.

The value of Nr is a trade-off depending on bandwidth efficiency, reaction time, and
adaptability rate. Reaction time is the delay before a portable informs the base station that
a new packet has arrived in its buffer. The adaptability rate is related to how fast the base
station can react to changes in the indoor location (changes in the compatibility relations
among the portables). For example, let us suppose that the frame duration is 1 ms and
that Np = 100 and M. + 1 = 100. In this case the Beacon Sub-Frame is composed of
a single time slot (N, = 1) which gives each portable the opportunity to inform the base
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station about its buffer state once every 100 frames, or every 100 ms, yielding a reaction
time of 100 ms. This means the base station can adapt to changes in the compatibility
relation among the portables once every 100 ms. In order to improve the reaction time and
the adaptability rate, the value NF has to be decreased. For example, making Nrp = 10
would demand more bandwidth (10 time slots per frame) but would improve reaction time

to 10 ms and adaptability rate to 1/(10 ms).

3.5 First Fit Algorithm Simulations

Simulations were run in order to evaluate the FFA performance in the three measured
locations. Only up-link traffic was simulated, and performance was evaluated with and
without power control. The power control mechanism consisted in adjusting the measured
power levels in order to equalize, for all portables, the power level received through the best
antenna sector to communicate with a given portable. This is illustrated in Figure 2.2-c.

The traffic model used in these simulations was a well behaved VBR service in which a
new packet for portable 7 (¢ = 1, 2, ... M) arrives in its buffer during a time slot according
to the Bernoulli process. It was assumed that the base station had immediate knowledge
of a packet arrival.

The simulation results can be seen in Figures 3.7, 3.8 and 3.9, which correspond to
locations 1, 2 and 3, respectively. These results were obtained assuming a capture threshold
of 10 dB and a frame size of 20 time slots. However it will be shown that the maximum
throughput is not dependent on the size of the frame. The frame size affects the latency
of the packets though, but this thesis does not investigate packet latency. The objective
here is to investigate the FFA maximum throughput when packet delay is not a concern.
The curves are for mean buffer occupancy and throughput as functions of the system load,
which is the traffic generated by all the M portables where each portable contributes 77
of the total load. Throughput is defined as the average number of packets transported per
time slot. From the graphs we can observe that the throughput is equal to the load up to
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a point where it saturates. At this point the system reaches its mazimum throughput, and
thus the mean buffer occupancy rises rapidly.

In location 1, the maximum throughput with three ports was around 2.1 without power
control and around 2.5 with power control. The results obtained with four ports (not
plotted) were not significantly better than those obtained with three ports. The reason
can be seen in Figure 2.11, where the value of four by four average compatibility (AC4) is
practically zero at a capture threshold of 10 dB. However, we should note that the 3-port
case with power control was able to provide a maximum throughput of 2.5, even though
the three by three average compatibility (AC3) was only 0.04 at a capture threshold of 10
dB (see Fig. 2.11).

In locations 2 and 3, the maximum throughput achieved with four ports using power
control was around 3.6. The results obtained with five ports (not plotted) were not signifi-
cantly better.

The use of power control was more effective in location 1 than in locations 2 and 3. This
is because, in location 1, there were walls separating portables from the base station. In
some cases there were two walls separating them, and in other cases only a door separated
them. This worsened the near/far problem in the sense that a portable located on the
periphery seemed to be farther, from the signal power level point of view, than was suggested

by its physical location.
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3.6 FFA Maximum Throughput

The simulation results shown in the previous section assumed well distributed traffic in the
microcell where all portables make equal contributions to the total traffic. However it is
easy to see that if the traffic is not well distributed in the microcell, then the maximum
throughput will decrease. For example, in an extreme case where most of the traffic is
generated in a single sector, then the multiple access scheme will not perform much better
than the single port scheme of the Motorola ALTAIR system. In this situation, a single
port will be used most of the time to transmit or receive packets from portables in this
sector, which are not compatible since they are communicating with the same antenna
sector. Based on this observation, we define FFA Maximum Throughput in the following
way:

FFA Mazimum throughput of a microcell is defined as the mazimum average number
of packets that the FFA can allocate per time slot when the portables of the microcell are
uniformly distributed across the sectors, and all make an equal contribution to the total
traffic, i.e, the average packet rate of each portable is the same.

This definition assumes that maximum throughput is independent of the type of traffic
in the microcell. In fact, any type of traffic will reach the same maximum throughput
provided that the buffer is large enough to accommodate a burst of packets, and, of course,
provided that these packets can tolerate the resulting queueing delay.

The simulation results shown in the previous section were able to provide the maximum
throughput for the three locations assuming a specific capture threshold value of 10 dB.
It would be interesting to plot the maximum throughput as a function of the capture
threshold. However, running simulations for many values of the capture threshold is time-
consuming. Therefore, in order to make the FFA run faster, we simulated the FFA with
a frame composed of a single time slot. This provided correct results since the maximum
throughput is independent of the frame size, as we now prove:

Theorem: The maximum average number of packets that the FFA can allocate per

time slot is independent of the frame size.
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Proof: We base this proof on the fact that the FFA, when allocating a packet in a
given time slot, verifies its compatibility with the packets already allocated in this time
slot, but not with the packets allocated in the other time slots of the frame. Therefore,
the maximum number of packets that can be allocated in a given time slot of the frame is
not dependent on the maximum number of packets that can be allocated in the other time
slots of the frame. It depends only on the order of arrival of the packets, which is random
for all the time slots. Therefore maximum throughput can not be dependent on the frame
size (although the latency of the packets does depend on the frame size). »

Recall that the simulation results presented in the previous section were obtained with
a traffic model in which a new packet for portable ¢ (¢ = 1, 2, ... M) arrives in its buffer
during a time slot according to the Bernoulli process. We used the same traffic model to
obtain the FFA maximum throughput since, with this well behaved type of traffic, we can
keep the buffer size reasonably small in order to speed up the computations. We observed
that using this type of traffic, the FFA could be obtained using a buffer size not larger
than four times the number of portables in the microcell: larger throughputs could not be
obtained with a buffer size larger than this.

To force the FFA to achieve its maximum throughput we used a load larger than or equal
to the maximum throughput. For example, in order to obtain the maximum throughput
when three ports are used in the base station, we used a load of 3 packets per time slot (on
average 3 packets per time slot were generated by the Bernoulli process). In this simulation,
packets that arrived when the buffer was full were dropped. The maximum throughput was
then obtained by averaging over 10* time slots, which provided an adequate confidence
interval.

Figures 3.10, 3.11 and 3.12 show the FFA maximum throughput up-link results for
locations 1, 2 and 3, respectively. The results are plotted as functions of the capture
threshold. The solid curves represent the results obtained with power control, and the
dotted curves represent the results obtained without power control. Power control provided

a greater improvement in the FFA maximum throughput in location 1 than in location 2 or
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3. This was expected because location 1, with its concrete block walls, worsens the near/far
problem, as discussed in the previous section.

It should be noted that, for certain capture threshold values in Figures 3.11 and 3.12,
the maximum throughput is better without power control than with power control. This
situation seems counter-intuitive, but in fact it may occur. Let us consider the example of
two portables P, and P; with the following values of portable-sector power gain: Gy,p(1) =
—15 dBm; G1,B(2) = —30 dBm; G2,p(z) = —20 dBm; and G2,8(1) = —25 dBm. Substituting

these values into condition (2.2) we obtain:

{ G1,8(1) — G2,81) = 10dB } (3.2)

Gz2,8(2) — G1,8(2) = 10 dB

Therefore, these portables are compatible in the up-link case if the capture threshold is
10 dB. Let us now assume that power control is used to equalize the received signals
represented by parameters G; p(;) to -10 dBm. In this case, the new portable-sector power
gain values are: Gy g1) = —15+ 5 = —10 dBm; G g(2) = —30 + 5 = —25 dBm; G2,8(2) =
—20+ 10 = —10 dBm; and G2,5(1) = —25 + 10 = —15 dBm. Substituting these new values

into condition (2.2) we obtain:

G1.8(1) — G2,81) =5 dB
Ga2,B(2) — G1,8(2) =15 dB

(3.3)

Therefore, with the use of power control, these portables become incompatible in the up-link
case for the capture threshold of 10 dB. We conclude that compatibilities may be destroyed
by the power control mechanism, and this explains why, for some capture threshold values
in Figures 3.11 and 3.12, the maximum throughput is better without power control than
with power control.

Figures 3.13, 3.14 and 3.15 show the down-link FFA maximum throughput results for
locations 1, 2 and 3, respectively. These results were obtained under the assumption that
the base station transmits the same power level to all the portables. Note that they are

close matches to the curves obtained in the up-link using power control. This makes sense
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because, with power control in the up-link case, the base station receives the same signal
level from all the portables. In the down-link case, this corresponds to the base station
transmitting the same power level to all the portables. Here again there is a similarity with
CDMA systems in that the near/far problem affects only the up-link case.

The point in the graphs where two curves merge can be interpreted as the limiting
capture threshold value, above which the larger number of ports of the upper curve is
unnecessary since it does not provide any extra capacity gain. For example, it can be
observed in Figure 3.10 that the solid curves for four ports and three ports merge at a
capture threshold of 7 dB, meaning that the four-port case does not provide any extra
capacity gain on top of the gain provided by the three-port case with a capture threshold
above 7 dB.

Locations 2 and 3 yielded similar results, leading us to the conclusion that reflections and
the shadowing caused by soft material partitions, like those in location 2, do not significantly
affect FFA performance. With its hard material partitions, location 1 exhibited the worst

FFA performance.
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Chapter 4

FFA Maximum Throughput as a

Function of Sectorization Level

4.1 Introduction

So far, we have assumed a sectorization level of 10. We now start to investigate how the use
of different sectorization levels affects the average compatibility among the portables and,
consequently, how it affects the maximum throughput in the microcells. Intuitively, we
can expect that the use of a larger sectorization level, which translates into using antennas
with better directivity, can improve the average compatibility among the terminals, since
antennas with better directivity can filter out more of the interfering multipaths.

The question was studied using a Monte Carlo simulation of an indoor multipath prop-
agation statistical model. This was preferred over two other options: simulation by means
of ray tracing [24] [25] and actual measurements using antennas of different directivities.

The main difficulty related to ray tracing is that the technique requires a detailed de-
scription of the indoor layout and a knowledge of reflection and transmission coefficients
of walls, doors, windows, etc. We also had the option of measuring indoor locations us-
ing antennas of different directivities. However, we considered this option too complicated

because each sectorization level would require its own directive antenna, and so the mea-
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surements would have to be repeated for each sectorization level investigated. Moreover,
these two options have the drawback of being ad hoc, unlike an indoor multipath propaga-
tion statistical model that can be applied to any location provided that some parameters
in the model are adjusted appropriately.

In the following section, we describe the statistical model used for indoor propagation.
The model is proposed by Spencer et al. [13] as an extension of the Saleh-Valenzuela model

[15], and it accounts for amplitude, time and angle of ray arrival.

4.2 A Statistical Model for Amplitude, Time and An-
gle of Arrival in Indoor Multipath Propagation

The statistical model for indoor multipath propagation proposed by Saleh and Valenzuela
does not take into consideration the angles of arrival of the multipaths, which are necessary
in our investigation. However it has served as the starting point for a statistical model
developed by Spencer et al. that incorporates the angle of arrival into multipath propaga-
tion. The resulting model is a combination of two statistically independent processes, one

governing ray amplitudes and arrival times, and the other governing ray angles of arrival.

Modeling Ray Amplitude and Ray Arrival Time

This part of the model is actually the Saleh-Valenzuela model itself. It assumes that, in
the time axis, rays arrive in clusters. The cluster arrival time (T}, see Figure 4.1), which
is defined as the arrival time of the first ray of the cluster, is modeled by a Poisson arrival
process with rate A. A Poisson arrival process is also used, but with rate A, to model ray
arrival times (7, see Figure 4.1) within a cluster. The distribution of these arrival times
is given by

P(TTio1) = Ae™ M) (4.1)

P(TkllT(k—l)l) — Ae—o\(fkl—f(k—l)l), (4.2)
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where [ represents the [-th cluster and k! represents the k-th ray within the [-th cluster.

Figure 4.1: A representation of the clustering phenomenon in multipath propagation

Let us assume that the kl-th ray has amplitude G and phase ¢;. Therefore the channel
impulse response is given by
h(t) = Z Z ,Bkle—jé“(s(t — T —71)- (4.3)
{=0 k=0

In this model, B is a Rayleigh distributed random variable whose mean square value is

illustrated in Figure 4.1, and is expressed mathematically by a double-exponential decay
_ﬂ'; = B2(0, O)G-Tl/re-mh, (4.4)

where (42%(0,0) is the average power of the first arrival, and " and 7 are cluster and ray
power-decay time constants, respectively. The following expression for 32(0,0) is derived
by Saleh and Valenzuela [15]:

B7(0,0) ~ ..__G(lz;)f"“

where r is the separation distance of the transmitter and receiver, G(1m) is the channel

, (4.5)

gain at a distance of 1 meter (r = 1), and « is the channel loss parameter which depends

on the characteristics of the indoor environment. A typical value of « for office buildings
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is 3 [15], but values as high as 6 have been reported for office buildings with metalized
partitions [27].

In [13] and [15], To, the arrival time of the first cluster, is defined in different ways. We
will assume the definition given in [13], which is

Iy = (4.6)

b

(e

where c is the speed of light.

Modeling the Ray Angle of Arrival

In their measurements, Spencer et al. could not observe any correlation between the angle
and the time of ray arrival. Based on this fact, they propose a statistical model for ray angle
of arrival that is independent of the ray arrival time. The following expression represents
the proposed angular impulse response of the multipath channel:
o oo
h(8) =D Bud(d — O — ww), (4.7)
1=0 k=0
where (i has the same meaning as in Equation 4.3; O, is the mean angle of the [-th cluster,
that is, the mean angle of the rays arriving within the /-th cluster; and wu is the angle
deviation from O; making the kl-th ray arrive at an angle of O; + wy.
It is proposed in [13] that ©; be uniformly distributed throughout the interval [0, 2w)
and that the ray angle deviation, wii, be modeled as a zero mean Laplacian distribution
with standard deviation o:

1 —WV2w/e
p(w) = E—e WV2w/ol (4.8)

Estimated Parameters

The resulting statistical model, which accounts for amplitude, time, and angle of arrival, is
defined by five parameters: A, A, I, v, and o. Table 4.1 shows Spencer et al.’s estimations

for these parameters, which were based on measurements taken in two different buildings



Parameter | Building 1 | Building 2
r 33.6 ns 78.0 ns
5 28.6 ns 82.2 ns
1/A 16.8 ns 17.3 ns
1/A 5.1 ns 6.6 ns
o 25.5° 21.5°
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Table 4.1: Parameters estimated by Spencer et al.

and reported in [14]. The frequency used in these measurements was 7 GHz, which is
relatively close to the 5.8 GHz frequency that we used in our measurements.

In order to understand why the parameter values are building-dependent, we need a
physical interpretation of the model. Spencer et al. observed that the strongest cluster was
almost always associated with a direct line of sight path, even when this line was blocked
by walls. Weaker clusters were apparently caused by back wall reflections and doorway
openings. Therefore the formation of clusters is related to building superstructures. The
rays within a cluster are related to smaller objects, such as furniture, that are in the vicinity

of the transmitter and the receiver.

4.3 Using the Statistical Model to Simulate Average
Compatibility

This section shows how the statistical model described in the previous section can be used
to simulate average compatibility among portables. We first define the dimensions of the
indoor location. We will assume an area of 25x30 m?, which is the area of our indoor
location 1 (see Figure 2.10). In order to compose a simulation scenario, we place the base
station at the center of this area, and we place M portables (we will be considering M = 50)

at random positions uniformly distributed within the area. This is illustrated in Figure 4.2.
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Figure 4.2: A generic indoor location

Next, the steps in the following list are repeated in order to generate a total of 4
clusters and 15 rays per cluster for each portable. These numbers were chosen based on
the observation that using more than 4 clusters and more than 15 rays per clusters did not

alter the simulation results significantly.

e Portable-Base distance r is used in (4.6) to compute the arrival time of the first cluster

To.

e The probability distributions of (4.1) and (4.2) are used to draw the cluster arrival

times (7}) and the ray arrival times (7x), respectively.
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e Portable-Base distance r is used in (4.5) to compute the average power of the first

arrival (B%;).

e Cluster arrival time, ray arrival times and the average power of the first arrival are

used in (4.4) to compute the mean square value of the ray amplitudes (5Z).

® A Rayleigh distribution with mean square values of B2 is used to draw the ki-th ray
amplitude (ﬁ“).

e A random phase ¢ is drawn for each ray using a uniform distribution in the inter-
val [0, 27). Therefore the channel impulse response for the ki-th path is given by
Brie 3 (t — Tp — Trt)-

® The angle of the line of sight path O (see Figure 4.2) is used as angle of arrival for
the first cluster ©¢. This is based on the observation made by Spencer et al. that the
strongest cluster was almost always associated with a direct line of sight path, even

when this line was blocked by walls.

® A random angle of arrival ©; is drawn for each remaining cluster using a uniform
distribution in the interval [0, 27). Note that this does not incorporate possible
angular correlations among clusters of neighboring portables. Figure 4.3 illustrates
why cluster arrival angles of neighboring portables are likely to be correlated. However

for now, we disregard these correlations.

® The probability distribution of (4.8) is used to draw the angle of arrival deviation wy
for each path. Therefore the ray angle of arrival of the kl-th ray is ©; + w.

Computing Average Power

Once we have obtained the angle of arrival and channel impulse response for each path, we
can proceed to compute the average power received by the base station in each of its antenna

sectors when a given portable transmits. We have to decide on the number of sectors to



69

- = e = = > = = = e S = = P R A M We S e e S e e 4D em R M W R M W WP e e =

Base Station
with Sectored
Antennas

[ -

— iy —<

AV

Angularly Correlated Clusters \

Main Reflector

Figure 4.3: Illustration of angular correlation between clusters of neighboring portables.

simulate. Let us start with a sectorization level of 10 and assume that each sector employs
a horn antenna like the one which was used for the measurements reported in Chapter 2.
This antenna has approximately 36° of 3 dB beamwidth and its radiation pattern is shown
in Figure 2.7, and the superimposed field strength patterns of the 10 sectors are shown in
Figure 2.8.

In order to compute the average power received in each sector, we need the channel
impulse response between the i-th sector and a given portable. This can be expressed by

oo o0

hg(t) = z z ﬂkle"'""s*'cf(t -1 - Tkl)g:'(el + wkl)s (4'9)

=0 k=0
where g;(6) is the i-th antenna sector gain at angle 4.
Now we are ready to compute the average power received in each sector when a given

portable transmits. We are interested in the average power received in a bandwidth of
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20 MHz centered at 5.8 GHz. This can be expressed as

Gi= 2 [ H(f — 5.8 x 107)2dF (4.10
' 20 x 108 /;wxmﬂ i ’ ’ 10)

where H;(f) is the channel frequency response between the portable and the i-th sector
which is the Fourier transform of h;(¢):

Hi(f) = f = hi(t)e At (4.11)
Substituting (4.9) into (4.11) we obtain

H.(f) = z z g'.(gl + wkl)ﬁkle—iéue—ﬂ"’f(TrH'u). (4_12)

{=0 k=0
Review of the Compatibility Condition

We now review the compatibility conditions defined in Chapter 2.

We use (4.10) to compute the average power received in the :-th antenna sector when
portable p transmits. Let us rename it G, ;; it can also be seen as the average power received
by portable p when the base station transmits through its i-th antenna sector. This is true
because up-link and down-link transmissions occur in the same frequency band; therefore
there is up-link/down-link channel reciprocity. Consider antenna sector B(p) which provides
the best average power to portable p (defined in Chapter 2). Therefore the best average
power for portable p is Gp, g(p). In order to verify compatibility among portables, we use
these values in the conditions defined in (2.3) and (2.4) for the down-link case and for the
up-link case, respectively.

4.4 Simulations

The steps described in the previous section were followed to simulate average compatibil-
ities among portables uniformly distributed in a 25x30 m? indoor location. The results
were averaged over ten different scenarios, so that, for a given set of parameters, the sim-

ulations were run ten times, and a different draw of portables positions was used for each
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run. The results were then presented as the average of these ten outputs. We chose to sim-
ulate only down-link average compatibilities since, as we saw in Chapter 2, up-link average
compatibilities are close matches to down-link average compatibilities when power control
is used.

The first simulation used the parameter values in Table 4.1 for building 1 which are:
[ = 33.6 ns, vy = 28.6 ns, 1/A = 16.8 ms, 1/A = 5.1 ns, and o = 25.5°. The channel
loss parameter used was a« = 3. However, changing the value of a did not affect the
simulation results, as expected for the down-link case. Figure 4.4 shows the simulation
results compared with the average compatibilities measured in location 1. We can see that
the measured and the simulated results did not match very well. However the matching
can be improved by changing the simulation parameters as follows.

In Table 4.1, the main differences between the estimates of the two buildings are the
values of I' and v. The lower values of ' and v in building 1 arise because there is greater
attenuation with internal walls of cinder blocks than in building 2 whose internal walls are
gypsum board [14]. Therefore, we can expect location 1 (see Fig. 2.10), whose internal
walls are concrete blocks, to attenuate more than building 1. For example, we simulated
average compatibilities with I' = 10 ns and 4 = 10 ns, and compared them with the
average compatibilities of location 1. The results are shown in Figure 4.5. We can see that
matching was improved at low values of the capture threshold, but the mismatch worsened
at higher capture threshold values. This made us think that, while taking measurements in
location 1, the horn antenna radiation pattern (see Fig. 2.7) may have been distorted due
to the proximity of the spectrum analyser and computer monitor (see Fig. 2.6), which were
mounted on a cart at a distance of less than one meter from the horn antenna. Moreover,
metal structures on the ceiling (light fixtures) which were close to the antenna may have
contributed to pattern distortion. The most likely form of distortion is enhancement of the
back and side lobes, which may have been caused by rays that were reflected into the main
lobe by the measuring system (cart, spectrum analyzer and personal computer) and/or by

the light fixtures. In order to investigate this possibility, we ran a simulation using the
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Figure 4.4: Average compatibilities simulated with parameters of building 1 (dashed lines)
compared with average compatibilities measured in location 1 (solid lines)

antenna radiation pattern of the horn antenna distorted by back/side lobes in each sector.
We added three -15 dB back/side lobes to the original antenna pattern. The resulting
empirical antenna pattern is shown in Figure 4.6.

Figure 4.7 shows the average compatibilities simulated with this distorted antenna pat-
tern compared with the average compatibilities measured in location 1. As the curves
matched very well, we concluded that antenna back/side lobes are responsible for the loss
in average compatibility at the high capture threshold values observed in Figure 4.5. There-

fore, antennas with small side/back lobes in their radiation patterns should be used to pre-
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Figure 4.5: Average compatibilities simulated with ' = 10 ns and v = 10 ns (dashed lines)
compared with average compatibilities measured in location 1 (solid lines)

vent this from happening. Also, metal structures, such as light fixtures should be kept as
far as possible from the antennas to avoid distorting their radiation patterns. However this

is important only if the system is to be operated at high values of the capture threshold.
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Figure 4.6: (a) Polar coordinate plots of distorted power radiation pattern on logarithmic
scale; and (b) distorted field strength pattern on linear scale of the horn antenna used in
the experiment. Note: the plotted values were normalized by making the maximum value
equal to 60 dB in the logarithmic plot, and by making the maximum value equal to 1.0 in
the linear plot.
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Figure 4.7: Average compatibilities simulated with distorted antenna pattern (dashed lines)
compared with average compatibilities measured in location 1 (solid lines)
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A Model for Generating Antenna Patterns

So far our simulations have been based on the antenna pattern of the horn antenna used
for the indoor measurements reported in Chapter 2. For the following simulations, we
will generate antenna patterns using a model where the antenna beamwidth is a variable.
With this model, the i-th antenna sector normalized field strength radiation pattern can

be generated as

. ¢ 2.78[0—(i—1)®
sin{ f tenna main lobe
— or an
ag otherwise,

where ag is a uniform side lobe which we assume to be 30 dB below the main beam gain,
and P is the 3 dB beamwidth of the antenna. The formula used in (4.13) to obtain the
main lobe of the antenna resulted from an approximation to the formula for unidirectional
radiation from uniform aperture distribution (see [29]-p.517).

For example, Figure 4.8 shows the pattern for antenna sector 1 (¢ = 1) with & = 36°
superimposed on the pattern of the horn antenna which we have used in the measurements.

With this antenna pattern model we can simulate average compatibilities with a generic
sectored antenna system with N, sectors using N, antennas with & = 360°/N,. For example,

Figure 4.9 shows sectored antenna systems with 3, 5, 10 and 20 antennas.
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180

Figure 4.8: Radiation patterns on logarithmic scale (a) and on linear scale (b) of 36°
beamwidth antenna (solid) and horn antenna (dashed)
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Angular Correlations Between Clusters of Neighboring Portables

In the previous simulation results, we did not consider any angular correlation among
clusters of portables that were close together in the indoor scenario. However if a portable
produces a cluster with angle O, it is likely that a neighboring portable will produce a
cluster with an angle close to ©. This is illustrated in Figure 4.3. In order to investigate
the effects on the average compatibilities of these correlations, we ran simulations where
the simulation scenario was constructed by allocating portables one by one in the area that
is illustrated by Figure 4.2, and the cluster angles of arrival for each portable are generated
according to the following steps:

e Steps for the first portable:
— The portable random position within the indoor scenario is generated by a uni-

form distribution.

— The angle of the line of sight path © (see Figure 4.2) is used as angle of arrival
for the first cluster ©q.

— A random angle of arrival ©, is drawn for each remaining cluster using uniform
distribution in the interval [0, 27).
o Steps for the remaining portables:
— The portable random position within the indoor scenario is generated by a uni-
form distribution.

— The angle of the line of sight path O is used as angle of arrival for the first cluster
Oo.

— The distance d from the closest portable already allocated in the scenario is

obtained.



80

— The remaining cluster angles are generated according to the following steps:

* For each remaining cluster generate an angle shift A©; using a zero mean

Laplacian distribution

1 -4
p(8) = ﬁae-lﬁ"/ L (4.14)

here o, the standard deviation, is a function of the distance d from the

closest portable, that is,
o = pd”, (4.15)

where p and v have their meaning explained below.

* The angle of arrival of the [-th cluster is given by ©; = O] + A, where ©;
is the angle of arrival of the [-th cluster of the closest portable.

With the constants p and v we can temper the degree of correlation that we want to
have among the clusters of neighboring portables as a function of the distance between the
portables. For example, if we make p = 5 and v = 2, and the closest portable is at a
distance of d = 1 meter, then the standard deviation ¢ of Equation (4.15) is 5°, meaning
that there is a strong correlation between angles ©; and 9]. If the closest portable is at a
distance of d = 5 meters then the standard deviation is 125°, meaning that angles O; and
O} are only slightly correlated. If the closest portable is at a distance of d = 10 meters,
then the standard deviation is 500°, meaning that angles ©; and ©j are totally uncorrelated.
Figure 4.10 shows, for p = 5 and v = 2, how the Laplacian distribution of (4.14) gradually
approaches a uniform distribution (-180° to 180°) as the distance to the closest portable
increases.

We simulated average compatibilities accounting for the correlation among clusters of
neighboring portables using p = 5 and v = 2. Figure 4.11 shows the simulated average com-
patibilities when the correlations among clusters of neighboring portables are accounted for
and when they are disregarded. Ten sectors were used in these simulations. As we can see,
there is a slight decrease in the average compatibilities when the correlations are consid-

ered. The decrease was expected and can be explained by the line of reasoning illustrated
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Figure 4.10: Laplacian distribution gradually approaching a uniform distribution as the
distance to the closest portable increases

by Figure 4.12. Let us consider two portables, P, and P, that are not compatible, and let
us introduce a third portable, P3, close to P. If correlations among clusters of neighboring
portables are considered in the simulations, then it is likely that portables P3 and P, are
not going to be compatible either. On the other hand, if the correlations are disregarded,
then there is a better chance that portables P; and P; are going to be compatible.
Obviously, parameters p and v will depend on the building superstructure. We should
expect, for example, that a building with many small rooms will provide a smaller degree
of correlation since even neighboring portables will probably be separated by walls. On
contrary, if the indoor scenario is a single large room, there will be strong correlations

between clusters of neighboring portables.
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We also investigated the effect of correlations among neighboring portables for other
levels of sectorization. We observed that with p = 5 and v = 2, there was only a slight
decrease in the average compatibilities for the different sectorization levels. Therefore, in the

following simulation results, we disregard the correlation between neighbouring portables.
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Figure 4.11: Average compatibilities when the correlations among clusters of neighboring
portables are accounted for (solid) and when the correlations are not accounted for (dashed)
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Figure 4.12: Illustration of angular correlation between clusters of neighboring portables
creating incompatibility with a third portable

FFA Maximum Throughput as a Function of Sectorization Level

Figure 4.13 shows the FFA maximum throughput obtained with sectorization levels of 4,
10, 20 and 50 sectors, and with I' = 10.0 ns, v = 10.0 ns, 1/A = 16.8 ns, 1/A = 5.1 ns and
o = 25.5°. The number of ports used to obtain the results were 3, 5, 7 and 11 when using
4, 10, 20 and 50 sectors, respectively.

These results show that there is considerable potential for increasing the maximum
throughput by increasing the number of sectors in the microcell. The limit to this capacity
gain seems to be related to the complexity of the sectored antenna system, since it is not
obvious to us that, for example, a 50-sector antenna system built to operate at a frequency

of 5.8 GHz can be made compact enough to be installed indoors.
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Figure 4.13: FFA maximum throughput with 4, 10, 20 and 50 sectors
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Chapter 5

FFA Maximum Throughput with
Multi-Carrier Modulation

5.1 Introduction

In the previous chapters, the FFA maximum throughput was investigated as a function of
the capture threshold. However, the question may arise of which value of capture threshold
a system can operate with. Of course the answer depends on the type of modulation and
coding being used by the system.

The aim of this chapter is to investigate the performance of the proposed multiple access
scheme assuming the use of multi-carrier modulation. This type of modulation [18] - [21]
was chosen because it is naturally resistant to channel dispersion which occurs in indoor
channels due to multipath propagation. This phenomenon affects signals when they operate
at a symbol rate such that the symbol period is comparable to the channel time dispersion.
In this case, Inter Symbol Interference (ISI) causes an intolerable degradation in the Bit
Error Rate (BER) performance. To illustrate this phenomenon, let us assume that the
signal of Figure 5.1, with a symbol rate of 7, is transmitted through the two-path channel
in Figure 5.2. The received signal is composed of the original signal, which is received
through the main path, plus a delayed and attenuated copy, which is received through the

85
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second path. This is illustrated in Figure 5.3. In order to recover (detect) the information
carried by symbol 7, the demodulator observes the received signal during the observation
period :. However, as illustrated in Figure 5.3, part of the energy received on the delayed
path during observation period 7 belongs to symbol : —1, which is characterized as ISI. Note
also that, during observation period i, the remaining energy in the delayed path belongs to
symbol 2. This interference of symbol ¢z with itself does not characterize ISI, but its effect
can be destructive or constructive, depending on the relative phase of the two paths. In
any case, the effect remains unchanged for many symbol periods since, in the case of indoor
channels with a bit rate of 20 Mb/s, the coherence time of the channel is much larger than
the symbol period. Therefore this type of distortion can be dealt with by means of diversity
(for example, antenna diversity). On the other hand, IS is a totally unpredictable type of
interference which generates different distortion in every symbol period.

Symboli-1 Symbol i Symbol i+l

JANWANWAWA AWANVANAN IV AWARYA
VARVARVIRVA IAVARVIRV/ (VARVARV/

T

Figure 5.1: Signal with a symbol rate of
} LO

0.5

0 TI2 ¢
Channel impulse response: g(t) = 8(t) +0.55(¢t-T/2)

Figure 5.2: A two-path channel
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Figure 5.3: Illustration of Intersymbol Interference
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The two-path channel in Figure 5.2 was used for illustrative purposes. A more realistic

model for the indoor channel considers the arrival of many paths:
P

g(t) = ;ﬂ.ﬁ(t - 7). (5.1)

In order to be able to access quantitatively the effect of ISI, we need a convenient

numerical measure of the time dispersion. The simplest measure is the ezcess delay spread,

which is the overall span of path delays, i.e, time of last arrival minus time of first arrival

(tp — T1). However, this may not be a good indicator of how any given system would

perform on the channel since different channels with the same excess delay spread can

exhibit very different profiles of signal intensity over the delay span which will have different

impacts on system performance. A better measure of channel dispersion is the root mean

square (rms) delay spread, Trms, which is the second central moment of the channel impulse

rems = /7 — (7)%, (52)
P
>TIsl

P
S 16i?

i=1

response:

where

™= , n=12.

In the literature, 7rms is used to give a rough indication of the maximum data rate which
can be reliably transmitted through the channel when using a single carrier modulation
scheme, and when no special precaution, such as equalization, is taken. An estimate of the
maximum data rate Rmax is given by [33]

1

4Trms.

(53)

Rmax =

We used the multi-path statistical model described in Chapter 4 to obtain the mrms for
the two buildings whose parameters are given in Table 4.1. We considered sectorization
levels of 5, 10 and 20. For each sectorization level, we calculated the 7rms of 100 positions
for each building. In Figures 5.4 and 5.5, the variations in 7rms are shown for Building 1
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and Building 2, respectively, by means of the Cumulative Distribution Functions (CDF).
By substituting the values of 7rms into Equation 5.3, we obtained the values of Rmax, and

plotted their CDF's in Figures 5.6 and 5.7, respectively.
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Figure 5.4: CDF of mrms in Building 1 with five sectors (solid), ten sectors (dashed), and
20 sectors (dash-dot)

Let us investigate how the 4-ary CPFSK modulation scheme of the ALTAIR system
would perform in these channels at a bit rate of 20 Mbps, which is roughly the bit rate to
be adopted in U-NII networks [9]. This bit rate corresponds to a symbol rate of 10 Msym-
bol/s for the 4-ary CPFSK modulation scheme. In this case, Figure 5.6 shows that, in
Building 1, the probability of outage is about 0.2 if a sectorization level of § is used, and
about 0.08 if a sectorization level of 20 is used. Similarly, Figure 5.7 shows that, in Build-
ing 2, the probability of outage is about 0.55 if a sectorization level of 5 is used, and about
0.3 if a sectorization level of 20 is used. Therefore we analyzed two sample indoor environ-

ments where the modulation scheme of the ALTAIR system would not provide acceptable
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performance. We recall that the ALTAIR system employs sectored antennas in both the
base station (CM) and the portable (UM) (six sectors in each transceiver). This provides
channels with smaller 7rms values than those observed in Figures 5.4 and 5.5, which trans-
lates directly into reduced probability of outage due to ISI. The price paid in the ALTAIR
system for the reduced delay spread is the complexity of the portable transceiver: six sec-
tored antennas and a switch matrix to select one of them. However, we consider that the
size of the antenna system is the main drawback to having a portable transceiver that also
uses sectored antennas. In the case of the ALTAIR system which operates at 18 GHz, the
antennas can be small (typically a 6x16 mm cross section {7]), making it possible to inte-
grate several of them to the portable transceiver. However, when operating at 5 GHz, the
antennas can not be made so compact. Therefore, we proposed using an omni-directional

antenna in the portable transceiver.
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Having shown that a single carrier modulation scheme will not perform well (at least
when no special precautions are taken), we now need to obtain means to transmit reliably at
the required high bit rates. One of the possible solutions is to use adaptive equalization [22].
However according to Mitzlaff [7], there are practical difficulties created by the sheer size,
expense, and power consumption of the hardware needed to equalize a 10 Mb/s data signal.
Because equalizing a 20 Mb/s data signal seems to be a challenging proposition, we adopted
multi-carrier modulation as the solution to combat ISI. Figure 5.8 illustrates why multi-
carrier modulation is resistant to ISI. This figure represents a two-carrier signal that is
transmitted through the two-path channel of Figure 5.2. The two carriers are orthogonal,
so they do not interfere with each other. Note that the symbol rate for each carrier is half
the symbol rate for the single carrier in Figure 5.3, However, since the even symbols are

transmitted in one carrier and the odd symbols are transmitted in the other, together these
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two parallel signals transmit at the same symbol rate as that of the signal in Figure 5.3. By
comparing Figures 5.3 and 5.8, we can see that the single carrier signal and the two-carrier

signal are subject to the same excess delay spread of I, which is obvious because excess

z
delay spread is a physical characteristic of the channel. However, in Figure 5.3 the excess
delay spread corresponds to % of the observation period while in Figure 5.8 it corresponds
to only ; of the observation period. Therefore ISI is attenuated by half in the two-carrier
signal. If we use four carrier, the ISI is attenuated by i because the observation period is
increased to 4T, and as we increase the number of carriers, the observation period increases
proportioné.lly while the excess delay spread of the channel remains fixed. Therefore, the
attenuation in ISI is given by +;, where N is the number of carriers.

There is a technique that can be used to completely eliminate the ISI which consists
of transmitting a cyclic prefix for each symbol. Figure 5.9 illustrates this technique. This
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Figure 5.8: A two-carrier signal

figure considers that the signal was transmitted through the two-path channel of Figure 5.2.
We can see that, during the observation period for symbol z, half of the energy received on
the delayed path belongs to symbol i cyclic prefix, and the other half belongs to symbol ¢
itself. Therefore, the ISI was completely eliminated. The drawback against this technique is
the extra energy of the cyclic prefix that has to be transmitted for each symbol. We can see
in the figure that guard periods are introduced between observation periods, so the energy
of the cyclic prefix is wasted. However, when combined with multi-carrier modulation, this

extra energy can be made as small as wished by increasing the number of carriers.
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5.2 Orthogonal Frequency Division Multiplex

The specific type of multi-carrier modulation explored in this chapter is Orthogonal Fre-
quency Division Multiplex (OFDM) which is popular because it can be generated and
demodulated using Fast Fourier Transforms (FFTs). The baseband OFDM signal can be

expressed as

co N-1
SEt)= 2 X Aiae? i w(t), (5.4)
i=—00 n=0
where
n 1, 0<t<Ts
fnz_ Tl=0, ...... ,N—-l w(t):
To

0, otherwise.

Here, N is the number of carriers, Tp is the observation period, and Ts is the symbol
duration (Ts = To + cyclic prefiz). Therefore the guard period is given by A = Ts — To.
The term A;, represents the information symbol transmitted by the n-th carrier during
the i-th symbol period.

Figure 5.10 (a) and (b) show the block diagrams of an OFDM transmitter and receiver,
respectively. In the transmitter, the information sequence is applied to a serial to parallel
converter (S/P), where N symbols are assembled. Each assembled vector { A; n|n=0,12,..N-1}
is padded with (J — 1)N zeros. Then the JN-point inverse discrete Fourier transform
(IDFT) is performed on the resulting vector. It is easy to see that the output of the IDFT
corresponds to JN samples of the baseband OFDM signal of Eq.(5.4) taken during the
i-th symbol period at a sampling rate fimp = JN/Tp. These samples are applied to a
parallel to serial (P/S) converter, and the real and imaginary parts are applied to digital
to analog converters (D/A). The output signals of the D/A converters are low-pass filtered
to generate the complex signal S(¢) of Eq.(5.4). Then, real and imaginary parts of S(t) are
used to modulate the in-phase and quadrature components of the RF carrier, respectively.

In the receiver, the received signal R(f) is down-converted, and JN samples are taken
during the i-th observation period. These samples are applied to a Discrete Fourier Trans-

form (DFT) to obtain the Fourier coefficients of the signals in the observation period
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Figure 5.10: Block diagrams of an OFDM transmitter and receiver

[iTs,To + iTs]. The output Kj;, of the n-th carrier at time :Ts is represented by

To+iT. . .

K‘-’n = _}._/ ° s R(t)e_JZRf“(‘“'TS)dt. (55)
TO iTs

The demodulated vector {K;,} is applied to a parallel to serial converter, and the decision

block of the receiver decides which symbol was transmitted in the n-th carrier during the

i-th symbol period.
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5.3 OFDM Performance under Frequency Selective
Fading

This section analyzes the BER performance of the OFDM in a frequency selective channel '.
This type of channel can be modeled as a tapped delay line where each tap is an independent
complex Gaussian random process. Assuming a static channel, the impulse response of the

channel can be expressed as
Pi+P;

at) = Y Bis(t—m), (5.6)

=1

where §(¢) represents the Dirac delta function; §; is the complex envelope of the signal
received on the [-th path which is assumed to be a complex Gaussian random process with
zero mean and variance p;; and 7 is the propagation delay for the [-th path. It is assumed
that for all paths, 7 is not larger than the symbol duration Ts. Furthermore, 7; are classified

by the following inequalities:

OSTISA (l=1,-‘-1P1)7

(5.7)
A<T[<Ts (l=P1+1,...,P1+P2).

When transmitting the OFDM signal through the channel expressed by Eq. (5.6), the

received signal can be expressed as
R(t) = 5(t) * g(t) + Z(2), (5.8)

where Z(t) represents added complex Gaussian noise. By substituting Eq. (5.6) into

Eq. (5.8), and then into Eq. (5.5) we obtain

IThe theory developed here is similar to the theory developed in [21].
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Py . P+P T _ A
Kin=Ain{ S Breitfn 4 5 20-0F2
=1 =P +1 To

ﬁ,e'jz”f"" }

Pi+P, N-1 A

7 - 3 .
-3 > ' Bie~3¥mfn gmim(n=kNn=-8)To ginc[n(n — k)(11 — A)/To]Aix
=R +1 k=0 TO
k#n

P;+P2 N-1 Tl — A

+ 3

ﬂle—ﬁﬂ’fk(n-’l‘o) e~ Ix(n=k)(n-4)/To sinc[7r(n —k)(m - A)/Ta]Ai-l,k

{=P,+1 k=0 To
+zi.n1
(5.9)
where
sinc(x) = Sﬁl}g—x). (5.10)

The first term in this Eq.(5.9) represents the desired signal component distorted by
the multi-path channel, the second and third terms represent Inter Channel Interference
(ICI) and ISI, respectively. We can see that the second and the third terms are completely
eliminated when the guard period A is larger than or equal to the largest path delay 7p, 4 p, -
In this case Eq.(5.9) can be rewritten as

Ki,n = At’,n ,6[6—3 Tinm +Zi,n
=1 (5.11)

= Ai,nCn + Zin,

where C,, is the channel response in the n-th carrier when the ISI is completely eliminated

by the cyclic prefix:
P +P

Co= Y [ i?hn (5.12)
=1

The last term, 24, is a complex Gaussian noise component with zero mean and vari-

ance o2,
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The average Signal to Noise plus Interference Ratio (SNIR) for the n-th carrier is given

by
bn

b 5.13
o}, + 02 ( )

Pn=
where b, is the average power of the desired signal of n-th carrier related to the first term

of Eq.(5.9). Let us assume that each symbol A; , of the information sequence is chosen out

of {&?™ /M| _o1...m-1}- Then b, can be expressed as

P, P, +P; T _ A 2
bu = ZPI + E (%) Di, (5'14)
=1 =P, +1 o

and o}, is the power of the interference related to the second and third terms of Eq.(5.9):

2 __
al.n -

P+P; m—A
ryl=

)2p1] [Nf sinc[m(n — k)(n — A)/To] — 1/2]. (5.15)
I=P 41 k=0
The first term of Eq.(5.9) is the sum of (P, + P;) zero mean complex Gaussian random
variables, therefore the envelope of this term is a Rayleigh random variable. Moreover, the
second and third terms of Eq.(5.9) are complex Gaussian random variables since they are
sums of complex Gaussian random variables. Therefore, in order to calculate the Bit Error
Rate (BER) in the n-th carrier, we can make use of the expression developed in [22]-p.786
for M-ary PSK under Rayleigh fading. In the case of QDPSK (Quadrature Differential

Phase Shift Keying) with differential detection, the BER of the n-th carrier is given by

1 fin
gl = (5.16)
where
— ﬁn [
Hn =7 e (5.17)

In QDPSK, the symbols are differentially encoded before transmission:
D;n = Di_1,nAin, (5.18)

which allows using differential detection in the receiver, so there is no need for phase

estimation. This is useful in the reception of short data packets, where there is not enough
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time for phase acquisition, and in channels where tracking the phase is difficult due to fast
fading.

To confirm the validity of these equations, BER performance based on this theory was
compared with the results of computer simulations. The channel model used was a 16-
ray Rayleigh fading channel where the strength of each ray fluctuates independently with
the Rayleigh distribution. Figure 5.11 illustrates the Power Delay Profile (PDP) of the
proposed channel model. This PDP is based on indoor measurement results which are
reported in [16]. Assuming that the number of carriers is N = 32, Figure 5.12 shows the

average bit error rate performance over the 32 carriers, which can be computed by

1 N-1
P== > Pyn. (5.19)

n=0

Each carrier was modulated by QDPSK at a symbol rate of (20/32) Msymbol/s, so the
total symbol rate was 20 Msymbol/s. The pulse energy to noise density ratio, Eb/No, was
set to 30 dB. Simulations were run for five values of the cyclic prefix, or guard period (A =
0, 50, 100, 150 and 200 ns). With a guard period of 200 ns, which is larger than the excess
delay spread of the channel (see Figure 5.11), the second and third terms of Eq.(5.9) are
eliminated, and the extra power of the cyclic prefix is 0.51 dB. Therefore, when using 32
carriers, the ISI can be completely eliminated with only 0.51 dB of extra transmitted power.
It can be seen that the theoretical results agreed well with the simulation results.

3

125 250 375 50.0 62.5 75.0 875 100.0 1125 1250 1375 1500 1625 1750 1875 2000
Delay time (ns)

o
i

Power Loss (dB)

Figure 5.11: Power delay profile of a 16-path indoor channel
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5.4 Alternative OFDM

We have seen in Figure 5.10 that a J N-point IDFT is used in the modulation of an N-carrier
OFDM signal, and a J N-point DFT is used in the demodulation. With the JN-point IDFT,
samples of the transmit signal are generated at a sampling rate of fyqmp = JN/To. Bingham
[19] stated that if fiamp = 2Nit/To, then Ny, carriers are available for modulation, which
makes J = 2. In this section we analyse an alternative OFDM signal proposed by Macedo
and Sousa [1] where J = 1. The main merit of this alternative OFDM signal is that it can
be generated using an N-point IDFT, and demodulated using an N-point DFT, while the
conventional OFDM requires at least a 2N-point IDFT in the generation and a 2/N-point
DFT in the demodulation. Therefore, with this alternative OFDM, there is the potential
to cut the amount of processing by %(m)

Figure 5.13 compares the four-carrier conventional OFDM signal with the four-carrier
alternative OFDM signal. In Figure 5.13-a, an 8-point IDFT is used to generate eight
samples per observation period Tp of a four-carrier OFDM signal. As seen in this figure,
padding with zeros is required in order to obtain the appropriate sampling rate which has to
be at least % Figure 5.13-b illustrates how the alternative OFDM signal can be generated
in the case of four carriers. During the i-th symbol period, the vector {S;s} is generated by
taking the N-point IDFT of the information vector {A;,} (without padding with zeros).
The elements of the vector {S;:} are then serially transmitted by Nyquist pulses with a
signaling rate of 1/T, where T' = Tp /N. Here, a cyclic prefix can also be added to combat
ISI. The resulting signal has a symbol period of Ts = Tp + pT', where pT is the cyclic
prefix, and p is an integer. Figure 5.14 illustrates one symbol period of the alternative
OFDM signal with and without the addition of a cyclic prefix of size p = 2.

The baseband transmitted signal can be expressed as

oo N-1
Sit)= 3. 3 Sixh(t kT —iTs), (5.20)
t=—0c0 k=~p
where
N-1 2rnk
Sik =D, Ain€ N, (Sik = SiN-k=1)lk=1.2,p» (5.21)

n=0
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Figure 5.13: (a) Conventional and (b) alternative OFDM signals

and h(t) is the Nyquist pulse waveform. More precisely, k() is assumed to be the raised

cosine pulse, which can be expressed as

sin(wt/T)

h(t) = [

wt/T

I

cos(ant/T) ]

1 — (2at/T)?

(5.22)

where a is the rolloff factor. The real and imaginary parts of S(¢) are then used to modulate

the in-phase and quadrature components of the RF carrier, respectively.



104

To
Without s
7 ”><%§r\ s
AK
| TaN ' Suz S SwNa Stis
{ Guard Perfod T
With : o
Cyclic Prefix s
(Y]
Celic Prefix S Su S Suer
ymbols e
- 7‘
Sina TN Su Sy Swwa Suie

Figure 5.14: The alternative OFDM signal without and with a cyclic prefix

5.5 Alternative OFDM under Frequency Selective Fad-
ing
This section analyzes the BER performance of the alternative OFDM in a frequency selec-
tive channel. This type of channel can be modeled as a tapped delay line of Eq.(5.6), which
we rewrite as o
g(t) = At —m), (5.23)
=1

where 6(t) represents the Dirac delta function; f; is the complex envelope of the signal
received on the I-th path which is assumed to be a complex Gaussian random process with
zero mean and variance p;; and 7; is the propagation delay for the [-th path. It is assumed
that for all paths, 7 is not larger than the symbol duration Ts.

When transmitting the alternative OFDM signal through the channel expressed by
Eq. (5.23), the received signal can be expressed as

R(t) = S(t) * g(t) + Z(2), (5.24)

where Z(t) represents added complex Gaussian noise. By substituting Eq. (5.20) and

Eq. (5.23) into Eq. (5.24) we obtain
c©o N-1 P

R(t) = Z Z Zﬂ,S’;,kh(t — kT —iTs — 7)) + Z(¢). (5.25)

i=—00 k=0 (=1
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In order to demodulate the i-th symbol, N samples of R(t) are taken at times

= uT + :Ts. The generated samples are
Rf.u = R(t)|t=uT+iT5- (5.26)

For simplification purposes, let us express R;, as a function of G,,, where G,, is defined

Gm & fﬂ,h(mz" — 7). (5.27)
=1

The values of R;, can be approximated considering that G,, has significant values only

for —L < m < L. For example, for L = 2, R;, can be expressed as?

- -

Riq ~ SiciN—2G2 +Sin-1G1 +85:0Go +5:1G 1 +85i2G 2 +Zip
R~ Sin-1G2  +SioG1 +S5:1Go +S5:2G4 +S5i3G_2 +Zi1

Rip ~ Si0Ga +35i1Gh +5;:2Go +S5;3G 1 +5:4G_2 +Z;2

Rin-3~ Sin-5G2 +Sin-4G1 +Sin-3Go +Sin-2G-1 +Sin1G-2 +Zin-3

Rin_2 > SinN-4G2 +Sin-3G1 +Sin-2Ge +Sin-1G-1 +Sit10G-2 +Zin-2

| Rin-1= Sin-3G2 +Siv—2Gr +Sin-1Go +Sit10G-1 +Si411G2 +ZiN-1 |
(5.28)

2Here we are assuming a cyclic prefix of p = L.

’



which can be rearranged as

Rig =~

R;, ~

R.'.z =

R.',N-3 =~

R.',N-z =~

Rino1 ™~

Si—1,N-2G-

—SiN-—2G2
+Sin-2G2

Sin-1G2

Si0Ga

Sin-5G2

Sin-4G2

Sin-3G

+Sin-1G1

+Si0G1

+S5:i1G1

+Sin-4G1

+Sin-3G1

+Sin-—2G1

+S:0Go

+5i,1Go

+5:2Go

+Sin-3Go

+Sin-2Go

+Sin-1Go

+5:1G1

+8:2G-y

+35:3G

+Si.n—2G 1

+Sin-1G-1

+8:0G -1

+Si+1,0G-1
—Si0G 1

+S5i2G-2

+S5i3G-2

+5:4G -2

+Sin-1G-2

+Si0G -2
+Sit1,0G-2
—S5:i0G -2

+S;,1 G-,
+Si+1,1G-2
—-Si1G-2

By observing (5.29), R; . can be expressed in terms of four components:

Ri,u = Ft',u + Aq'.u + Qi,u + Zi.us

106

+Zip

+Zi,

+Zi2

+ZiN-3

+ZiN-2

+ZiN-1

(5.29) '

(5.30)
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where L

Tiw= Y. SiN+mtuymodNjGm 0Su <N -1, (5.31)

m=—L

L

Aiw= > (SiciN-miu = SiN-mtu)Gm 0L u<L, (5.32)

m=u+p+1

L
Qu= Y (Sirtméu-n—Simiun)Gom N—-L<u<N-1, (5.33)
m=N—-u

and Z;, represents the samples of the added Gaussian noise.
The next step in the demodulation of the i-th symbol, which carries the i-th information
vector {A; .}, is to take the DF'T of the vector {R;.} to obtain

Ki,n = Yin + '\l',n +w£,n + Zin, (5'34)

where ¥, Ain, Win and z;, are the DFT of the terms [in, Ajn, Qin and Z;,, given

respectively by

1 N-1

Yim = ¥ z I‘i'ue-h:mu/N, (5.35)
u=0

1 N-1 )
/\;m = ﬁ Z Ag‘ue-szu/N, (5.36)
u=0

1 N-1

Win = 75 3 Qi ue 2N, (5.37)

u=0
and
1 N-1 .
Zin S Z;ue7 /N, (5.38)

i =%
Nu=0

By substituting Eq.(5.31) into Eq.(5.35), we obtain

L
Yin = Ain 3 Gme ™™ = A;.C,. (5.39)

m=-L
Therefore 7; , represents the information symbol transmitted by the n-th carrier multiplied
by a distortion factor C, which can be expressed as
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L
C. = E G e—jZﬂ'mn/N
mP=—L L . (5-40)
= Y8 Y. h(mT — n)e 72N,
=1

m=-L

We can see that C, is the sum of P zero mean complex Gaussian random variables, therefore
its envelope is a Rayleigh random variable.
Let us assume that each element of the vector {A;,} is chosen out of {e/*™/M|m =
0,1,..., M — 1}. Therefore the average power of the n-th carrier can be expressed as
byt = E[ICal"]

L

P L
Z:p: Y S h(mT — n)h(kT — 7) cos[2r(m — k)n/N].

m=—L k==L

(5.41)

The second and third terms of Eq. (5.34), i, and wj,, represent Inter Symbol Inter-
ference (ISI). The term );, represents interference coming from past symbols, and w;,
represents interference coming from future symbols. The third term, 2;,, represents added
Gaussian noise.

The interference power in the n-th carrier, related to the term J; ., can be expressed as
o3n = EllXinl?]- (5.42)

By substituting Eq.(5.36) into Eq.(5.42) we obtain

2 1 (JE « 1.—j2nn(u—k)/N
oin=={ T 3 ElAiALle™ }. (5.43)
N u=0 k=0
Next, we substitute Eq.(5.32) into Eq.(5.43) to obtain
LYSE x>
2
Oxn = Tar2 E Z (Si-l.N--m+u - Si,N—m+u)Gm
N2 (0620 meutptl g=kiptl (5.44)

X (ST1N g = SiN—qre) Ggle=2m—RIN.

Equation (5.44) can be further developed by noticing that

. N, t=kand 7=/
E[Si.jsk,ll = { (5-45)

0, otherwise,
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and that R
E[GmG] =Y pth(mT — m)h(qT — m). (5.46)
=1

Therefore, Eq.(5.44) can be developed into

L
= Zpl Z E Z Z I(u, k,m,q)h(mT — 7)h(qT — 7) cos[2m(u — k)n/N],

u=0 k=0 m=u+p+1 g=k+p+1
(5.47)

where
1, u—m=k—gq, .
I(u7 kv m, Q) = (048)
0, otherwise,
and p is the size of the cyclic prefix. Similarly, the interference power in the n-th carrier,

related to the term w;,, can be developed, and expressed as

N-1 N-1 L L
= —Em > 2 Y X Iwkmg)
N D uENLk=N-LmeN—uq=N—k (5.49)

xh(—mT — n)h(—qT — 7) cos[2m(u — k)n/N],

where

11 =k+ )
I(u,k,m,q)={ vrm=ETa (5.50)

0, otherwise.
Observe that the term o, can be attenuated or even eliminated by increasing cyclic
prefix p. We could also have added a cyclic extension in order to attenuate the term Ufa,n
In practice, only the cyclic prefix is worth adding because in general o7, << 03 ..

The average SNIR in the n-th carrier is given by
bzlt

5 = 5.51
Pn e e (5.51)

where o2 is the variance of the Gaussian random noise z(t). The BER of the QDPSK signal
(see [22]-p.786) in the n-th carrier can be computed by

1
P"" [1 — —-&'-'—-—] , (5.52)
2 2 — p2
where
fo = —En (5.53)
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The term 3, is the average received SNIR in the n-th carrier, which can be computed by
Eq.(5.51).

To confirm the validity of these equations, BER performance based on this theory was
compared with the results of computer simulations. The channel model used was the 16-ray
Rayleigh fading channel of Figure 5.11. Assuming that the number of carriers is N = 32,
Figure 5.15 shows the average bit error rate performance over the 32 carriers, which can be

computed by
1 N-1

Po=3 ) 2l (5.54)

n=0

Each carrier was modulated by QDPSK at a symbol rate of {20/32) Msymbol/s, so the
total symbol rate was 20 Msymbol/s. The pulse energy to noise density ratio, Eb/No, was
set to 30 dB. Simulations were run for five values of the cyclic prefix (p = 0, 1, 2, 3 and 4).
This means that a guard period of 5'+EIV x Ts was wasted per symbol period. For p = 4, the
wasted guard period corresponds to a power loss of only 0.51 dB. It can be seen that the
theoretical results agreed well with the simulation results.

5.6 Conventional versus Alternative OFDM

The bandwidth efficiency of the alternative OFDM depends on the rolloff factor a. A
small « is desired because bandwidth efficiency is inversely proportional to a. For example,
a = 0.1 corresponds to an excess bandwidth of 10%. In this case a symbol rate of 20
Msymbol/s occupies a bandwidth of 22 MHz. This bandwidth efficiency is close to what
can be achieved with the conventional OFDM. Figure 5.16 plots the theoretical bit error
rate performance P, for QDPSK of conventional and alternative OFDM in the 16-path
Rayleigh channel model of Figure 5.11. Three values of the rolloff factor were considered,
a = 0.1, 0.5 and 1.0. A cyclic prefix of %Ts (or a 0.51 dB loss) was considered for both
OFDM schemes. It can be seen that using a small rolloff factor causes degradation in the
performance at high values of Eb/No. This is due mainly to the term w;, of Eq. (5.34),
which represents the ISI coming from future symbols, a kind of ISI that does not occur in
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Figure 5.15: Theoretical and simulation results of QDPSK alternative OFDM in a frequency
selective channel

the conventional OFDM. However, for Eb/No below 20 dB, the range of practical interest,
the performance of the alternative OFDM is close to the performance of the conventional
OFDM, even for a rolloff factor as small as 0.1. Therefore the alternative OFDM can match
the bandwidth efficiency of the conventional OFDM without sacrificing performance.

5.7 Coding Requirement

In dispersive channels, when the total bandwidth is subject to frequency selective fading,
the components of {4;,} transported by carriers that are close to a spectral null are badly
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Figure 5.16: BER performance of conventional and alternative OFDM (QDPSK, 32 carri-

ers)

attenuated, while other components may have their power enhanced. This could cause

errors to be concentrated in these badly attenuated carriers. This problem can be treated

by using codes capable of spreading each information bit among the carriers as much as

possible. In this case, recovery of the modulated data may still be possible provided that

enough carriers are not badly attenuated. A coding scheme capable of fulfilling this purpose
is Trellis Coded Modulation (TCM). Moreover, TCM does not require bandwidth expansion

in order to achieve the information redundancy required for coding. Instead TCM expands

the constellation.
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We used a simple TCM code combined with multi-carrier modulation and interleaving
to simulate the FFA in the three locations described in Chapter 2. The simulation is
represented by the block diagram of Figure 5.17, which can be used to represent both the
conventional OFDM and the alternative OFDM simulations. However, in the alternative
OFDM case, the IDFT and DFT blocks are N-point FFTs, therefore there is no need for
padding with zeros. Moreover, the Low Pass Filters (LPF) used in the transmitter of the
alternative OFDM signal are raised cosine filters.

DE - DIFFERENTIAL ENCODER

s/ip
'] DE 0 R
: D 1 2! D/A|-~ LPF
. CM o INTER- | ] 2 DE z Ei& .
ENCODER| |LEAVER E E E E ' 5‘% ' pis cos(w,: t) BPF I
. ] . 1 : m‘-. : .
oy T = D/Al-~| LPF
R e sin(w, £)
TRANSMITTER
DD - DIFFERENTIAL DETECTOR
) DD
LPF}+ A/DIRS 1 DD
T 2 DD pis Lo DEINTER-| | TCM |
. Ze I LEAVER DECODER
geF i C0S(%) sPl Lo | SF| L
' n,. ]
, 3 —*{_I-—-
_.QP_. LPFl A/DIS - N
' ot e }INFORMATION

sin(w, t)

RECEIVER
Figure 5.17: Simulation block diagram

The chosen TCM code expands the constellation from the two-point constellation of
Figure 5.18-a to the four-point constellation of Figure 5.18-b. Therefore, an uncoded BPSK
(Binary Phase Shift Keying) is encoded into a QPSK signal.

In the design of the trellis code for fading chaunnels, the main objective is to achieve as
large a shortest error event path [22]-p.831 as possible, since this parameter is equivalent

to the amount of diversity in the received signal. In order to increase the shortest error
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Figure 5.18: Two-point constellation expanded to a four-point constellation

event path, we have to increase the number of states in the trellis that is used to encode the
BPSK signal into the QPSK signal. We used the four-state trellis depicted in Figure 5.19
in the simulations. This figure also shows how the two-phase information signal is mapped
into the four-phase signal. Figure 5.20 shows the shortest error event path provided by this
trellis code. As we can see, the shortest error path spans over a period of three encoded

symbols, and since three consecutive symbols are transmitted by different carriers, the TCM

code yields diversity over three carriers.

gnp;]lt Encoded
2- hase
Trellis vy a
sym\":l symbol State Diagram
x>y
7]
2
3
/9]
@) (b)

Figure 5.19: Encoding used in the simulations; (a) trellis representation, and (b) state
diagram representation

This trellis coding scheme can be made more effective by maintaining frequency separa-

tion, which can be accomplished by interleaving or sufficiently separating successive output
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Shortest error event path provides diversity over 3 carriers.

State 1 >0 >0~

State 2 ©
State 3 ®
State 4 ® ° ° o
e e ol :IL‘L _____
Symbol i-1 | Symboli |  Symboli+l |  Symboli+2 | Symbol i+3

Figure 5.20: Shortest error path provided by the TCM code

symbols from the encoder. To better understand this, we should note that if a given carrier
is deeply attenuated for being close to a spectral null, then it is likely that the adjacent
carriers will also be attenuated at some extent. Therefore, if interleaving is not used, three
consecutive symbols that are transmitted by the three adjacent and attenuated carriers will
suffer the fading effect. It is easy to see that the TCM coding, which can provide diversity
over three carriers, will not be very effective if the three carriers happen to be attenuated.
By interleaving the symbols, we avoid that consecutive symbols are transmitted by adjacent
carriers, which makes the TCM coding scheme more effective. In the simulations, the block
interleaver in Figure 5.21 was used.

. Read out symbols to
serial to parallel converter

!
—{ 1] 9]17[ 25
2 —{ 2[10[ 18] 26
€3 3| 1|19 27
2 —= 4|12} 20| 28
£ 9 5|13/ 21[ 29
s § {6 14] 22[ 30
S & 7[15] 23] 31
— 8] 16| 24| 32

Figure 5.21: The block interleaver used in the simulations
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5.8 Representing the Measured Channels in the Sim-
ulations

As seen in Eq.(5.6), a static frequency selective channel can be modeled as a tapped delay
line, each tap, B;, being the complex envelope of the signal received on the I-th path.
Unfortunately the non-coherent channel measuring experiment described in Chapter 2 could
only be used to obtain the amplitude frequency response across a 20 MHz channel. This
information is not enough to determine the complex tap values of Eq. (5.6). However, the
simulations can be run without knowing the actual tap values because, provided that the ISI
is completely eliminated by a cyclic prefix, the exact tapped delay line of a given measured
channel can be replaced by any tapped delay line whose amplitude frequency response
satisfactorily approximates the actual amplitude frequency response. These alternative
tapped delay lines were obtained under the assumption that any measured channels can be
represented by the 16-path Rayleigh channel model in Figure 5.11. Then, for each measured
channel, a total of 10* tapped delay outcomes were drawn, and the outcome which best
approximated the measured amplitude frequency response was picked. As an example,
Figure 5.22 plots the experimentally measured amplitude frequency response of channel
“P1S3” (position l-sector 3, see definition in Chapter 2) of location 1. It also plots the
amplitude frequency response of the tapped delay line chosen to represent this channel in
the simulations. It has been observed that, for this channel and for all the other measured
channels, the amplitude frequency response of the chosen tapped delay line approached the

respective experimentally measured amplitude frequency response reasonably well.



117

180 T T T T T T T T
E 3
160 * o w i
- - ~
‘*/*’ ~ - *
140[ * * * Measured N »” ol 2T
. -
*, e A
120 @ -—==—- Chosen ! i
—~ */ ¥*
> 7
2 */
® 100} /,
o
3 /
g sof ; 7
£ /
<< e XX . /
60 - / -
/'*{ * N / *
’ * e ’
o’ * N
40 M ,’ * .
\
/
¥ =
201 \* /.*. —
N 3
\ie/
v
0 1 L 1 L L | . . 1
5.792 5.794 5.796 5.798 5.8 5.802 5.804 5.806 5.808 5.81
Frequency (GHz)

Figure 5.22: Measured and chosen amplitude frequency responses of channel “P1S3” in
location 1



118

5.9 Simulation Description

The FFA maximum throughput algorithm described in Chapter 3 assumes that a single
value of the capture threshold is used by all portables in the microcell. The simulation
process described here uses a modified version of this algorithm where each portable works
with its particular capture threshold value. This makes more sense because portables
transmit through channels with different characteristics, which causes different portables
to be able to stand different amounts of interference. Therefore, in order to maximize
throughput, each portable should operate with its minimum supportable capture threshold
value.

The simulation process starts with all the portables operating at a low capture threshold
value and communicating with the base station sector that provides highest average power.
The simulation runs until each portable has transmitted at least 100 packets. At this time,
the number of packets that arrived in the base station corrupted by error are counted for
each portable, and any portable that transmitted more than five corrupted packets has its
capture threshold increased by 1 dB, and this ends the first iteration. In the second iteration,
the simulation restarts with the portables operating at their new capture threshold. Again,
the simulation runs until each portable has transmitted at least another 100 packets. At
this time, the number of packets that arrived corrupted by error are counted again for
each portable, and any portable that transmitted more than five corrupted packets has its
capture threshold increased by 1 dB. This process is repeated for a number of iterations
until each portable transmits less than five corrupted packets. If a given portable could not
transmit less than five corrupted packets per set of 100 packets after having increased its
capture threshold to 20 dB, the base station switches the communication with this portable
to the antenna sector that provides the second highest average power. This is done because
sometimes the best sector for communicating with a given portable is not the one that
provides highest average power; it also matters how the power is distributed among the
carriers. The simulation ends when all the portables transmit less than 5 corrupted packets

per set of 100 transmitted packets. The throughput achieved in the last iteration is taken
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as the output of the simulation.
Note that five corrupted packets per set of 100 transmitted packets represents a reason-
able packet error rate if the system operates with an Automatic Repeat reQuest (ARQ)

protocol. We observed that only a few portables were subjected to a packet error rate of

5

7, and most of the portables transmitted no corrupted packets during the last iteration

of the simulation. Therefore, the average packet error rate was much smaller than %.
In order to understand better the computations that were performed during the simu-
lations, let us suppose that in a given time slot, two portables, P, and P, are allowed to

transmit. Figure 5.23 illustrates this scenario.

(Y:m,z)

- —_——

-

T P2S6
(Yim.l) N\ Secs <
P, Ir::‘_—l;'fs_g_—__— ‘\\

Figure 5.23: An illustration of simultaneous transmissions

During the i-th symbol period, the base station receives symbols 7;,n,1 and 7;,, , through
channels “P1S6” and “P2S6”, respectively. Symbol «; .1 carries the desired information
transmitted by portable P; in the n-th carrier during the ¢-th symbol period. Symbol v, »

represents the interference from P, received by the base station in the same carrier, during
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the same symbol period. Therefore the symbol received during the :-th symbol period in

the n-th carrier from portable P, can be expressed as

Rx',n.l = Yin,1 + ’Y,('",z + Zin, (555)

where z;, is the Gaussian noise term. In the simulations, this term was such that the
Eb/No averaged over the N carriers was made equal to 20 dB. The term <; 1 can be
calculated as

Yimt = Din1Ca, (5.56)

where C,, represents the channel response for the n-th carrier. It is expressed by Eq. (5.12)
in the case of conventional OFDM, and by Eq. (5.40) in the case of alternative OFDM.
The term D; ., represents the differentially encoded information transmitted by portable
P, during the ¢-th symbol period in the n-th carrier:

Di,n,l = Di—l,n.l Ai,n,l y (5—57)

where A;,; represents the information symbol, encoded by the TCM scheme and inter-
leaved, that must be recovered during the i-th symbol period in the n-th carrier.
In the simulations, demodulation assumed differential phase estimation. In this case

the demodulated symbol can be expressed as

King = RinaRi_
= (Yimt + Vinz + Zin) Vit +Vicin2 + Zi-1n)”
= (Yin1¥i_1n1) + (interference/noise terms) (5.58)
= (Din1Cn)(Di-111Cn)" + (interference/noise terms)

= A;n1|Cnl|® + (interference/noise terms),

where |C,| represents the gain of the n-th carrier in channel “P156” (see Figure 5.23).
The K, sequence is then deinterleaved and decode by the TCM decoder. In the case
of alternative OFDM, the ISI term \;, was disregarded based on the assumption that an
adequate cyclic prefix can be used. The other ISI term, w; ., was also disregarded since in

the simulations w;, << zi . In the case of the conventional OFDM, the second and third
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terms of Eq.(5.9) were disregarded based on the assumption that an adequate cyclic prefix
can be used.

The other features of the simulations are the following:
® The number of carriers used was N = 32.
e A rolloff factor of 0.1 was assumed in the case of alternative OFDM.

@ A packet size of only 64 bits was used in order accelerate the simulations, so the
number of symbols (bits) per packet transmitted on each carrier were two; one was
used to provide phase reference for the differential detector, and the other was encoded

by the trellis code.
e The Viterbi algorithm was used in the decoder.
@ Only up-link traffic was simulated.

@ Power control was used. The power control mechanism assumes that all the portables
adjust their transmitting power so that the base station receives, through the best
sector for communication with a given portable, the same average power level from

any portable transmissions.

e Simulations were run with the modified FFA maximum throughput algorithm oper-
ating with different numbers of ports, from two ports up to a number of ports where

the maximum throughput saturated.

5.10 Simulation Results

The simulation results for locations 1, 2 and 3 are shown in Figures 5.24, 5.25 and 5.26,
respectively. In location 1, the maximum throughput saturated with three ports, meaning
that it is pointless to use more than three ports in this location with multi-carrier modula-

tion, the TCM coding scheme, and a sectorization level of 10. The maximum throughput in
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location 1 was 2.8 packets per time slot when using the alternative OFDM, and 2.5 packets
per time slot when using the conventional OFDM. In location 2, the maximum throughput
saturated with five ports at 3.9 packets per time slot when using the alternative OFDM,
and at 4.2 packets per time slot when using the conventional OFDM. In location 3, the
maximum throughput saturated with five ports at 4.3 packets per time slot when using the
alternative OFDM, and at 4.2 packets per time slot when using the conventional OFDM.
The main conclusion is that the alternative OFDM scheme provides performance similar

to the performance achieved with the conventional scheme.
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Figure 5.24: Simulated FFA maximum throughput in location 1 with conventional and
alternative OFDM
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Chapter 6

Conclusions and Suggestions for

Future Research

6.1 Conclusions

This thesis proposed and investigated a new indoor communication system in which a base
station uses sectored antennas, and portable terminals use omni-directional antennas. The
system is able to handle simultaneous packet transmissions in a microcell. It was shown
that the system can provide significant capacity gain when compared with indoor sectored
antenna systems that can transmit only one packet at a time.

Chapter 2 introduced the compatibility concept and described a experiment devised
to verify compatibility among portables. Measurements were taken in three indoor loca-
tion: a closed indoor environment represented by a section of a building floor; a semi-open
environment represented by a large room divided into cubicle offices; and an open environ-
ment represented by a classroom. Measurement results were presented in terms of average
compatibility among portables in these locations.

Chapter 3 proposed a multiple access scheme that is able to take advantage of the
compatibilities among portables in order to transmit more than one data packet per time

slot. The FFA algorithm was proposed to schedule simultaneous packet transmissions in
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the microcell. The algorithm maximum throughput was investigated for the three indoor
locations.

Chapter 4 used a statistical model of indoor multipath propagation to investigate the
use of different sectorization levels in the proposed system. The simulation parameters of
this model were adjusted to fit the experimental results. The simulations showed that there
is considerable potential for increasing the maximum throughput by increasing the number
of sectors in the microcell.

Chapter 5 proposed a new multi-carrier modulation scheme. The scheme was analysed
for the case of frequency selective fading channels and showed to be able to achieve perfor-
mance comparable to the performance of the conventional multi-carrier modulation scheme
that requires more processing power. The FFA maximum throughput was then evaluated
with the system operating with the proposed modulation technique and with the conven-
tional multi-carrier scheme. The maximum throughput achieved with ten antenna sectors
was around 2.8 packets per time slot in the closed indoor location, and around 4.2 packets

per time slot in the other two locations.

6.2 Suggestions for Future Research

We suggest the following areas for further research on the topic:
e Investigate the use of antenna arrays to replace the sectored antennas.

e Study maximum throughput and portable blocking issues when the microcell operates

with specific traffic compositions, for example, Ethernet traffic.

Investigate how channel dynamics affect the amount of overhead required for allowing
the base station to track the compatibility relations in the microcell, and investigate

loss in maximum throughput if the tracking is not perfect.

Study the effect of intercell interference.
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e Apply the proposed multiplexing scheme to outdoor fixed wireless system. For ex-
ample, Local Multi Point Distribution Systems (LMDS) and Wireless Local Loop
Systems (WLL).



Appendix A

NP-Completeness of the N-Port
Frame Scheduling Problem

In this appendix we prove that the N-PORT FRAME SCHEDULING problem (N > 3)
is in the NP-complete class of problems. “The theory of NP-completeness provides many
straightforward techniques for proving that a given problem is “just as hard” as a large
number of other problems that are widely recognized as being difficult and that have been
confounding the experts for years” [10].

According to [10], there are four steps in proving that problem IT is in the NP-complete

class of problems:

1. showing that problem IT is in the NP (not the same as NP-complete) class of problems
(the NP class is described below),

2. selecting a known NP-complete problem II,
3. constructing a transformation f from IT’ to II, and
4. proving that the transformation f can be performed in polynomial time.

The NP class is a more generic class of problems that contains the NP-complete class:

NPONP-complete.
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Informally, an NP problem can be solved by a nondeterministic algorithm comprising
two stages: a guessing stage that guesses a solution; and a deterministic stage that checks
the validity of the guessed solution in polynomial time. Let us consider, for example, the
classical TRAVELING SALESMAN problem defined in [10] the following way:

INSTANCE: A finite set C = {c;, 3, ..., cm } Of “cities,” a “distance” d{c;,¢;) € Z* for
each pair of cities ¢;,c; € C, and a bound B € Z* (where Zt denotes the positive integers).

QUESTION: Is there a “tour” of all the cities in C having total length no more than
B, that is, an ordering < cg(1), Ca(2), ---) Cn(m) > of C such that

m—1

> d(exgiys er(ie))] + d(Caim)s ex(y) < B ? u

=1
This problem is in NP since we can propose using the nondeterministic algorithm of

Figure A.1 to solve it, and in which we can identify the two required stages.

StartJ

Guess an ordering of C:

<Cra)r Cr2y » ++++Crim) >

Guessing Stage

’ r

Compute the total length of the tour:
m-1

i=]

A\

LB ?

Validity check
(performed in polynomial time)

Y
Stop

Figure A.1: A nondeterministic algorithm for solving the TRAVELING SALESMAN prob-

lem
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Decision Problems Versus Optimization Problems

The 3-PORT FRAME SCHEDULING problem is an example of an optimization problem; it
consists of finding the maximum number of triples of compatible packets that can be trans-
mitted in the time slots of a given time frame. However, the theory of NP-completeness is
designed to be applied to decision problems only. The TRAVELING SALESMAN problem
is an example of a decision problem.

In general, an optimization problem can be associated to a decision problem. For
example, the 3-PORT FRAME SCHEDULING decision problem is:

INSTANCE: A finite set P = {p1, p2, ..., Pm} of data packets (this set can also be seen
as the set of portables to whom the packets belong); the compatibility relations of three

packet combinations given by a 3-dimensional array Cj of ones (“1s”) and zeros (“0s”):

o 1, if packets ¢, 7 and k satisfy compatibility condition.
03(1'7.7 ’ k) =

0, otherwise.

QUESTION: Can at least L triples of compatible packets be allocated in a time frame?
(see Figure A.2) ]

Buffer |P1 |P2 [Pz | P, |"'| PmL

U Can at least L triples of compatible packets be allocated?

Port 1 -==-
Port2 -
Port3 .-

IS1 TS2 TS3 TS4 ~~~° 1T1Sn T'S: Time Slot

Figure A.2: The 3-port frame scheduling decision problem

The key point to observe is that this decision problem can be no harder than the

corresponding optimization problem. Clearly, if we could find the maximum number of
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triples of compatible packets by solving the optimization problem, then we could also solve
the decision problem just by comparing L with the solution given by the optimization

problem.

The 3-DIMENSIONAL MATCHING Problem

In order to prove that the 3-PORT FRAME SCHEDULING (3PFS) decision problem is
NP-complete, we will transform the 3-DIMENSIONAL MATCHING (3DM) problem,
which is a known NP-complete problem, to the 3PFS. The 3DM problem is the 3-
dimensional version of the classical “marriage problem”: given “n” unmarried men and
“n” unmarried women, along with a list of all male-female pairs who would be willing to
marry one another, is it possible to arrange at least “m” marriages so that polygamy is
avoided and “m” men and “m” women receive an acceptable spouse? Let us imagine now
a species that is composed of three sexes, X, Y and W. In this case, the 3-dimensional
matching problem consists in finding 3-way marriages that would be acceptable to all three
participants. For the relief of traditionalists, whereas 3DM is NP-complete, the ordinary
marriage problem can be solved in polynomial time [30]. For this reason, we will not be
able to extend our NP-completeness proof of the frame scheduling problem to the 2-port

case.

NP-Completeness Proof

Theorem: 3PFS is NP-complete.
Proof:

1. It is easy to see that 3PFS € NP, since a nondeterministic algorithm needs only
guess L triples of packets and use Cj to check in polynomial time if the packets in

each triple are compatible.

2. We select the 3DM problem, which is a known NP-complete problem.
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3. We transform 3DM to 3PFS. This can be easily done just by assuming that the
elements of X, Y and W are data packets of a set P, and by creating a compatibility
array C; using the compatibility relations among the elements of X, Y and W, and
considering the fact that elements inside one set, X, ¥ or W, are not compatible

among themselves.

4. Clearly, the transformation done in step 3 can be performed in polynomial time. |

N-PORT FRAME SCHEDULING Problem

Intuitively, the N-PORT FRAME SCHEDULING (N>3) is “harder” than the the 3-PORT
FRAME SCHEDULING, so it must be also a NP-complete problem. A rigorous proof
that the N-PORT FRAME SCHEDULING (NPFS) problem is indeed in the class of
NP-complete problems can be obtained by transforming the 3PFS, which now is a know
NP-complete problem, to the generic N-PORT FRAME SCHEDULING (N>3) problem.
For that, we just have to add to the set of packets a number of imaginary packets that
are compatible to any triple of compatible packets. This guarantees that, if we can find
L triples of compatible packets, we can also find L subsets of N compatible packets. In
other words, the 3PFS problem can be seen as a relaxed version of the NPFS problem
(relaxed by the addition of the imaginary packets). Therefore, if we had a method to solve
the NPFS (N>3) in polynomial time, we would also be able to solve the 3PFS problem in
polynomial time just by adding the imaginary packets. However, we know that the 3PFS
problem is a NP-complete problem, so the relaxed version of the NPFS problem is also a
NP-complete problem. This proves that the NPFS problem is a NP-complete problem,
i.e, if an “easier” relaxed version of this problem is in the class of NP-complete problems,

then the true NPFS problem is at least as “hard”.
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