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ABSTRACT

One of the tasks in commissioning an electron accelerator in cancer clinics is to mea-
sure relative output factors (ROFs) versus various parameters such as applicator size
(called applicator factors), cutout size (cutout factors) and air-gap size (gap factors)
for various electron beam energies and applicator sizes. This kind of measurement
takes a lot of time and labour. This thesis shows that Monte Carlo simulation offers
an alternative to this task. With BEAM (Med. Phys. 22(1995)503-524), an EGS4
user-code, clinical accelerator electron beams are simulated and ROF's for a Siemens
MD2 linear accelerator and a Varian Clinac 2100C accelerator are calculated. The
study shows that the Monte Carlo method is not only practical in clinics but also
powerful in analyzing the related physics. The calculated ROFs agree within 1% with
the measurements for most cases and 2% for all cases that have been studied, which is
more than acceptable in clinical practice. The details of each component of the dose,
such as dose from particles scattered off the photon-jaws and the applicator, the dose
from contaminant photon, the dose from direct electrons, efc., are also analyzed. The
study also explains quantitatively why the effective SSD (Source to Phantom Surface
Distance) is often not the nominal reference SSD. For ROF measurements for small
fields using an ion chamber, this study discusses the stopping-power ratio corrections
due to changes in the depth of dose maximum as a function of field size and versus

various accelerators.

Since it handles ROF calculations for arbitrary fields, including square, rectangu-
lar, circular and irregular fields, in the same way, Monte Carlo is the simplest method
to get ROF's compared- to other algorithms. As the first step towards implementing
Monte Carlo methods in clinical treatment planning, Monte Carlo calculations for
electron beam ROFs can replace measurements in clinical practice. It takes about
6 hours of CPU time on a single Pentium Pro 200MHz computer to simulate an

accelerator and additional 2 hours for each ROF.
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1.1 Radiotherapy

In this modern world, cancer remains one of the major threats to human lives. Ac-
cording to The National Cancer Institute of Canadal, an estimated 129,200 new cases
of cancer and 62,700 deaths from cancer will occur in Canada in 1998. For women, 1
in 9 is expected to develop breast cancer during their lifetime, 1 in 18 will develop col-
orectal cancer, and 1 in 21 will develop lung cancer. Among men, 1 in 8 will develop
prostate cancer during their lifetime, mostly after age 70, and 1 in 11 will develop
lung cancer. An average of 912 Canadian children were diagnosed with cancer each
year between 1989 and 1993 and an average of 173 died each year between 1991 and
1995.

The major treatments of cancer include surgery, chemotherapy, radiotherapy, and
combinations of these therapies. Among them, radiotherapy, in which radiation is
used, is commonly applied due to its high cure rate in many cases. Radiation treat-
ment is based on the fact that radiation can kill human cells, tumor or healthy ones.
A complete understanding of why radiation damages mammalian cells and some of
the damaged cells repair themselves while some of them die is not yet achieved, al-
though scientists have had some theories which can partially explain why. One of
the most widely used theories is called “multiple-target single-hit model”2. The basic
idea of this theory is that in a cell, there are several critical structures which are
called targets. These targets are believed to be DNA molecules in genes. If one or a
few of these targets are hit by radiation particles, this cell mostly repairs itself and
survives. If all of the targets are hit in a short time, the cell dies. So to kill a tumor
cell, enough radiation must be delivered to it. The amount of radiation absorbed in a
medium is measured by absorbed dose, D, which is defined as the expectation value
of the energy imparted to matter per unit mass at a point®. The SI unit for absorbed

dose is gray (Gy). It replaced the old unit rad:

1 Gy =1 J/kg = 10° rad = 10* erg/g . (1.1)
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are the most commonly used sources.

Accelerator Tube

Electron rrrirrrii Treatment Head
Gun | . | (Straight Beam)
[W ve Guide pganding Magnet
ystem &
Magnetron Treatment Head
ModulatorJ» or (Bent Beam)
* Klystron
Power
Supply

Figure 1.2: A block diagram of typical medical linear accelerator (from Khan).

Fig. 1.1 shows a Siemens MD?2 accelerator which has options of 6, 9, 11 and 13
MeV electron beams. It contains an electron gun which emits electrons, microwave
tubes which accelerate electrons to the desired energy, bending magnets which turn
the electrons towards the patient (Fig. 1.2), and the accelerator head which uniformly
spreads and collimates the radiation beam to the part of a patient’s body in which
the tumor is located. The accelerator head is of primary interest in this thesis. In
the accelerator head for electron beams the scattering foil is to spread the beam to be
uniform within the field; the monitor chamber is to register how many electrons go
through it and the output from the chamber (number of monitor units, #MU) is used
to calculate the dose delivered to the patient; the photon-jaws and applicator are to
collimate the beam to a desired field size. A cutout is usually inserted on the last

scraper of the applicator to define a field which is smaller than the open applicator.
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1.2 The purpose and definition of ROF

Radiation can kill both tumor and healthy human cells. The treatments aim to kill
the tumor while sparing the healthy tissue. For this reason, the radiation field size
should match the size of the tumor to maximize the dose to the tumor and minimize
the dose to the healthy tissue, and hence the radiation field size varies with patients.
Since tumors always have different shapes, cutouts with different shapes of openings
are often used. To insure the exact dose prescribed is delivered to the tumor, the
relative output factors (ROFs) for different field sizes are used in eleciron beam
treatment planning to calculate the number of monitor units for a treatment fraction
(Eq. 1.2). ROFs include (1) applicator factor, ROF,,,, which is the relative output
(dose per monitor unit at the depth of maximum dose in a phantom) of a field defined
by applicator A’ with reference to the field defined by the reference applicator, Ay;
(2) gap factor, GF, which is the relative output of a beam at one nominal source
to phantom surface distance, SSD, with reference to the beam at the reference SSD,
SS Dy, for an open applicator A’; and (3) cutout factor, RO Fy,,, which is the relative
output of a beam defined by an inserted cutout or block with reference to that of
the beam defined by the open applicator at the same SSD. In the measurement or
calculation of ROFs, a phantom, usually a tank of water, is used instead of a real

patient. The number of monitor units for a given setup is given by:

D
RDR -ROF,,, - GF - ROFyy;,

where D is the prescribed dose per fraction in ¢cGy and RDR is the reference dose

LMU = (1.2)

rate in cGy/MU, which is dose per monitor unit for the reference field at the standard
SSD, usually 10 x 10 cm? open applicator and SSD = 100 cm.

According to TG-255, the clinical electron beam dosimetry protocol of the Amer-

ican Association of Physicists in Medicine (AAPM), the applicator factor is defined

as the ratio of dose per monitor unit, g, at its depth of maximum dose in a phantom,
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reference
applicator Ag;
A

SSDg

#Mu=_D__
RDR

GF(A’,SSD)
) = (A",SSD,dmax)

5 (A", SSDo, dimay) S

O (A dmax

air gap

MU= RDR-ROF,p, 'GF

ROF4pp(A’)

D
U (AO ,dmaxo)

applicator A’ 8.
AN

D

#MU=
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ROF,,, (A,SSD)

o (A,SSD,d max)
o (A", SSD,diay)

cutout A

air gap-

MU= RDR-ROF,,, - GF -ROF,

Figure 1.3: Definitions of ROFs and their usage in treatment planning. #MU is the
number of monitor units which is the reading from the monitor chamber. Different set-

ups of electron beams need different ROF data to calculate #MU needed to deliver the

prescribed dose D to the patient.
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cases, introduce inaccuracy, which often exceed the clinical tolerance on ROF values,

usually 3% error. For these reasons, clinical physicists do not use these theories in
ROF calculations.

Many methods have been introduced to predict the output at extended SSDs. For
example, a major method currently employed in clinics to calculate GF's at any SSD
is the effective point source method*'7 in which one finds an effective source position
to best fit the output data with the inverse square law. Then one can predict GF by
using the inverse square law based on this effective source position. The problem is
that the value of SSD.g varies strongly with both field size and beam energy, and
hence this method requires many measurements for each applicator and beam energy
to determine the effective SSD. One needs the square root of the ratio of the chamber
reading at dyax With no air gap, @,, to the reading at its own dmax With air gap, @y,

which is [Q,/Q,]'/2, versus the air gap g for each beam energy and field size® 8.

There are many papers'®22 that deal with the calculation of ROFs directly. For
example, two methods, SQRT and 1-D, were introduced by Mills et al.!® to calcu-
late ROFs for rectangular fields based on other known ROF values of square and
rectangular fields. The SQRT method gives:

ROF(X xY) =/ROF(X x X)- ROF(Y x Y) , (1.6)

which needs ROF's for square fields of X x X and Y x Y to calculate the ROF for an
X x Y field. The one-dimensional method gives,

ROF(X x Y) = ROF(X x X,) - ROF(Xo x Y) , (1.7)

which needs the measured ROF's for two rectangular fields, X x Xy and Xy X Y, to
calculate the ROF for the rectangular field X x Y, where Xy x Xj is the standard

field. Both methods require extensive measurements to be used clinically.

For electron beam irregular fields, since the equivalent square concept from photon

beam calculations cannot be applied to electron beam calculations?, many other
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algorithms have been developed. Some of them use a pencil beam algorithm to
calculate the variation in electron fluence and take into account the electron scatter
from the collimator system?!:22:2¢, Others employ Clarkson type integration and also
consider the fluence variation with field size which is obtained by measurements for
beams with various radii?>-?6. All these algorithms require a lot of measurement data

for the scattered component in ROF' calculations.

Although there are many algorithms introduced to calculate ROFs for electron
beams, for the reasons discussed above, measurement is the most commonly used
approach in clinics. In cancer clinics using electron beams for radiotherapy, since
many different field sizes and SSDs are used in treatments, commissioning of an
accelerator includes the measurement of electron beam relative output factors versus
field sizes and SSD, which takes a lot of work and time. Especially for irregular fields,
measurements are usually done at night when there is no treatment ongoing with the

accelerators.

1.4 Monte Carlo, another possible approach

1.4.1 What is Monte Carlo?

History

Monte Carlo is the name of a city in Monaco which is famous for gambling. In the
1940s, a group of scientists working on nuclear weapons in Los Alamos applied this
name to a class of mathematical methods which use random numbers to simulate
stochastic process and produce useful numerical results. Although Monte Carlo tech-
niques have been enhanced enormously by the rapid development of modern com-
puters since World War II, the first experiment using random sampling to solve a

problem was carried out by Comte de Buffon?"2® in 1777. The problem was like this:
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A needle of length L is thrown at random onto a horizontal plane filled with parallel
straight lines which are a distance d (d > L) apart. What is the probability P that
the needle intersects one of the lines? Comte de Buffon determined P by throwing the
needle many times and also solved the problem by mathematical analysis. The prob-
ability is P = 2&. Later, Laplace®® suggested that 7 could be evaluated by throwing

this needle, which is a Monte Carlo method again.

In the 1930s, Enrico Fermi carried out numerical experiments on neutron inter-
actions with condensed matter?®. These are called Monte Carlo calculations. After
World War iI, Monte Carlo methods started to be applied in statistical mechan-

32,33 radiation transport3*3¢ heat

ics30:31  evaluation of finite-dimensional integrals
transfer?’, ecoromic modzling, etc.. The fast growth of computer power in recent

years makes Monte Carlo applications cover many fields including medical physics.

The major Monte Carlo codes used in medical physics now, including EG S0,
ETRAN* and its progeny SANDY L*?, CYLTRAN*, etc., were originally created
in the 1960s and 1970s. BEAM**, an EGS4 user-code, which models clinical radia-
tion units, was developed in this decade at the National Research Council of Canada.
More details about EGS4 and BEAM are discussed in the following chapter. There
are also many other Monte Carlo codes which use other Monte Carlo techniques, such
as MMC*4 VMCY 8 MCNP¥®% PENELOPE®, eic., that aim for clinical
usage, but EGS4 is the most widely used code.

Basic ideas in Monte Carlo

Although there are many different techniques used in Monte Carlo methods, random
number sampling is the core of Monte Carlo. Two examples in different applications
are given in this section to show how random number sampling works in Monte Carlo

calculations.

A very simple example is to calculate the area of a circle with a diameter of 1,
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or radius r = 0.5. Since the area of a square with side-width of 1 is 1, the ratio
of the area of the circle to that of the square is the area of the circle. So we can
use rejection techniques which pick a pair of random numbers R; and R,, which are
uniformly distributed between 0 and 1, and compare (R; — 0.5)? + (R, — 0.5)% with
r? = 0.25. If (R; —0.5)%2+ (R2 — 0.5)%2 > 0.25, the position determined by the pair of
random numbers as coordinates is out of the circle and is rejected. Otherwise, it is
in the circle and is accepted. Repeat this many times. The area is approximately the
ratio of the number of accepted trials (which corresponds to the area of the circle) to

the total number of trials (the area of the square).

This example also shows that the Monte Carlo method can be used to solve

mathematical problems. This case evaluates a definite integral,
1 Vi—z2
I= / / dz dy . (1.8)
o Jo

Since the area ratio of the circle to the square is 7/4, this is also a way that Monte

Carlo calculates the value of .

The value of 7 can be calculated faster and more accurately using other non-Monte
Carlo methods, however, in multiple dimensions, Monte Carlo methods are often the

only effective means of evaluating integrals.

The rejection techniques are easy to understand and are good approaches for some
problems like the one above, but they are low in efficiency for other kinds of problems.

The rejection techniques are also used in particle transport simulations.

In particle transport simulations, random numbers are used to determine a pa-
rameter of a random event governed by the probability distributions. For example,
the probability P that an interaction takes place after a flight through a distance

greater than z in a given material for a photon at a given energy follows

P(z) = e** | (1.9)

1

where p is the narrow beam linear attenuation coefficient, in cm™, at the given
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energy. To determine the path length = of a photon, a random number R; is picked,
and the path length is calculated as

1
T = ~ In Ry (cm), (1.10)

which is exponentially distributed between 0 and infinity with a mean value of 1/p52.

To further determine which kind of interaction happens, more random numbers
are needed. For example, suppose only Compton scattering and pair production are

included in the photon transport for the above example, i.e.,

# = UCompton + Hpair - (1.11)

One more random number R is generated. If By < Lcompton/Ht, @ Compton interac-
tion is selected. Otherwise, a pair production event occurs. These two examples are
the simplest but the most often used sampling techniques in photon-transport Monte
Carlo simulations®. Some other samplings are complex, such as those based on the

complimentary bremsstrahlung and pair production differential cross sections.

The accuracy of Monte Carlo calculations depends on the number of trials (the
number of histories in particle transport simulation) simulated. The more trials, the
more accurate the result. For example, in the evaluation of 7 as illustrated in Fig. 1.4,
if the number of trials is 100,000, the calculated value of 7 is 3.1440.01. If the number
of trials is 10 million, the value is 3.1422 4+ 0.0015 which is closer to the true value

3.141593 and the one standard deviation uncertainty is smaller.

Since Monte Carlo calculations require large numbers of trials and the calculations
are usually complex, they are time consuming. That is why the development of Monte
Carlo methods is heavily dependent on the growth of computer power and applications

of Monte Carlo methods in various fields are more promising in the future.
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1.4.2 Advantages of Monte Carlo in ROF calculations

The problems that block many algorithms from use in clinics are that they are either
too complicated or not accurate enough for extreme cases. The Monte Carlo method,
on the other hand, is simple and accurate in many clinical dosimetry and radiotherapy
applications?* 3358 The calculation for ROFs is straight forward because an ROF
for any field size at any SSD can be calculated directly from a single accelerator
simulation. In principle, within the range of clinical applications, no matter how
small the field is, how low the energy is, or how thick the air gap is, the calculation

is performed in the same way.

One advantage of Monte Carlo calculations is that they allow us to deduce what
is going on. For example, in Monte Carlo calculations, every particle can be labeled
so that we can look at its history, and its dose contribution can be catalogued in
different components and accumulated in different regions separately. This is called
the “component analysis technique”. This technique is extensively applied in this

ROF study to understand the physics of clinical beams.

Two major paths of electrons, scattered and direct, are illustrated in Fig. 1.5.
Those electrons that experience at least one scattering off field defining components
belong to the scattered component which has two sub-groups: one scattered off the
photon-jaws, the other one off the applicator. Those scattered only in the air, scatter-
ing foils and monitor chamber, and never experiencing scattering off the photon-jaws
or applicator are defined as the direct component. Besides electrons, there are many
contaminant photons created in the exit window, scattering foils or elsewhere in the
accelerator head by electron bremsstrahlung. The number of photons at the phan-
tom surface is often greater than the number of electrons, especially for high-energy
electron beams and small fields. Every component of the electron dose behaves differ-
ently. In general, the direct component is the major source of the dose on the central

axis. The component scattered off the applicator is very dependent on the field size,
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while the one off the photon-jaws is relatively constant. The contaminant photon
component is dependent on electron energy and field size as well. All the scattered
components and photon component together contribute less than 10% of the total
dose at dna... More detailed discussion on the dose contributions from the different

components is presented in the following chapters.

1.5 Measurements at the Ottawa Cancer Centre

and elsewhere

All the measured depth-dose curves and ROF's for a Siemens MD2 accelerator which
are compared with Monte Carlo calculations were made by Joanna Cyvgler at the
Ottawa Regional Cancer Centre, and those for a Varian Clinac 2100C accelerator are
from Rock Mackie of the University of Wisconsin in Madison, and from Denise Davis
of the Radiological Physics Center (RPC) in Houston®®.

At the Ottawa Regional Cancer Centre, ROF's are measured for a Siemens MD?2
linear accelerator for electron beams of energies 6-13 MeV using an RFA 300 dosimetry
system (Therados) with a Scaditronix Si p-type electron detector silicon diode. The
active volume is 2.5mm in diameter and 0.45mm thick. The outputs are also measured
with an RK chamber (0.12 cm?®) with negative bias which needs correction for the

t19-60 The % depth-dose curves and lateral profiles for each field size

polarity effec
are measured using the silicon diode. The accelerator has various electron applicators
with nominal source to applicator-end-distance of 95 cm. This introduces a 5 cm air
gap between the applicator end and the standard SSD=100 cm plane. Cutouts made
of cerrobend with a thickness of 1.2 cm are inserted into applicators to define field
sizes smaller than a given open applicator. In this thesis, for an MD2 accelerator,
a 10 x 10 cm? applicator means an applicator that defines a field of 10 x 10 cm? at

SSD = 100 cm. The actual size of the opening in the last scraper in the applicator is
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9.5 x 9.5 cm?. Similarly, the size of opening in a 2 x 2 cm? cutout is actually 1.9 x 1.9
cm?, 3 x 3 cm? cutout is 2.85 x 2.85 ecm?, and so on. For a Clinac 2100C accelerator,
a 10 x 10 cm? applicator also means the applicator which defines a field of 10 x 10
cm? at an SSD = 100 cm, although the openings of the scrapers in the applicator are
not 10 x 10 cm?®. The field defined by photon-jaws is usually much larger than that
defined by applicators. For example, at SSD = 100 cm, the field size projected from
the photon-jaws setting for a 10 x 10 cm® field defined by the applicator is 19 x 19

cm? for an MD?2 accelerator.

1.6 The structure of this thesis

The purpose of the project was to calculate electron beam ROFs and analyze the

related physics using Monte Carlo methods.

e Chapter 2 describes the widely-used Monte Carlo code £GS4 and its user code
BEAM in more detail, and discusses various considerations in electron beam
ROF calculations using BEAM.

e Chapter 3 presents the Monte Carlo calculations of applicator factors for a
Siemens MD2 and a Varian Clinac 2100C accelerator and comparisons to mea-
surements. The results in this chapter are based on parts of two papers sub-

mitted to Medical Physics®!52.

e Chapter 4 presents the results of applicator gap factor calculations. The values
of SSD.g are also calculated based on the calculated gap factors. The reasons
why the gap factors do not follow the inverse-square law are explained using

Monte Carlo techniques. The results in this chapter were also presented in



Chapter 1 Introduction 16

Zhang et al.%2.

e Chapter 5 discusses stopping-power ratio corrections for small fields due to the
field-size change and the difference between mono-energetic and realistic elec-
tron beams if an ion chamber is used in output measurements. The main idea

in this chapter is published in a paper by Zhang et al.%.

@ Chapter 6 talks about the calculations of ROF's for square cutouts and compares
the calculations with measurements. Different dose components are analyzed.

This chapter is based on another paper®.

® Chapter 7 presents comparisons between ROF calculations, measurements and
other algorithms for rectangular, circular and other irregular fields. The paper

by Zhang et al.! gives the main ideas discussed in this chapter.

® A few examples of input files for BEAM and other user codes are given in
Appendix A and supporting data in figures not used directly in the text of this
thesis are given in Appendix B.
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0

Figure 1.4: Monte Carlo calculation of the area of a circle and the value of 7. The circle is
centered at (0.5, 0.5). Every point (z, y) inside the circle should be (z —0.5)%2 +(y —0.5)2 <
0.25. A pair of random numbers uniformly distributed between 0 and 1 are picked to be

(x, y) coordinates.
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exit window & scattering foil

SSD

Figure 1.5: A simplified model of an MD2 Siemens accelerator head, and various electron
beam paths. The long-dashed line represents electrons scattered off the applicator, the
dashed line represents the electrons scattered off the photon-jaws, while the solid line rep-
resents the path of direct electrons. A cutout, if applicable, is inserted in the fifth scraper.

The model used in the simulation is more realistic.
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tering, coherent (Rayleigh) scattering and photoelectric effect. The material cross
section and branching ratio data are created and fit by the companion code PEGS4

and picked up by subroutine HATCH for a particular simulation.

User Information
Control Extracted
Data From Shower

e

MAIN HOWFAR| |AUSGAB & cODE

_____ __+______ — SN W S,

HATCH | [sHoweR ™ eLecTr| |PHOTONR | EG3
__| CODE
N

Media A = MSCAT
Data
(PEGS) —~ ANNIH [ 1 COMPT <

BHABHAH H PAIR |-
Block )
Data -=-/MOLLERH | [ PHOTO |
(Default) )

- BREMS L
A

— UPHI

Figure 2.1: EGS4 flow diagram, from Nelson et al.3%. The part below the dashed-line is

EGS code and above is user-code.

To use the EGS4 code, one needs to write a user-code to define the geometry (sub-
routine HOW F AR) and to calculate parameters of interest (subroutine AUSGAB),
such as energy deposited in a volume of a material and/or electron fluence at a plane.

BEAM, which is coded at the National Research Council of Canada, Ottawa, as part
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of the OMEGA project”™ ™, is such a user-code**™ to model clinical radiation units,

such as ®®Co units, electron or photon-beam accelerators.

—-geometry
—incident beam
-output spec
—simulation
parameters

BEAM

Specify
Accelerator

J

'

M )

Build
Accelerator

Y

cross section
data - -
l Do Simulation
users input file v

-

J

'

|

phase space
files

output
listing

graphics

Y

Y

analysis
programs

patient
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Figure 2.2: The steps involved in using the BEAM system, from Rogers et al.*4.

In BEAM, the geometry is defined by a series of individual component maodules

(CMs). Each CM occupies a slab at a right angle to the beam axis which is defined

as the Z axis. In the simulation of the accelerator head in Fig. 1.5 (page 18), the
exit window is defined by a CM of SLABS which can simulate multi-layer slabs of
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different materials perpendicular to the beam, the monitor chamber by CHAMBER
which also can simulate a cylindrical phantom and score dose along the central axis,
the photon-jaws by JAWS and the applicator by APPLICAT. Rogers et al.**%
and Ding™ give a full description of each CM in BEAM.

Another feature of BEAM is that it creates phase-space files at specified X — Y
planes in the model simulated. In the files, the position, direction, energy, charge and
history tag for each particle which reaches the specified planes are stored. These files

can be re-used as input particle source for another simulation, or be analyzed.

Fig. 2.2 shows how BEAM works. To specify an accelerator is to choose CMs
which can best suit the geometry of the parts of the accelerator and put them in the
order from the particle source to the end of the accelerator or the phantom. To build
an accelerator is to put the relevant source code for the CMs together and edit the
code so that there are no duplicate variable names in it. The next step is to compile
the accelerator to create an executable file for the simulation. Then the simulation
can be done with the cross section data and a users input file in which the geometry

is set up in detail, the particle source is specified and the outputs are defined.

2.2 Modified and new CMs

Since BEAM was first released in 1995, many CMs have been modified to be more
flexible in applications and many new ones have been added to the system to make
BEAM even more powerful and practicable in clinics®. In this thesis, only the
ones which were modified or written by the thesis author are presented, including
APPLICAT, CIRCAPP, PYRAMIDS and BLOCK.



Chapter 2 Monte Carlo simulations using BEAM 24

2.2.1 APPLICAT

The component module APPLICAT simulates multi-scraper applicators with rect-
angular or square openings and outer boundaries while the previous version, APPSQ,
only simulated square openings and boundaries. This improvement makes APPLIC AT
more flexible. For example, to simulate an accelerator with a rectangular cutout in-
serted in an applicator, one no longer needs another CM for this cutout. It can be
set up within APPLICAT. Fig. 2.3 is an example of this CM.

2.2.2 C(CIRCAPP

The difference between CIRCAPP and APPLICAT is that CIRCAPP models
multi-scraper applicators with circular openings while APPLICAT models rectan-
gular or square openings. The outer boundaries for CIRCAPP can also be either
rectangular or square. CONESTAK, another BEAM CM, also models circular
openings but also with circular outer boundaries which is not the case for applicators
with circular openings. This CM was released in 1997. Fig. 2.4 is an example of
CIRCAPP.

2.2.3 PYRAMIDS

PYRAMIDS now can have outer boundaries for the block materials (Fig. 2.5). The
old version of this CM, which was in BEAM95, set the block material boundaries
automatically to be the same as the boundaries of the CM, RMAX_CM, beyond which
the particles are not followed. With outer-boundaries, PY RAMIDS can be used to
model simple blocks with pyramid-shaped rectangular apertures.
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APPLICAT with 2 scrapers

Figure 2.3: An applicator with 2 scrapers with rectangular openings and outer bound-
aries modeled by APPLICAT. The half-width in the X and Y-direction for each opening
and boundary are specified independently. This and similar figures are produced via the

EGS_windows display package and standard output from BEAM.
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CIRCAPP with 2 scrapers

Figure 2.4: An applicator with 2 scrapers with circular openings and rectangular outer
boundaries modeled by CIRCAPP. The radii for the openings and the half-width in X

and Y-direction for the boundaries are specified independently.
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MED1=AIR

MED3 MED3

MED2 MED2

MED6 MEDG6

Beam Axis

Figure 2.5: A side view of PYRAMIDS, from Rogers et al.8%. Before the modification,

there was no outer boundary for this CM.

2.2.4 BLOCK

BLOCK can be used to simulate a single layer cutout or block with single or multiple-
openings of arbitrary shape. It allows for edges which converge to an arbitrary focus
along the beam axis. This CM has been in BEAM since 1996. Fig. 2.6 and 2.7 is
an example of a BLOC K simulation.

One of the limitations of this CM is that it can only shape an opening by straight
lines. For a curved opening edge, one has to use multiple lines to approximate the

curve. For example, a circle can be approximated by a 25-sided polygon.
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BI()CI\ with a mapléjléaf —shaped Qpenjng

Figure 2.6: BLOCK with a maple-leaf shaped opening. This CM can also simulate multiple
irregular openings on a rectangular block. The input file for this maple leaf-shaped cutout
is given in Appendix A.
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Figure 2.7: Particle distribution at a plane behind and parallel to the block shown in
Fig. 2.6 when a rectangular-parallel electron beam is incident on the block in the direction
perpendicular to the opening surface. Every dot represents a particle in the plane. This

figure is obtained by analyzing the phase-space file.

Usually, one layer of irregular cutout is all that is needed to simulate clinical
applications, however, it might be the case that more than one layer of irregular
opening inserts are needed and this can be done by using BLOCK more than once
in an accelerator simulation. In simulations for MD2 applicators, BLOCK is used

several times to simulate the scrapers with rounded-corner openings.

Since BLOCK can easily be used to simulate square or rectangular openings, in
principle, it can replace APPLICAT in simulating a square or rectangular cutout. But
APPLICAT has the advantage of multi-layers. Also, BLOC K runs much more slowly
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due to its complicated geometry programming. In the calculations, APPLICAT is
used for square and rectangular fields, and CIRCAPP for circular fields.

With BLOCK, BEAM can be applied in ROF calculations for irregular fields in

clinical treatment planning, which could save a lot of labor and time.

2.3 Monte Carlo calculation of ROFs

2.3.1 General methods

The BEAM code is used to simulate the beams from an MD2 accelerator and a Clinac
2100C accelerator and the dose deposited in a water phantom. Usually, a complete
simulation of an electron beam and the dose deposited in the phantom consists of two

steps.

The first step is to simulate the transport of particles inside the accelerator head,
and create a phase-space file at the end of an applicator or just before the last scraper
where the cutout is inserted. The geometry is set up according to the design blueprint
provided by the manufacturer. The cross section data for the materials used in the
accelerator are produced by PEGS4, the preprocessor of EGS4, before any simulation
of the accelerator. The phase-space files for the ROFs calculations are output at a

plane right before the cutout.

The accelerator head is composed of a series of component modules which repre-
sent the exit window, primary collimator, scattering foil, monitor chamber, x and y
photon-jaws, applicator, and so on. A mono-energetic electron pencil beam is inci-
dent on the exit window in the simulations discussed in this thesis. A previous study
by Ding et al.8! showed that there is little difference in the depth-dose curves using
either mono-energetic or symmetric spectra sources incident onto the exit window.

We start the simulation by selecting incident electron energies to fit the Rsos (the
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depth of 50% of maximum dose in phantom) of the measured depth-dose curves for
the open 10 x 10 cm? applicator and use the selected energies to simulate beams with
other applicators and cutouts. The incident electron energies on the exit window are
usually higher than the nominal beam energies. For example, the incident energy for
11 MeV beam simulations is 11.95 MeV, however, at the surface of the phantom, the
mean energy of the 11 MeV beam inside the 10 x 10 cm? field is about 10.5 MeV.
For smaller beams the value of R59 decreases substantially. This is not due to the
change of the mean energy in the beam but is entirely an in-phantom effect which
is discussed in detail in following sections. For example, the average energy on the
phantom surface in the 2 x 2 cm® 11 MeV beam is 10.6 MeV, even slightly larger
than that of the 10 x 10 cm? field despite the fact that Rsy decreases from 4.5 cm
for the 10 x 10 cm? field to 3.6 cm for the 2 x 2 cm? field.

From the exit window, the particles travel in the geometry defined by the com-
porent modules. Fig. 2.8 is an example of the BEAM simulation of Siemens MD?2

accelerator and its electron beam.

The second step in calculating the dose in the phantom is to use the phase-space file
created in the first step to simulate the particle transport through the last scraper or
cutout and in the phantom, which gives the depth-dose curve along the central axis in
the phantom. The component module CHAMBER is used to simulate the phantom
since the concern is the dose along the central axis, which is one of the features
of CHAMBER. For dose profiles at different depths in the phantom, DOSXY Z,
another users-code of EGS4, is used. In this second step of the simulation, the
depth bin size and central volume radius in which the dose is calculated are set up
according to the detector size. Fig. 2.9 T presents two pairs of depth-dose curves for
an MD2 accelerator and Fig. 2.10 presents the depth-dose curves for small fields to

demonstrate that the agreement between the calculations and measurements is very

f Axis labels follow the ICRU (International Commission on Radiation Units and Measurements)

convention that axis labels are quantities divided by units to give pure numbers.
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Figure 2.8: BEAM simulation of Siemens MD2 electron beam accelerator. The last
scraper, corresponding to No. 5 in Fig. 1.5 (page 18), where the cutout is inserted, is
5 cm above the phantom surface. Electrons are represented by blue lines while photons are
yellow lines. In this example of nominal 11 MeV electron beam, there are 200 incident elec-
trons and 10 electrons, 24 photons registered at the scoring plane which is at the phantom

surface.
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Figure 2.9: Depth-dose curves of 6 and 13 MeV beams at SSD = 100 cm for Siemens MD2
accelerator. A 10 x 10 cm? applicator is used. The measurements are done at the Ottawa
Regional Cancer Centre by Dr. Joanna Cygler using a silicon diode detector. The Monte

Carlo calculations agree with measurement very well.
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Figure 2.10: Depth-dose curves for small fields of 6, 9, 11 and 13 MeV beams at SSD =

100 cm for Siemens MD2 accelerator. The curves for a 2 x 2 cm? field for 6 and 13 MeV

2

beams are shown in Fig. 2.9. A 10 x 10 cm* applicator is used.
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good (further data are presented in Appendix B). The statistical uncertainties in all
Monte Carlo calculations in this thesis are obtained by dividing the total simulation
into ten batches. The calculated value is the mean value of the ten batches and the
square of the one standard deviation uncertainty s?> on the mean value is calculated
as:
2=t S (@22, 2.1)
n(n — 1) '

i=1
where n = 10 in all cases, z; is the value from the ith batch and Z the mean value.
Although the concern of this thesis is ROF's, i.e., the maximum dose along the
central axis, to implement Monte Carlo methods in clinical treatment planning, which
is the ultimate goal of the research work in which this thesis program is involved, the
dose profiles must also agree with measurements very well. So far, this agreement
has not been reached for large fields for an MD2 accelerator using a small incident
pencil beam on the exit window (Fig 2.11). Ding and Rogers®? showed that the
calculated dose profiles for many other accelerators agreed with measurements very
well, although their studies were restricted to 10 x 10 cm? applicators. Preliminary
results of a study on this profile problem show that the profiles can be flattened by
introducing a beam divergence in the initial electron beam, e.g., using a point source
incident on the exit window to make the direct component flat. This source type does

not significantly change the depth-dose curves or ROF's.

2.3.2 Monitor units

In the simulations, there is a monitor chamber inside the accelerator. The dose is
registered in the monitor chamber in the same way as that in the phantom, 7.e., dose
per particle incident on the exit window. For applicator factors, since the photon-jaw
setting changes with applicator size, dose per incident particle in the monitor chamber
changes slightly with applicator size due to different backscattering from the photon-

jaws®83%:84_ For example, for MD2 6 MeV beams, when the field size decreases from
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Figure 2.11: The calculated dose profiles are not as flat as measurements at the top
for an MD2 accelerator, especially for large fields. In the figure, D5cm stands for a

circular field of 5 cm in diameter.
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20 x 20 cm? to the circular field of 5 cm in diameter, the dose in the monitor chamber
per particle incident on the exit window increases by 0.7%. For this reason, dose in
the phantom needs to be normalized to the dose in the monitor chamber to get the

quantity dose per monitor unit.

As long as the setting of the photon-jaws and the applicator size are not changed,
e.g., with different cutouts, the dose deposited in the monitor chamber per incident
particle on the exit window is the same. Thus, in the calculations of cutout factors,
dose at dy.x per electron incident on the accelerator vacuum window is used as the

beam output instead of dose per monitor unit.

2.3.3 Applicator factors

Among the ROF's, applicator factors are relatively more difficult to calculate. In this
study, applicator factors are calculated for a Siemens MD2 and a Varian Clinac 2100C
accelerator. Both accelerators work in this way: when the applicator size is changed,
the photon-jaw setting is also changed. For the MD2 accelerator, the scattering
foils also vary with energy, and for the Clinac 2100C, different energies use different
photon-jaw settings. All these changes imply that each applicator factor corresponds
to a new geometry in the accelerators. The discussion in Chapter 3 will show that
applicator factors are very sensitive to the geometry of the collimation system. To
calculate accurate applicator factors, the geometry simulation must be very accurate.

More discussion on the geometry sensitivities for ROFs is given in Chapter 3 and 6.

2.3.4 Gap factors

The component module APPLICAT in the BEAM code is for the simulation of
applicators. It can simulate square and/or rectangular openings. In an MD2 machine,

all applicators have rounded corners. For the large size applicators, the area that is
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being irradiated could be 2% less due to the rounding of the corners compared to the
opening with right angle corners. We use the BEAM component module BLOCK,
which in principle can simulate any shape of opening, to simulate the applicators with
rounded corners. At SSD = 100 cm, there is a negligible difference in the dose at dpyax
in the phantom between the simulations with APPLICAT and BLOCK, however, at
extended SSDs, there is a difference of up to 3% for reasons discussed in the next

section.

BLOCK is also used in the simulation of the circular opening applicator with
square outer-boundaries. When these calculations were performed, there was no other
component module in the BEAM code that could model this geometry combination.
Though BLOCK was used to approximate circular fields using a 25-sided polygon,
the comparison between the calculations and measurements shows that this approxi-
mation is good enough for the gap factor calculations. After these calculations were
completed, we completed a new component module, CIRCAPP (section 2.2.2), which
models this geometry combination, i.e., the circular applicator. CIRCAPP is about
two times faster than BLOCK in simulating the circular applicator since BLOCK is

more general.

2.3.5 Cutout factors

In this study, cutout factors are calculated for an MD2 accelerator. The cutout is
made of cerrobend, a bismuth(50.0% by weight)-lead(26.7%)-tin{13.3%)-cadmium(10.0%)
alloy. The sizes of the opening are between 1.9 x 1.9 cm? (defines a field size of 2 x 2
cm? at SSD = 100 cm) and the open applicator, all with a thickness of 1.2 cm.

The cutout simulation together with the dose deposition simulation in the phan-
tom is done so that the phase-space file for the rest of the accelerator simulation can
be used repeatedly for all the cutout sizes. The same phase-space file is also used in
the calculations at extended SSDs. For an SSD of 115 ¢m, one just needs to put the
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chamber with a 1 cm long air cavity is used in the output measurements. All the
(L/p)¥ater calculations are based on the stopping powers of ICRU Report 3787, and
A = 10 keV. The statistical uncertainty (1o) on the (L/p)t’ calculations is 0.1%

or less.

2.3.7 Important BEAM input variables

The values of some important BEAM input variables, such as ECUT (cutoff energy
for electrons), PCUT (cutoff energy for photons), ESAVE (the maximum charged
particle energy in MeV at which range rejection is considered), ESTEPE (the max-
imum fractional energy loss per electron step), etc., can affect the accuracy and
efficiency of a simulation®*3%8. For dose in-phantom calculations, ECUT, PCUT can
be quite high®*88 thus in the simulations, ECUT = 0.7 MeV and PCUT = 0.01
MeV. AFE, the threshold energy for secondary electron production, is 0.7 MeV which
corresponds to 189 keV kinetic energy. For similar reasons, ESTEPFE is set to 0,
which means there is no ESTEPE control and PRESTA, an algorithm for electron
transport, is used to determine the default step-size so that the fastest simulation
can be reached. To save simulation time, the range-rejection technique is used in all
simulations in the mode that a history is terminated if the energy of the electron
is less than ESAV' E and the electron cannot escape from the current region with
E > ECUTRR (ECUT for the current region). ESAVE is set to 2.0 MeV, a mod-
erate value, so that not too many bremsstrahlung events are lost. For in-phantom

simulations, range rejection is also done on a region-by-region basis.

2.4 Simulation time

The simulation time is applicator size and beam energy dependent. An accelerator

simulation for a 11 MeV beam with a 10 x 10 cm? applicator takes about 6 hours of
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CPU time on a single Pentium Pro 200MHz PC with Linux system to create about 1.4
million particles in the phase-space file which takes about 40 Mbytes of disk space.
This typical file implies an uncertainty in the on-axis number of electrons in a 1
cm? area of about £+ 1%. The second step for various cutout sizes takes about 1-2
hours of CPU time. This typical phase-space file size for a large field gives statistical

uncertainties on the dose at dya. of about 1%.
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3.1 Why applicator factors are difficult to calcu-

late

Accelerators from different manufacturers have different collimation systems. Fig. 2.8
(page 32) and 3.1 show the simulated accelerators of Siemens MD2 and Varian Clinac
2100C. The value of an applicator factor depends on not only the beam energy, field
size, but also the collimation system. Therefore, different accelerators have different
applicator factors even for the same energy and field size. That is why applicator
factors are hard to predict without details of the collimation system. Since many
other algorithms do not have the ability to include the effects of different collimation
systems, they are usually used to predict cutout factors for which only the cutout size

changes while the rest of the collimation system remains the same.

Monte Carlo methods, on the other hand, model the geometry of the whole colli-
mation system and hence they take care of any effect of the collimation system. This
is an advantage of Monte Carlo methods. Applicator factors for different models of
accelerators can be calculated explicitly. But this is also a disadvantage. Without cor-
rect details of the collimation-system geometry, Monte Carlo may give wrong answers.
The correct applicator factors for a Siemens MD2 accelerator could not be calculated
until a ring was found to be wrongly inserted between the monitor chamber and the
photon-jaws in the simulations. This ring, which was “outside” the beam, had a
blocking effect5? on the beam outputs and caused discrepancies in applicator factors
of up to 4%. At the same time we were able to accurately calculate the central-axis
% depth-dose curves for the applicators and cutout factors. The blocking effect, i.e.,
the prevention of electrons outside the beam reaching the phantom, is discussed in
Section 3.2.3 and Chapter 4. To simulate the correct geometry is usually the hardest
part of Monte Carlo calculation of applicator factors. Because of this problem, some

measurement data are still necessary to make sure Monte Carlo works correctly.
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3.2 Results

3.2.1 Applicator factors

Applicator factors are calculated for a Siemens MD2 accelerator for 6, 9, 11 and 13
MeV electron beams for applicators of 5 cm in diameter, 10 x 10, 15 x 15 and 20 x 20
cm?, and for a Varian Clinac 2100C accelerator for energies between 6 and 18 MeV
electron beams for applicators of 6 x 6, 10 x 10, 15 x 15 and 20 x 20 cm?. The
agreement between the calculations and measurements is better than 1% for all cases
except for the 6 MeV beam with a 5 cm diameter circular applicator (Fig. 3.2) which
agrees within 2% for the MD2 cases and 1.5% for the Clinac 2100C cases (Fig. 3.3).
The statistical uncertainties on the calculations are about 1%. Due to the difference
in collimation systems, applicator factors for these two accelerators are completely
different in pattern even for the same energy. More comparisons of calculated and

measured applicator factors can be found in Appendix B.

3.2.2 Side-scatter equilibrium

The idea of side-scatter equilibrium is very important in understanding the relative
output from the direct electrons which dominates the total output. At the collimator
level, if more than 99% of the particles that could reach the point of interest in the
phantom pass through the collimator opening, side-scatter equilibrium is said to exist

at that point3-84.

To study the variation of relative output factor and side-scatter equilibrium at
dmax as a function of field size and energy, we simulated parallel mono-energetic
electron beams of different energies incident on a water phantom with field sizes from
2 to 20 cm in diameter (Fig. 3.4). The study shows that for a given beam energy

there is a critical field size needed to establish side-scatter equilibrium at dp,., in the
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Figure 3.3: Measured vs calculated applicator factors for a Varian CLINAC 2100C accel-
erator at 6, 9, 12 and 18 MeV. The agreement between calculations and measurements is
better than 1.5% in all cases studied. All the measured ROF data shown in this figure,
except ROF's for 9 MeV beams, were measured at the University of Wisconsin. ROFs for 9

MeV beams were measured by the RPC of Houston.
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phantom (Fig. 3.5). It is not necessarily true that the higher the energy is, the larger
the field size to reach side-scatter equilibrium at dpa, should be. Figs. 3.4 and 3.5
show that the 40 MeV beam reaches the 99% dose criterion before the 30 MeV beam

does as the field size increases.

As long as side-scatter equilibrium at dn,. is established, no matter how much
wider the opening of the collimator is, the dose at dpma from the direct electrons will
remain the same, and hence the total output usually changes little since the direct
electrons often dominate the total output of the beam. Thus it is a “broad beam”

outputls' 65,89-91

A detailed dose-component analysis is presented in Chapter 6.

3.2.3 Blocking and outscattering effects

An implication of a broad beam is that the output does not change if the beam size
is larger. For non-broad beams (or narrow beams), the lack of side-scatter equilib-
rium at dmac reduces the output®!®. The lack of side-scatter equilibrium is usually
due to tight collimation at different levels along the beam axis. We call this effect
from the collimation system the “blocking effect”. In addition to the blocking effect,
the “outscattering” of the beam between the last collimator and phantom surface due

to air scattering makes the output of a beam even smaller.

Fig. 3.6 explains what these effects are. Although the projected field at the phan-
tom surface might be “broad” if it were defined at the phantom surface, with an air
gap between the collimator and the phantom surface, the electrons represented by the
dashed lines in Fig. 3.6 could be scattered back into the field by the air if there were no
collimator, but they are stopped by the collimator, which means that the side-scatter
equilibrium is not established yet for this projected “broad” beam. The photon-jaw
setting is usually wide, z.e., “outside” the beam, but with a thick air gap between the

photon-jaws and the phantom surface, the beams defined by the photon-jaws could
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Figure 3.4: Calculated relative output versus circular field size for mono-energetic parallel

electron beams. Each beam is incident from vacuum on a water phantom. For each energy,

the output reaches a plateau. This means side-scatter equilibrium at dmax is established.

The field size to establish side-scatter equilibrium at dpax is energy dependent. All the

curves are normalized to their own outputs at a field diameter of 20 cm which is wide

enough for all these energies to have side-scatter equilibrium at dpax. For the field with

radius oo, the output of the beam is less than 0.1% larger than that of the 20 cm diameter

field for all the energies.
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Figure 3.5: Energy dependence of the field size to establish side-scatter equilibrium at
dmax defined in terms of dose as a fraction of a broad beam dose. For the 40 MeV beam,
the field size to establish side-scatter equilibrium at dmax is smaller than that of 30 MeV
beam if 99% of dose maximum is the criterion. The upper error for the 99.9% dose curve
is meaningless because the error bars on most dose calculations are larger than 0.1% which
makes most of the low dose within the error bar never reach 99.9% criterion, and hence the

upper error for the field size to reach 99.9% dose is infinity for most cases.
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be non-broad beams. In the other words, due to the blocking effect, the photon-jaw
setting still affects the output of a beam. This effect is more significant for low-energy
beams because the scattering of particles in air is more significant. Also, the smaller
the field size, the more significant the effect, because the collimation system stops

more particles which could be scattered back into the beam.

Fig. 3.7 shows how the blocking effect of the photon-jaw affects the relative output
for the 5 cm diameter circular applicator which is the smallest applicator for an MD2
accelerator. The standard photon-jaw setting corresponds to a field of 13 x 13 cm? at
SSD = 100 cm, and hence the photon-jaws are far outside the geometric edge of the
5 cm diameter field. The upper photon-jaws sit at a distance of about 20 cm from
the vacuum exit window. Thus a small displacement of the photon-jaws is enlarged
by about 5 times as it is projected to SSD = 100 cm. In Fig. 3.7, if each of the upper
photon-jaws moves 1 mm towards the beam axis (1 cm smaller width of the projected
field at SSD = 100 cm), the applicator factor is smaller by about 4%. This dramatic
dependence of ROF's on the photon-jaw setting is well known and discussed in other

papers®> 92,

The blocking and outscattering effects on beam outputs versus SSD are discussed

more in Chapter 4.
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Figure 3.7: ROF of a 5 cm diameter circular applicator versus the position of the photon-
jaw which are “outside” the beam. For this applicator, the standard photon-jaws setting is
13 x 13 cm? projected to SSD = 100 cm. By moving the first photon-jaws 1 mm towards the
beam axis, the projected field is 12 x 12 cm? at SSD = 100 cm. All ROFs are normalized
to the output of the open applicator of 10 x 10 cm?.
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Chapter 4 Applicator Gap factors

4.1 Purpose of the gap factor study

This chapter discusses the calculation, using BEAM, of the variation in electron
beam output with nominal source to surface distance (SSD) or air gap size, i.e., gap
factors (GF's). The study shows that this method is both accurate and practical for
calculating these factors, and the Monte Carlo calculation of gap factors can replace
the measurements if the accelerator is modeled properly. A unique advantage of
the calculations is that a detailed knowledge can be obtained about components of
the dose, such as the dose deposited in phantom by the particles scattered off the
applicator, the photon-jaws, etc., and thus a better understanding of the variation in

gap factors can be developed.

The gap factor, GF, is defined as in Eq. 1.4 (page 6). Note that for extended SSDs,
the field size on the surface of the phantom will be larger than A’ by (SSD/SSDy)?.
Usually, SSDy = 100 cm which is the reference SSD.

If the nominal SSD is used, the output for an extended treatment distance does
not usually follow the inverse-square law, even for those large beams which are broad
in the sense that side-scatter equilibrium for the dose at dga. is well established.
Monte Carlo simulation is the best way to understand why. With BEAM, one
needs the same accelerator simulation with standard SSD for each energy and then
shorter additional calculations for each air gap of interest. The simulation data can
also be used to find the effective SSD by following the clinical methods mentioned in
Chapter 1. Ma et al.% presented Monte Carlo based techniques for extracting various
effective and virtual SSDs. They used electron fluence to determine the effective SSD
of a beam. In this chapter, the calculation of effective SSD based on Monte Carlo

calculated dose versus air-gap size is discussed.
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4.2 Results

4.2.1 Applicator gap factors

GFs are calculated for 10 x 10 cm? and 15 x 15 ¢cm? square applicators and a circular
applicator with 5 ¢cm of diameter and the calculations are compared with the mea-
surement. Fig. 4.1 shows part of the comparison. The additional air gap thickness is
up to 20 cm which corresponds to a nominal SSD of 120 cm (air gap size g is between
0 and 20 cm inclusive). The calculations agree with the measurement within the
statistical uncertainties of about 1% for all cases except one, which agrees to better
than 2%. It can be concluded that the calculations are reproducing the gap factors

accurately.

4.2.2 Effective SSDs

For a given beam energy and open applicator size, with the spatial resolution along
the depth direction in our calculation, dn., changes little for g between 0 and 20 cm.
Thus we can write the inverse-square law as:

(SSDeg + diyay)?

GF(A',S5D0 +9) = (SSDeg + d'p +9)2 °

(4.1)

where 5SS D.g is the distance between the effective point source, for which the inverse-
square law is best fit, and the phantom surface at reference SSDj, g is the air gap
between the plane normal to the beam axis at SSD; and the phantom surface. Here
SSDy = 100 cm.

From Eq. 4.1, we get:

GF~12(4',SSD, + g) = 55 59+ ——+1. (4.2)
el max

A plot of GF~Y2(A’', SS Dy + g) versus g is a straight line with a slope of 1/(SSDeg +
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Figure 4.1: Measured and calculated gap factors for the 10 x 10 cm? applicator at 9 and 11

MeV and the circular applicator of 5 cm diameter for 6 and 13 MeV for an MD2 accelerator.

The agreement between calculations and measurements is better than 2% in all cases and

1% in most cases. Similar agreement is found for all cases studied. The experimental data

were measured at the Ottawa Regional Cancer Centre by Dr. Joanna Cygler.
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dl.) and hence:®,
SSDeg = 1/slope — d_ . - (4.3)

Clinically, gap factors are needed only for open applicators. To get the relative output
factor ROF(A, SSD) for a field defined by a cutout 4 with reference to the reference
open field A4y, usually 10 x 10 cm?, at the reference SSD,, usually 100 cm, the
following equation is used:

Z(A, SSD, dmax)
g(Ao, SSDO: dmaxo)

ROF(A,SSD) =

D(A', 85Dy, dly)  2(A,SSD,dpp,,)  B(A,S5D, diay)
D(Ag,SSDq, dmao) Z2(A',SSDo,dlp) 2(A,SSD,d!y.)

ROF,,o(4',SSDy) - GF(A', SSD) - RO Feutous(4, SSD) , (4.4)

where ROF,,p(A’, SSDy) is the relative output factor for the open applicator A’, also
known as the applicator factor; RO F you (A, SSDy) is the factor for the cutout, also
called cutout factor. This implies that we need apply the idea of SSDeg only to open
applicator fields for which dp.. usually does not change with SSD3:17:65, In fact, the
value of dmax can change significantly for small field sizes, for example, for a cutout
of 2 x 2 cm?, dya for a 13 MeV beam changes from 1.4 cm at SSD = 100 cm to
0.8 cm at SSD = 115 cm. Hence the concept of effective SSD can only be applied to
the open applicator case in general and hence if one is using effective SSDs for the
gap factors, the order of the factors in Eq. 4.4 is mandatory, t.e., one may not use
GF(A,SSD) - ROF, (A, SSDy).

Fig. 4.2 presents calculated values of GF~!/2 and from the slopes of the fitted
lines one determines the values of SSD¢g in Table 4.1. The prediction of outputs

using calculated values of SSDeg agree with measurements within 1%.

Most of the beams do not follow the inverse-square law using nominal SSDs. For

small field beams, such as the ones of 5 cm in diameter, the values of SSD.g are less
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Figure 4.2: Calculated GF~1/2 versus air gap g for the circular applicator with a diameter

of 5 cm and the square applicators of 10 x 10 cm? and 15 x 15 cm?. g = 0 corresponds

to SSD = 100 cm. dmpax varies with beam energy and applicator size but not with SSD.

Values of SSDeg from Eq. 4.3 are shown in Table 4.1. The heavy-dashed lines represent the

inverse-square law (ISL) using nominal SSDs and correspond to the reference SSD of 100

cm. The lines above the ISL lines correspond to smaller values of SSD.g and those below

the ISL lines correspond to larger values of SSD.g.
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This means that the output would increase relative to the expected 1/7% decrease,
which means that the value of SSD.g for these beams should not be smaller than
the nominal reference SSD. Calculations with vacuum replacing air throughout the
model confirm this 1/r? decrease for narrow beams, however, in air, not only the
in-phantom effect, but also the blocking and outscattering effects (see Chaper 3),
which are discussed below, must be considered. These effects dominate and explain
the observation that values of SSD.s are smaller than the nominal reference SSD for

small beams.

Blocking and outscattering effects versus SSD

The lack of side-scatter equilibrium at dmax reduces the output of a beam®!°. With
SSD varying, it makes the value of SSDeg smaller than the nominal SSD for small
beam sizes®*. The lack of side-scatter equilibrium at dp,. for small beams is caused
by what we call blocking and outscattering effects (Section 3.2.3, page 48). With
an air gap, the electrons represented by the dashed lines in Fig. 3.6 (page 51) could
be scattered back into the field by the air if there were no collimation, but they
are stopped by the collimation. Predictions with the inverse-square law include the
contribution from these stopped electrons. This means a lower dose contribution from
the direct component to the dose at dpa, in the phantom with larger SSD, compared
to that predicted by the inverse-square law using nominal SSDs. Since the direct
component dominates the total dose (usually more than 90% of the dose is from
the direct component), the total dose with an extra air gap is thus lower than the
prediction of the inverse-square law using nominal SSDs. This is the major reason
for the smaller SSDeg.

The outscattering of the beam in the air gap makes the fluence of the beam
decrease with air gap size faster than the inverse-square law prediction, and thus

makes the dose at dnyax decrease faster too, which corresponds to a smaller SSDg.
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The outscattering effect is actually a consequence of the blocking effect. If there
is no blocking effect, the decrease of the fluence of a beam due to outscattering is
compensated by the in-coming particles from outside of the beam, and thus there
is no net effect. These two effects together mean that there is lack of side-scatter
equilibrium at dmax for a beam with a small field, or even with a large field but
with a large air gap. For beams with small fields, they make the lack of side-scatter

equilibrium at dmax for the direct component more significant with large air gaps.
Both the blocking and outscattering effects vary with the air-gap size.

To analyze quantitatively the blocking and outscattering effects on output, we
compare simulations of the beams in air with those in vacuum. Fig. 4.3 shows
schematically how this analysis is done. The results of simulations of an MD2 ma-
chine in vacuum (Cases Vacuum(100) and Vacuum(115) in Fig. 4.3) show that for all
beams, both large and small, the outputs of the direct component at different SSDs
follow the inverse-square law using nominal SSDs within 1%. In air, this is usually
not true. For example, for the 6 MeV beam with field size at an SSD of 100 cm
of 5 cm diameter, with an air gap g of 15 cm, i.e., SSD = 115 cm (Case Air(115)
in Fig. 4.3), the total output of the beam is 18% lower than the prediction of the
inverse-square law using nominal SSDs. The prediction of the inverse-square law is
based on the output of the beam at a nominal SSD = 100 cm in air (Case Air(100)
in Fig. 4.3). This comparison between the simulation in air and the inverse-square
law prediction shows that the blocking and outscattering effects together make the

output 18% lower.

Comparing the output of Case Vacuum._gap(115) in Fig. 4.3 to the prediction
of the inverse-square law based on Case Air(100), we know that the blocking effect
alone makes the output of the 6 MeV beam 16% lower. Similarly, by comparing Case
Vacuum_gap(115) and Air(115), we find that the outscattering effect alone makes the
output of the 6 MeV beam to be 2.5% lower. To see the absolute blocking effect
versus SSD (including the 5 cm air gap which is right after the last scraper for the
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Figure 4.4: Calculated GF~'/2 versus air-gap size g for component doses for a 6 MeV beam
with a 5 cm circular applicator. The slopes of the curves go up with g, which means the

values of SSDeg are smaller with larger air gap, i.e., the output drops off more quickly.
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blocking effect), we compare the ratios of outputs of Cases No_outscattering(100) to
Vacuum(100) and No_outscattering(115) to Vacuum(115). The ratio is 75.5% for SSD
= 100 cm and 66.5% for 115 cm. This is consistent with the expectation, the larger
the gap, the larger the blocking effect.

Fig. 4.4 explains why for small fields the data show a systematic curvature about
the fit straight line (Fig 4.2). As discussed above, the value of SSD.g for these
small beams is much smaller than the nominal SSD because of the blocking and
outscattering effects. But the curves of GF~/2 versus g both for the direct and
scattered components are not straight lines. This is more pronounced for the scattered
component. Since the opening edge is close to the central axis for small fields, most
of the scattered particles can contribute to the central axis dose for small air gaps
but go away from the central axis if the air gap is large, and hence contribute less
to the dose at dma, along the central axis relative to 1/r? decrease. This causes the
points to go above the straight lines. For the direct component, the slight distortion

for large air gap is due to larger blocking and outscattering effects for larger air gap.

If the field size is defined by collimation at the phantom surface, the inverse-square
law should hold even with a large SSD, no matter whether it is a large beam or a
small beam since there is neither a blocking nor an outscattering effect. Clinically,
field size usually is not defined at the phantom surface especially for extended SSDs.
The blocking and outscattering effects then must be considered and the output cannot

be calculated just using the inverse-square law.

4.2.4 Large field beams

For the 15 x 15 cm? field beams, except for the 6 MeV beam, the values of SSD.g are
slightly larger than the nominal reference SSD, which means the output of a large
field beam at increased SSD is larger than predicted by the inverse-square law using

nominal SSDs. This would not happen unless there are extra particles which con-
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tribute to the central-axis dose at dmax at larger SSD. These extra particles are not
from the direct component. The only possibility is that they come from the particles
scattered off the collimators.

In Fig. 4.5, the ratios of gap factors for the direct and scattered components and
the total dose to the prediction of the inverse-square law are shown versus nominal
beam energy for a nominal SSD = 115 cm with an open 15 x 15 cm? applicator. The
solid line at unity represents the output of a beam which follows the inverse-square
law. A value below the line means the output drops off faster than the inverse-square
law. Except for the 6 MeV beam, the ratios of the GF to the inverse-square law
using nominal SSDs for the direct component are very close to unity, which means
that the values of SSDeg for the direct component are very close to the nominal
SSD. That is because the side-scatter equilibrium at dma.x is well established for
the direct electrons in the beams and thus the dose component from direct electrons
approximately follows the inverse square law using the nominal SSD. The calculations
show that the output from the scattered component at larger SSDs is often larger than
the prediction by the inverse square law, which means that the ratio of the scattered
dose component to the total dose increases with SSD. For example, the scattered dose
component for the 13 MeV beam with an open 15 x 15 cm? applica.to’r at nominal
SSD = 100 cm is 6.6% of the total dose at dyax along the central axis in the phantom
while it increases to 9.4% at SSD = 115 cm. Almost all of the difference comes from
electrons scattered off the last 2 scrapers. Fig. 4.6 explains how this happens. Since
the field is large, the edge of the collimator is far from the central axis, thus the angle
is large if a scattered electron is to influence the maximum dose along the central
axis, Dmax, for an SSD of 100 cm. For this reason, many of the scattered electrons
do not influence Dy,.. With a thick air gap, the angle to influence D, decreases.
More scattered electrons thus contribute to Dmay. This effect is more significant for

high-energy beams as seen in Fig. 4.5.

For the 6 MeV beam, the output with increased air gap is lower than the prediction
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Figure 4.5: Gap factors at SSD =115 cm normalized to the inverse square law prediction
using nominal SSDs for different dose components — the direct, scattered and total — are
shown versus beam energy. Unity represents the nominal reference SSD. A value below
unity means the output of a beam drops off faster than the inverse-square law, 7.e., SSDeg

is smaller than the nominal reference SSD.
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by the inverse-square law using nominal SSDs because the blocking and outscattering
effects are still there for such a low-energy beam. For this case the blocking effect
is at many layers of the collimator system — the applicator, the photon-jaws and
the container of the secondary scattering foil, each has a blocking effect which causes

about 1% loss of output of the beam as the SSD increases from 100 to 115 cm.

For the 10 x 10 cm? beams, the values of SSD.gs are slightly smaller than the
nominal reference SSD because of the blocking and outscattering effects too. Since
this field is larger than the 5 cm diameter field, we can see that the effects are less

important for this field than the latter one.

As described in Section 2.2.4 (page 27), the component module BLOCK is used to
simulate the rounded corners of the applicator and better results are obtained than
that using APPLICAT which can only simulate right-angle openings. The reason is
similar to that discussed previously about the scatter-angle needed to make contribu-
tion to Dmax for the scattered component (Fig. 4.6). For rounded corners this effect

is bigger.

4.3 Summary and conclusions

It has been shown that for open applicators for an SSD range between 100 and 120 cm,
Monte Carlo calculations for gap factors agree with measurements within 1% for most
cases and 2% for all. Based on the calculated gap factors, the values of SSDeg are
calculated. The prediction of outputs using the calculated values of SSD g agree with
measurements within 1%. The Monte Carlo method has been used to analvze the dose
components for a better understanding of the beams and the related physics. The
Monte Carlo results are used to explain why the gap factors do not follow the inverse-
square law using nominal SSDs. For small fields, the blocking and outscattering effects

on the direct component causes the lack of side-scatter equilibrium at dya« to be more
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Figure 4.6: For a large field beam, side-scatter equilibrium at dmax for the direct com-
ponent is well established (darker shadow indicates the critical field size to establish side-
scatter equilibrium at dmax), thus the SSDeg for the direct component is very close to the
nominal SSD. Due to the large scatter angle needed, many of the electrons scattered off the
collimator cannot contribute to Dpay if the air gap is thin. With a large air gap, the angle

needed is smaller and thus more electrons from the collimator contribute relatively more to

the output of the beam. The value of SSDeg is thus greater than the nominal SSD.
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significant with larger SSDs, and this results in the values of SSD.¢ being smaller
than the nominal reference SSDs. For large fields, the relatively larger scattered
component contributing to D with larger SSD makes the values of SSDeg larger

than the nominal reference SSD.
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5.1 The purpose of the stopping-power ratio study

The output of electron beam accelerators is strongly dependent on the size of the field.
Thus the measurement of outputs for different beam sizes is an important component
of electron beam dosimetry in clinical practice. This is usually done as measurement
of the output for a given field size relative to that of a reference field size, i.e., a
relative output factor or ROF. Although people use different detectors for this kind
of measurement, such as film®-% and silicon diode®®, in most clinics ion chambers
are used. To convert ionization to absorbed dose to water, a fundamental equation

of ion chamber dosimetry®’ is:
D= M-N’gas (E/p):j?terRonPrepleal! ) (51)

where M is the electrometer reading corrected for polarity effects and for temperature
and air pressure, in nC, Ng,s is the cavity-gas calibration factor which is a constant
in Gy/nC, and Py, Prept; Pwan are ion recombination, replacement (water is replaced
by air) and chamber wall correction factors, respectively, which may vary with beam
conditions. P,y is taken as unity for electron beams®" and hence is constant. When
P,y is close to unity, its value does not change significantly with dose rate®® (and hence
field size and depth in a phantom) although the size of the correction is proportional
to the dose rate, however, if it is not close to unity, which might happen with a
high-dose rate pulsed-swept beam, halving the dose rate would reduce it significantly
towards unity. If this is the case, ignoring P, variation could introduce a couple of

percent overestimate of ROFs.

The water to air restricted mean mass collision stopping-power ratio, (L/p)J2ter,

is a function of depth in water® 979, As discussed below, our calculations show that
it is also a function of field size. For electron beam relative output measurements,
which are usually done at dmax for each beam, Pep is thought to be unity if a well-

97,100,101

guarded plane-paralle]l chamber is used For cylindrical or poorly-guarded

plane-parallel chambers, Pep is also a function of depth in phantom.
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Figure 5.1: Measured values of dp,,x versus cutout size for MD2 accelerator, from Cygler et

al.192, Values of dmay change significantly for small fields, especially for high-energy beams.
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Given the above variations in these parameters, the ROF of beams with different

field sizes defined by cutouts within a given applicator are deduced from measurements

as:
D(‘4d M 4.d L p)waterAdu_P d _
ROFmt(A) g ; max) M ( I ma-x) ( / waterl +Om repll max , (0-2)
(4‘ ’ dmax) ( 4 a.x) (L/p) IA',d:,mx : ljx'epl!(ﬁxmx
where g, % are dose and ionization reading per monitor unit, respectively; A is the

field size defined by a cutout; and A’ is the reference field size defined by an open
applicator, and any variation in P,,, and polarity effects has been ignored. It is well
known that for small field sizes, the depth of dose maximum, dy,, moves towards
the surface with decreasing field size (Fig. 2.9, page 33 and Fig. 5.1). If one follows
the recommendation of the AAPM’s report on clinical electron beam dosimetry (TG-
25, Khan et al.)®, then in Eq. 5.2 one would take into account the variation of the

stopping-power ratio and P.p with depth as dmax changes.

For large fields, there is no dp,a, shift among depth-dose curves with field size, i.e.,
dmax = dlya.- The values of (I/p)32%" and Piep in Eq. 5.2 cancel out because they
are not a function of field size in large beams. Thus the ROF for large beams can be
calculated as the ratio of the two ionization readings per monitor unit, 7.e.,

(A, dmax)

ROFey(A) = Gl
' %(AI’ dma.x)

(5.3)

For small fields where d,.x values are closer to the surface than dy. for a broad
beam, the values of (L/p)¥2*® at the corresponding dn.x values are no longer the
same. The value of P may change with depth as well, but the variation in Prep
is small compared to that of (L/p)%¥%". Nonetheless, it should be corrected for if a
cylindrical or poorly-guarded plane-parallel chamber is used.

Based on the values of P, versus mean energy at depth given in TG-21%, the
effect of Prep variation due to the dpay shift is up to about one-half percent change
in ROFs for MD2 machines for an RK 83-05 chamber with an inner diameter of 4
mm. This effect is in the opposite direction of that due to the (L/p)¥2*r change with
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depth. For a Farmer chamber with a 6.4 mm inner diameter the effect would be up
to 1%. All measured values of Prep are for broad beams?"1%3. Values for small beams

are not known, thus in practice we assume that they are the same as for broad beams.

If TG-25° is carefully followed in clinical practice, this (L/p)¥2*" variation due to

dmax shift is taken into account and Eq. 5.3 should not be used in ROF measurement
for small fields.

Since TG-21 or TG-25 only give (L/p)2* |, 4., for broad beams, the stopping-
power ratio for the smaller field sizes, i.e., (L/p)¥3| 4 4_.., is not available, and hence
Eq. 5.2 can not be applied in clinical practice. Instead, the ratio of (L/p) 2% |e0.dae
to (L/ p)anter|oar  is used in Eq. 5.2 if TG-25 is carefully followed in clinical prac-
tice. This chapter will investigate how this approximation in TG-25 affects ROF
measurements. Furthermore, the (L/p)¥2*" data in TG-21 or TG-25 are for mono-
energetic beams. In the real world, the beams from clinical accelerators are neither
mono-energetic nor parallel. Values of (L/p)¥2*" for the realistic beams from clinical
accelerators differ by up to 1.4% from values for mono-energetic beams at dpa for
broad beams®!. In this chapter (L/p)!2'*" data for realistic beams from Monte Carlo

simulation are used and the results are compared with those using TG-21 or TG-25
data.

For good clinical practice, one also needs to pay attention to other effects, such

as the stem effect or polarity effect®®. These effects are not discussed in this chapter.

5.2 Results

5.2.1 Variations of stopping-power ratios

Fig. 5.2 shows calculated stopping-power ratios versus depth for both mono-energetic

and realistic beams (see Appendix B for further calculated values). Fig. 5.2(d) com-
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Figure 5.2: (L/p)Y3' versus depth curves (a) for 13 MeV mono-energetic parallel beams
of various field sizes incident on a water phantom; (b) for 9 MeV realistic MD2 beams for
various cutout sizes; (c¢) for 11 MeV mono-energetic and realistic MD2 broad and narrow

beams; (d) for different broad beams of 6 MeV electrons.
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pares values of (L/p)%2**" versus depth for broad mono-energetic beams of 6 MeV
electrons as calculated here against those given in TG-21 or TG-25. The agreement is
excellent except near the surface where Malamut et al. pointed out that the calcula-
tions in TG-21 have some approximations®. The calculated realistic (L/p)"2*" data

for broad 6 MeV beams are also compared in this figure.

The calculations show that stopping-power ratio versus depth curves are a func-
tion of the beam field size. In Fig. 5.2(a), stopping-power ratios versus depth are
presented for different field sizes for 13 MeV mono-energetic parallel beams. The val-
ues of stopping-power ratio at a given depth for small fields are lower than those for
large fields. For example, at dpax in the 10 x 10 cm? beam (at 2.9 cm), the stopping-
power ratio decreases by about 1% as the beam size decreases to a 2 x2 cm? field. At
dmax in the 2 x 2 cm? beam (at 1.3 cm), the difference of (L/p)¥2% values between
10 x 10 cm? and 2 x 2 cm? fields is only 0.2% since the curves are less spread out at
this depth. F'ig. 5.2(b) shows that stopping-power ratio curves for realistic beams also
differ with field size, although in this case, slightly less than in the mono-energetic
case. The reason for the decrease with field size is that the low-energy electrons are
easily scattered away from the central axis and a corresponding number is not scat-
tered in for small fields, thus the mean energy of the beam close to the central axis for
a small field is larger than that of a large beam at a given depth, which corresponds
to a smaller (L/p)¥2*" value for a small field than that of a large field at that depth.
At the phantom surface, the mean energy is about the same for different field sizes
(for mono-energetic beams, it is exactly the same) and hence the (L/p)2%" curves
for different field sizes are the same at the phantom surface. Fig. 5.2(c) compares the

curves for 11 MeV mono-energetic and realistic beams. The curves for mono-energetic

beams always have larger slopes than those of realistic beams8!.
The following observations can be drawn from Fig. 5.2.

The maximum difference between stopping-power ratios for realistic beams and

mono-energetic beams is more significant at higher energies for a given accelerator
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(compare Fig. 5.2(c) with (d) for MD2 curves), though at dn,,, it depends on the
position of dyay relative to the cross over point of (L/p)2*" versus depth for mono-
energetic and realistic beams. The difference between the curves with different field
sizes is also energy dependent. At 6 MeV, the stopping-power ratio curve for the beam
defined by a 5 x 5 cm? cutout is identical to that of the broad beam (Fig. 5.2(d))
while for 13 MeV case there is an obvious difference (Fig. 5.2(a)). At dmax for small
beams, the difference is larger for lower energies since for low-energy beams, curves
of (L/p)¥2*" versus depth are well spread out at dpma for small fields while for high
energy beams they are not. The slope of a stopping-power ratio curve also varies with

energy, the higher the energy, the smaller the slope.

5.2.2 Corrections to relative output factors

Since dmax moves upstream for small fields, (L/p) 2" values decrease and thus ROF's
for small fields are over-estimated using Eq. 5.3 instead of Eq. 5.2. To measure ROF's
accurately, proper values of (L/p)¥‘r for the corresponding depth and field size
should be used. To correct Eq. 5.3 completely for the effects of changes in (L/p)yater

one needs: / .
(L/p)32* | A d,.
L mex 5.4
ffs (L/p)wm:erI{_,U,d:mm ( )

This is the field-size (f.s.) dependent correction method in which values of (L/p)2ter

from curves for different field sizes are used.

The above correction is accurate but it requires knowing (L/p)2"" as a function of
field size for each accelerator beam. This makes the correction complicated. Clinically,
it is not practical. A simple approach is to use just broad-beam data:

(L) o
r y“max . 5 . 5
Forost = (2 ) ot (>

The (L/p)¥2*r data for mono-energetic broad beams are given in TG-21 or TG-25.
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Table 5.1: Corrections needed for MD2 ROFs for small cutout sizes measured without
accounting for changes in (L/p)¥3t" with depth (Eq. 5.3). Values of fmone and frealistic
correspond to the broad-beam method based on TG-21 (or TG-25) and realistic beam data
respectively, ffi%" and fFelisti¢ to the field-size dependent method based on calculated

mono-energetic data and realistic accelerator beam data respectively.

energy 13 MeV 9 MeV

cutout / em? | 2x2 | 3x3 | 4x4 | 5x5 | 10x10 | 2x2 | 3x3 | 4x4 | 10x10

dmax/ cm 1.3 2.0 2.5 2.7 2.9 1.1 1.7 2.0 2.1

pnone 0.965 | 0.979 | 0.990 | 0.995 - 0.968 | 0.987 | 0.997 -
realistic 0.970 | 0.983 | 0.992 | 0.996 - 0.975 | 0.990 | 0.997 -
fihono 0.963 | 0.976 | 0.987 | 0.993 - 0.965 | 0.983 | 0.994 -
frealistic 0.967 | 0.979 | 0.989 | 0.994 - 0.972 | 0.986 | 0.996 -
energy 11 MeV 6 MeV

cutout / cm? | 2x2 | 3x3 | 4x4 | 5x5 | 10x10 | 2x2 | 3x3 | 4x4 | 10x10

dmax/ ¢ 1.2 1.95 | 225 | 2.45 2.6 1.0 1.25 1.4 1.45

mong 0.966 | 0.983 | 0.990 | 0.996 | - |0.982 | 0.992 | 0.998 | -
realistic | 0971 | 0.985 | 0.992 | 0.997 | - |0.983|0.992 | 0.998 | -
mono 0.963 | 0.979 | 0.987 | 0.994 | - |0.977 | 0.989 | 0.997 | -

frealisic 1 0967 | 0.983 | 0.988 | 0.996 | - |0.978|0.989|0998 | -
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Values of frs. have been calculated for open applicators using (I_,/ p)ater values
for realistic MD2 beams. These corrections are within 1% of unity for the smallest
applicator ( 5 cm diameter), even at the higher energies, and are not needed for other
applicators because dnax does not shift significantly for open applicators and there

is little field size dependence.

In contrast, it is well known that the dma.. shifts are significant for small fields
defined by cutouts®. Based on the dma« data measured by Cygler et al.l%2, Table 5.1
presents corrections based on the different (L/p)¥2**" data and methods. To specify
(L/p)¥ater values based on TG-21 or TG-25, the mean incident energy is calculated

4 and linear

based on Rogers and Bielajew’s specification of electron beam energy'®
interpolation is applied to the tabulated values. The (L/p)¥2' change due to the dmax
shift is insensitive to the details of the energy which is selected for the TG-21 or TG-
25 data. The factors fB9%¢ and ffedlistic are based on the broad-beam method, with
(L/p)3ter data from TG-21 or TG-25 and from realistic MD2 beams respectively.
The factors fF°P° and fFedlistc are based on the field-size dependent method, with

mono-energetic and realistic beam data respectively.

The factor f89, which is the factor used if TG-25 is followed, is about 3% less
than unity for 2 x 2 cm® fields for all energies except 6 MeV (Table 5.1). This
means that if Eq. 5.3 is used in ROF measurements for small fields, the ROFs are
overestimated by up to 3% based on the (L/p)l2*" data from TG-25, however, the
factor f929 does not take into account the effect of field size on stopping-power
ratio and ignores the difference in (L/p)¥2*" between realistic and mono-energetic

beams.

To take into account the field-size effect on stopping-power ratio, the factor f{3>"°
is calculated for different field sizes and energies. This factor still uses stopping-power
ratio data for mono-energetic beams. The factor is a few tenths percent (up to 0.5%)
smaller than the factor f9%9 which means the correction is up to 0.5% larger. This

is the size of the difference of (L/p)¥2*" values between the field size of interest and
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the reference field at dmax of the field of interest (which tends to be larger at lower

energies).

The factor ffedishic is the same as fTo% but uses (L/p)¥2*" values for incident
realistic broad beams instead of the stopping-power ratio data from TG-21 or TG-
25 for incident mono-energetic beams. Since the slope of a broad mono-energetic
(L/p)3ater data curve is always higher than that of a curve for a realistic beam with
the same mean energy, values of f3¢ in Table 5.1 are always smaller than frealistic

for small fields by up to 0.7%, i.e., the implied corrections are smaller for frealistic by

up to 0.7% compared to fiRon9.

To consider both the field-size effect on stopping-power ratio and using stopping-
power ratio data for realistic beams, the factor fFedlistc js calculated. In Table 5.1, the
values of factors £ and frealistic gre very close for every field size for a given energy.
The analysis of factors ff°"° and fIe2listic above shows that the field-size effect and
the difference between using realistic and mono-energetic stopping-power ratio data
are in the opposite directions for the correction factors, thus tend to cancel each other
in the factor ffeaistic. In principle, using ffe2lstc js the most accurate correction. The
calculations show that the difference between fRo"9 and fre2listic is not more than
0.4%, which means, from the view of clinical practice, following TG-25, i.e., using

mono  will correct the error due to using Eq. 5.3 in the ROF measurement to within
0.4%.

In the example of (L/p)¥2'" versus depth for a Varian Clinac 2100C accelerator
(Fig. 5.2(d)), the difference between the values of (L/p)52*" for realistic and mono-
energetic beams at dpa in a 10 x 10 cm? field is well compensated by the difference
between the (L/p)!2*" values for 10 x 10 cm? and 2 x 2 cm? fields at the dmac of
the 2 x 2 cm? field (not shown in the figure). The difference between using fFeaiistic
and f09 is thus smaller than 0.4% which is the difference for the same case but for

the MD2 machine.
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For other clinical accelerators which produce “dirtier” beams (which means more
scattered component in the beams), the dga shift is smaller compared to that of
the MD2 machine which produces beams which are closer to mono-energetic beams.
This is especially true for high-energy beams. Although the difference in values of
(L/p)xaer between realistic and mono-energetic beams can be quite large at dmax for
broad beams (up to 1.4%®), the change in the ratio of (L/p)¥2%" for realistic versus
mono-energetic beams with a small change in dn. is usually small. Considering
the field-size effect on (L/p)¥2*e", which is in the opposite direction to the change

in this ratio, the difference between using ffe2stic and f91¢ is not expected to be

significantly worse than the results for the MD2 machine.

Burns et al.!% gave a single function which calculates (L/p)%2t values for 10 x 10
cm? realistic beams as a function of Rsq over a large range of depths in a water phan-
tom. Using (L/p)¥3*" values from this program (available at
http://www.irs.inms.nrc.ca/inms/papers/SPRR50/sprR50.html) gives a result simi-
lar to frealistic (less than 0.3% difference). Since this differs more from the values of
fFealistic than fmone there is nothing gained from using this more accurate function

for broad beams in this application.

5.3 Summary and conclusions

It has been confirmed that when measuring ROFs for small field sizes using ion
chambers, considerable care must be taken to follow TG-25, i.e., insure that variations
in the values of (L/p)¥3*" and other factors are taken into account. Ignoring the
variation in (L/p)***" due to the change of depth of the measurement point as the

alr

field size gets smaller can lead to overestimates of the ROF by up to 3%.

It has been shown that the stopping-power ratio is a function of field size and it

leads to errors in ROF of up to one-half percent for small fields if this effect is not
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considered.

Values of stopping-power ratio also vary with accelerator. Using stopping-power
ratio data for mono-energetic beams instead of those for realistic beams introduces
an error in ROF of up to 0.7% for small fields but in the opposite direction of the
field-size effect.

Since the error from using stopping-power ratio data for broad beam and the error
from using stopping-power ratio data for mono-energetic instead of realistic beams
tend to cancel each other, following TG-25 will give an ROF result which is accurate
within 0.4% for small fields for an MD2 machine. Due to the smaller dya, shift for
other accelerators with beams which are less mono-energetic, this upper estimate of

the error in using the mono-energetic broad beam data will still be correct.
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6.1 Purpose of the cutout factor study for square

fields

Square fields are most commonly used in clinics. Although they are simplest in shape
and hence look to have the easiest ROF's to calculate, cutout factors for most square
fields are usually measured during accelerator commissioning. For those square fields
which do not have measured ROFs, either the 1-D method!® {(discussed in Chapter 7)
or extraction from data of ROF versus field size'®, is recommended for obtaining the
ROFs. Both methods require a lot of measurements. In this chapter, Monte Carlo
calculation of cutout factors for square fields is discussed with respect to accuracy

and as a tool to analyze the features.

6.2 Comparison of ROF measurements using two

detectors

Cutout factors are defined in Eq. 1.5 (page 6). Two detector systems are used in the
cutout factor measurements for a Siemens MD2 accelerator at the Ottawa Regional

Cancer Centre, a silicon diode and an ion chamber.

For the measurements using a silicon diode detector, the relative outputs do not
need stopping-power ratio nor polarity effect corrections which are needed for the
measurements using an ion chamber!®%6_ The data for the ion chamber measure-
ments are corrected for stopping-power ratio changes due to different values of dpax
and field sizes as discussed in Chapter 5%%. After the stopping-power ratio corrections
for ion chamber measurements, the most recently measured ROF's using an ion cham-
ber agree with those made using the silicon diode system within 1% for all measured
cutout sizes except the 2 x 2 cm? cutout for 6 MeV at SSD = 100 cm for which the

ROF value from the ion chamber measurement is about 2% lower. The discrepancy
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is likely related to a slight offset of the ion chamber from d,x in the phantom.
The recent measurements using an ion chamber were originally to check the polarity
effect of this ion chamber system since the previously measured ROF's using an ion
chamber differed by up to 3% compared with ROFs measured with the silicon diode
detector. The reason for the discrepancy was thought to be the polarity effect on
the ion chamber system which, according to Aget and Rosenwald®®, was supposed to
lead to a change by about 3% for the field-size range of 2 x 2 cm? — 10 x 10 cm?.
Surprisingly, the measured polarity effect for the RK chamber (0.12 cm®) which was
used in the measurements is less than 1% for the above field-size range. A possible
explanation is that most of the polarity effect is due to cable induced effects and that

the shielding of the cable changed between the two sets of measurements.

6.3 Results

All the depth-dose curves from calculations agree with measurements very well (a
few are shown in Fig. 2.9, page 33, Fig. 2.10, page 34, and more in Appendix B).
The absolute values of dose at dma.x per incident particle are picked up from these

calculated depth-dose curves and the output factors are calculated using these values.

6.3.1 Cutout factors

Fig. 6.1 shows the measured and calculated cutout factors for several different energies
of electron beams for a 10 x 10 cm? applicator, at SSDs of 100 cm and 115 cm. Both
curves in each plot are normalized to the open applicator which defines a 10 x 10 cm?
field at SSD = 100 cm or 2 11.5x11.5 cm? field at 115 cm. The difference between the
measurement and the calculation is up to about 1%. The measurement data using
the silicon diode system are used in this comparison. Similar agreement is found for

data for the 15 x 15 and 20 x 20 cm? applicators (Fig. 6.2).
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Figure 6.1: Calculated and measured cutout factors for 6, 9, 11 and 13 MeV beams. The

reference field is the open applicator which defines a 10 x 10 cm? field at SSD = 100 cm.

Note the different scales and the one standard deviation error bars. The measurements

are performed using a silicon diode detector. The difference between the calculations and

measurements is up to about 1%. The experimental data were measured at the Ottawa

Regional Cancer Centre by Dr. Joanna Cygler.
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Figure 6.2: Cutout factors for 15 x 15 and 20 x 20 cm? applicators for an MD2
linac. Calculations and measurements agree within 1%. The experimental data were

measured at the Ottawa Regional Cancer Centre by Dr. Joanna Cygler.
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6.3.2 Direct and scattered components

Fig. 6.3 presents contributions from the components to the total output versus cutout
size for the 11 MeV beam with 10 x 10 cm? applicator at SSD = 100 and 115 cm,
and with 15 x 15 cm? applicators at SSD = 115 cm, as well as a 6 MeV beam with
10 x 10 cm? applicator at SSD = 100 cm. In all cases, the difference between the
output of the open applicator and the 2 X 2 cm? cutout is mainly due to the direct

electrons and particles scattered off the applicator.

Although the real beam is not an ideal parallel beam, and is not mono-energetic
as was the case in Fig. 3.4 (page 49), the critical opening size to establish side-
scatter equilibrium at dnay for the direct electrons still exists. As shown by the direct
components of the ROFs in Fig. 6.3, the curve of the direct component reaches a
plateau as the cutout size increases. This usually is not true for the total dose. In
both the measurements and calculations, as the cutout size increases at SSD = 100
cm, the total output decreases slightly after it reaches the highest point (see Fig. 6.1).
According to the definition, side-scatter equilibrium at dma, still exists with large
cutouts. The decrease of the total dose with further increase of the cutout size is
caused by the reduction of the dose from the component scattered off the applicator.
The reason for the reduction is that most of the scattered particles are from the edge
of the opening (Fig. 6.4), and as the cutout size increases, the edge of the cutout
is getting further away from the central axis, thus many electrons scattered off the
cutout, usually with low energy, can no longer reach the central axis at dpa. This
component thus contributes less dose to the total dose at dpa., however, the dose
from the direct electrons remains the same after a certain cutout size. It is always
true that the plateau exists for the dose from the direct electrons when the cutout

size is large enough to establish side-scatter equilibrium at dpax.

Because the direct electrons undergo only multiple scattering in the air between

the monitor chamber and the phantom, most of them have high energy and are
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Figure 6.3: Contributions of dose components to relative output factors. The major change
in the output versus cutout size comes from the direct electrons (6.5% between open 10 x 10
cm? and 3 x 3 cm? cutout for 11 MeV beam at SSD = 100 cm, the total change is 10%)
while the scattered component from the photon-jaws is relatively flat and the scatter from
the applicator contributes a 3% change for the same beam. At SSD = 115 cm, the difference
between the outputs of open applicator and 3 x 3 cm? cutout is greater than that at SSD
= 100 cm, and the direct electrons contribute more to the difference. On the other hand,
the lower the beam energy is, the greater the difference is, and the more the scattered
components contribute to the difference. All the curves are normalized to the total dose at

dmax of each open applicator.
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Figure 6.4: Planar fluence distribution at the phantom surface of the electrons scattered
from the last scraper, SSD = 100 cm. The field size is 15 x 15 cm?. The energy of the beam
is 11 MeV. Most of the electrons are from the edge of the scraper. This figure is obtained

by analyzing the phase space output at the phantom surface by using PAW software!06.
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Figure 6.5: Angular (A, C) and spectral (B, D) distributions inside the 11 MeV beam for an
open applicator of 10 x 10 cm? (A, B) and 2 x 2 cm? cutout (C, D) at the phantom surface.

Most of the direct electrons go forward with high energy (the dip at 0° is a solid angle

artifact). The lower peak in the scattered electrons curve in (B) is created by electrons

going through the first scraper. There are 40 equal bins in each curve. The scattered

component is normalized to the peak of the direct component.
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Figure 6.6: Scattered-component depth-doses for 11 MeV beam, 10 x 10 cm?

applicator,
SSD = 100 cm. Both cases are normalized to its own total dose at dpmax which is 10% less

for the 3 x 3 cutout case. Doses are from both electrons and photons.
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going towards the central axis at a large angle.

At dmax, the scattered components are about 10% of the dose for the large fields.
About half the scattered component dose comes from the photon-jaws. The other
half comes from the scrapers. For those fields smaller than 4 x 4 cm? at SSD = 100
cm, the scattered component from the scrapers is less because of the blocking effect

of the cutout.

Usually, the scattered components contribute only a few percent to the output.
These components have lower energy than the direct component(see Fig. 6.5). Thus
they contribute relatively more to the surface dose than to the dose at dmax. and move

the dmax of the total depth-dose curve towards the surface (Fig. 6.7).

6.3.3 Contaminant-photon component

In the small field in Fig. 6.6, the dose from the cutout has a higher bremsstrahlung
tail than in the large field. This is because there are many more high-energy electrons
hitting the cutout in the small-field case, thus creating more photons that reach the
phantom and contribute to this tail in the depth-dose curve. The photon tail from
this component is less than 1% of the total dose at dpax-

The number of contaminant photons often exceeds the number of electrons for
high-energy beams and small field sizes, but the dose contribution from photouns is
low and often negligible. The dose contribution from contaminant photons depends
on energy and cutout size. The higher the energy is, the higher the contaminant
photon dose will be since bremsstrahlung is more likely with high-energy electrons.
Also the contaminant dose is higher for smaller cutout sizes. Table 6.1 shows the
dependence of the contaminant dose on the beam energy and cutout size for the
10 x 10 cm? applicator at SSD = 100 cm. In the table, contaminant dose at dpyay is

normalized to the total dose at dp,x of its own beam.
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Table 6.1: Calculated contaminant photon dose at dmax versus energy and cutout

size for the Siemens MD2 accelerator

beam 6 MeV 13 MeV
field open applicator | 2x2 cutout | open applicator | 2x2 cutout
photon dose 0.25% 0.72% 1.9% 3.1%

6.4 Summary and conclusions

It has been shown that Monte Carlo calculations for cutout factors agree with careful
measurements within 1%. Thus Monte Carlo simulation can be an alternative to mea-
suring ROF's versus cutout size in commissioning a clinical accelerator. Furthermore,

it offers a powerful tool to better understand the related physics.

The output factor from the direct dose component will reach a plateau when the

side-scatter equilibrium at dp.. is established.

The scattered component, especially the particles from the last scraper/cutout,
is also important to the beam output. It usually contributes about 10% to the total
output.

The contaminant photon component contributes less than 1% to the total output
for low energy beams and about 3% for 13 MeV beams. The larger the cutout, the

less the contaminant dose component.
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7.1 Advantage of BEAM in irregular-field calcula-

tions

In Chapters 3,4 and 6, Monte Carlo studies of ROFs for square fields are presented.
One of the advantages of the BEAM code is that it can handle an arbitrary shape of
field. Many other algorithms are designed for some specific field shapes. For example,
SQRT for square fields and 1-D for rectangles. Although some algorithms claim that
they work for arbitrary fields, due to their complexity, no one is actually using them
routinely. In this chapter, examples are given for different field shapes to show that
BFEAM is general, flexible and accurate for ROF calculations.

Cutout factors are easier than applicator factors to calculate with Monte Carlo
methods, even for irregular fields, since only the cutout changes and the upstream
collimation system remains the same. This means that such calculations are not
as sensitive to the details of the upstream collimation geometry as the applicator
calculations, because the effects of the improperly simulated geometry cancel out
when the output is normalized to that of the open applicator which shares the same
improperly simulated upstream geometry. That is also why several other algorithms
work without details of the collimation geometry. But this does not mean Monte Carlo
methods can tolerate any kind of improperly simulated geometry, and it is important

to model the accelerator accurately to ensure correct answers even in extreme cases.

Although cutout factor calculations are less difficult for Monte Carlo methods,
the importance of such calculations in clinical practice is not less, because it is the
measurement of cutout factors for treatment planning that takes a lot of clinical

physicists’ time.
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7.2 Circular fields

Fig. 7.1 presents a comparison of calculated and measured cutout factors for circular
fields. The agreement is better than 1% which is similar to the previous results for

square cutouts.

7.3 Rectangular fields

Fig. 7.2 shows a comparison between Monte Carlo calculations and measurements for
ROFs for rectangular fields. The agreement is better than 1% for all cases studied.
ROF's are also calculated using the SQRT and 1-D methods suggested by Mills et
al.'®. In these calculations, ROFs for square fields are needed for the SQRT method.
For example, to calculate the ROF of a 9 x 4 cm? field, one needs ROFs for 9 x 9
and 4 x 4 cm? fields (see Eq. 1.6). Also, for the 1-D method, one needs ROF's for two
rectangular fields to calculate an ROF (see Eq. 1.7). All the ROFs needed for the
SQRT and 1-D methods are from Monte Carlo calculations. Thus the comparison in
Fig. 7.2 is actually a Monte Carlo test of the SQRT and 1-D methods.

Since the SQRT method ignores the difference in scattering between the X and Y
collimation systems!®, the difference in ROFs between the Monte Carlo and SQRT
methods for long fields, e.g., 9 x 2 cm? in the figure, is usually large, up to 4.5%. The
1-D method, on the other hand, which includes the scattering difference between X
and Y collimation system, can predict ROFs within 1.5% for all the rectangular-field

cases studied.
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Figure 7.1: Measured and calculated cutout factors for circular fields for an MD?2 acceler-
ator. The agreement between calculations and measurements is better than about 1%. All
cutout factors are relative to the open 10 x 10 cm?® applicator. The experimental data were

measured at the Ottawa Regional Cancer Centre by Dr. Joanna Cygler.
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Figure 7.2: Measured and calculated cutout factors for rectangular cutouts in a 10 x 10

cm?

applicator on a Siemens MD2 accelerator. The width of one side of all fields is fixed

at 9 cm while the other side varies between 2 and 6 cm. The agreement between Monte

Carlo calculations and measurements is better than about 1% for all cases studied. Monte

Carlo calculations are also compared with calculations using the SQRT and 1-D methods

suggested by Mills et al.!9. The experimental data were measured at the Ottawa Regional

Cancer Centre by Dr. Joanna Cygler.
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7.4 Irregular fields

Two examples (Fig. 7.3 and 7.4) are given in this section to show that Monte Carlo
calculated ROFs for irregular fields agree with measurements very well. Both cases

show an agreement of better than 1% (Table 7.1).

Table 7.1: Two examples of ROF calculations for irregular cutouts for 13 MeV beams. The
experimental data were measured at the Ottawa Regional Cancer Centre by Dr. Joanna

Cygler.

cutout | applicator (cm?) | SSD (cm) | measured ROF | calculated ROF
Fig. 7.3 15 %15 115 0.969 0.976 £ 0.009
Fig. 74 20 x 20 100 1.013 1.007 &= 0.009

With component module BLOCK, BEAM is also capable of calculating ROFs

for a cutout with multiple-openings.
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| egular cutout in a 20X20 applicator

—

Figure 7.4: Irregular cutout 2. Everything is the same as in Example 1 except that the
applicator is 20X 20 cm? and SSD = 100 cm. The opening edge is again closely approximated
by using 14 straight lines.
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This study shows that Monte Carlo methods can be applied in electron-beam ROF
calculations for clinical treatment planning. The calculated applicator factors agree
with measurements within 2% for a Siemens MD2 accelerator and 1.5% for a Varian
Clinac 2100C. Similar agreement is also found for the gap factors for an MD2 linac.
All calculated cutout factors, including those for square, circular, rectangular and
even irregular cutouts, agree with measurements within 1%. This agreement is better
than the clinical tolerance which is usually about 3%. The statistical uncertainty for

the calculations is around 1%.

Monte Carlo methods are simple to use in ROF calculations once the initial ac-
celerator simulation is done. All ROF's, including applicator factors, gap factors and
cutout factors are calculated in very similar ways. No special consideration is given to
a specific ROF except component module BLOCK must be used in the calculations
for irregular cutouts to define the desired arbitrary openings. This is a big advantage
over other algorithms which usually are complicated and need a lot of measurement

data and are usually designed for a specific kind of ROF calculation.

The study also shows that Monte Carlo methods are not only practical and ac-
curate in clinical applications, but also help to understand the related physics which
is difficult or even impossible to sort out by experiments. One of the useful features
is that Monte Carlo can catalogue the particles into different components based on
their history, such as direct, scattered electrons and contaminant photon, so that one
can understand how the collimation system affects the beam outputs. This feature is
used very often in the study of cutout factors. Also by using this feature, the reason
why gap factors for large fields and high energy beams are larger than the inverse-
square law prediction is found to be that the scattered component contributes more
to the total output with a larger air gap. Another advantage is that one can set up
the simulation either in vacuum or in the air so that one can obtair a clear idea how
important the air scattering is for electron-beam outputs. The study of blocking and

outscattering effects of air gaps and hence why electron-beam output does not follow
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the inverse-square law for small fields has used this feature of BEAM, an EGS4 user
code. The blocking and outscattering effects in small fields not only quantitatively
explain the smaller gap factors than the inverse-square law predicts, but also quanti-

tatively explain why applicator factors are so sensitive to the photon-jaw setting.

Stopping-power ratio for both mono-energetic and realistic-clinical beams can
be calculated using Monte Carlo methods. SPRRZ, another EGS4 user-code de-
signed for this specific task, is used, together with BEAM, for the calculations of
stopping-power ratios for MD2 and Clinac 2100C accelerators. This study shows
that the stopping-power ratio is a function of field size. It also varies with acceler-
ator. Although the error from using broad-beam stopping-power ratio data which
are recommended by TG-21 and TG-25 in ROF measurements using an ion-chamber,
can be up to one-half percent and the error from using stopping-power ratio data
for mono-energetic beams can be up to 0.7%, the overall error from using TG-21 or
TG-25 data is less than 0.4% since the above two specific errors cancel each other,
however, if dmax shifts are ignored for small beams, ROFs are overestimated by up
to 3% due to the difference in stopping-power ratio values at different depths. This
stopping-power ratio correction is needed for small beam ROF measurements if an

ion-chamber is used.

All Monte Carlo calculations are done on a single Pentium Pro 200 MHz PC which
takes about 6 hours of CPU time for an accelerator simulation and an additional 1-2
hours for each ROF. With the continuing rapid growth in computer power, Monte

Carlo methods can be used for ROF calculations in clinics.
Future work

This study has accomplished the first step for the application of Monte Carlo
methods in clinical-treatment planning, i.e., accurately calculating ROF's for arbitrary
fields. To implement Monte Carlo methods in clinical treatment planning, there is
still a lot to be done.
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Although it has been shown that ROF's can be calculated accurately for MD2 and
Clinac 2100C accelerators using BEAM and the Monte Carlo calculated profiles of
beams at different depths can be flattened to match the measured profiles by using
a divergent electron source incident on the exit window, more details of the source
geometry need to be studied further to give a general model of source type for different

accelerators.

BEAM code is a big Monte Carlo program package. People need a lot of time and
practice to get familiar with it. Even for BEAM experts, it is still time consuming
to set up an accelerator with BEAM and mistakes are common in simulations. A
possible solution would be that BE AM be commercialized and accelerator manufac-
turers provide the standard accelerator setups with BEAM. In this way, Monte Carlo

techniques can be properly and efficiently applied in clinical treatment planning.



Appendix A: Input Files for

Simulations

During the study, many input files are used in the Monte Carlo simulations for various
purposes. For each model of accelerator, since many field sizes are applied clinically,
there are about 5 different applicators and jaws settings and about 5 different energies
to simulate. The number of the input files thus is very large for all the studies involved
in this thesis.

As explained in Chapter 2, BEAM simulations for this study are usually di-
vided into 2 steps, accelerator and phantom simulations, to save CPU time. Due to
the requirement by the accelerator manufacturers that the mechanical data on the
accelerator be kept confidential, the input files for the accelerator simulations are
not included in this thesis. However, an example for the phantom part is given in

Section A.1.3.

Although BEAM is used most often in this study, other £FGS4 user-codes, such
as SPRRZ, which is for stopping-power ratio calculations, DOSRZ, which is for
dose distribution calculations in phantoms, are also used. An example of an input
file for SPRRZ is also given in Section A.2.

For the meaning of each line in a BEAM input file, one should refer to the “BEAM

Users Manual”®0.
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A.1 BFEAM simulations

A.1.1 Component module tests

After a component module is written, many test runs must be done to test its reliabil-
ity and capability. To do such tests, an accelerator with this single component module
of interest is built. The detailed geometry is in the input file for the simulation run.
Many of these tests are to test the behavior of the CM under extreme conditions. In
this section, the input file for the Canadian flag in Fig. 2.6 (page 28) is presented as
an example of input files for CM tests. This input file is not for extreme-condition
test, but just to show how wonderful this CM is.

block test: 12 MeV, Maple Leaf field
AIR700ICRU
4 0, 0, 2, 0, IWATCH,ISTORE,IRESTART,etc

100., 87, 23, 500.0, 0, 0, O, NCASE, etc

-1, 6, 0.0, 0.0, 4.0, 2.03, rectangular source.

0, MONCEN

12.00000, BEAM ENERGY-monoenergetic

0.0, 5.0, 0.70, 0.010, O, 1, 2.0, O, ESTEPE,SMAX,ECUTIN,etc
0, 0, 0, 0, 0, IFORCE,NFMIN,etc

1, 1, NSC_PLANES, IPLANE_to_CM

5, 1, NSC_ZONES ,MZONE_TYPE

0.70700, 1.0, 1.2250, 5.0, 7.07100, RSCORE_ZONE

0, ITDOSE_OFF

0.00000, Front of first CM with air
Is*g*******************************************

maple leaf-shaped cutout
1.0, 4.0, 6666.0

12, 12 sub-regions

4, 4 defining points in sub-regionil

-0.12, -1.6, X,y of point 1 in sub-regionl
0.12, -1.6, X,y of point 2 in sub-regionl
0.12, -0.8, x,y of point 3 in sub-regioni
-0.12, -0.8, X,y of point 4 in sub-regionl
3, 3 defining points in sub-region2

0.12, -0.8, X,y of point 1 in sub-region2
1.0, -1.0, X,y of point 2 in sub-region2
0.8, -0.7, x,y of point 3 in sub-region2

3, 3 points in sub-region3

0.8, -0.7, of point 1 in sub-region3

1.7, 0.0,

1.5, 0.1, end of sub-region3

6, 6 points in sub-region4

0.12, -0.8,
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0.8, -0.7,
1.5, 0.1,
1.6, 0.75,
1.1, 0.6,
0.5, 0.3,
3, 3
0.5, 0.3,
1.1, 0.6,
0.9, 0.85,
4, 4
0.5, 0.3,
0.65, 1.3,
0.3, 1.2,
0.12, -0.8,
5, 5
0.0, 1.8,
0.3, 1.2,
0.12, -0.8,
-0.12, -0.8
-0.3,71.2,
4, 4
-0.3, 1.2,
-0.12, -0.8
-0.5,'0.3,
-0.65, 1.3,
3, 3
-0.5, 0.3,
-1.1, 0.6,
-0.9, 0.85,
6, 6
-1.1, 0.6,
-0.5, 0.3,
-0.12, -0.8
-0.8, -0.7,
-1.5. 0.1,
-1.6, 0.75,
3, 3
-1.7, 0.0,
-0.8, -0.7,
-1.5, 0.1,
3, 3
-1.0, -1.0,
-0.8, -0.7.
-0.12, -0.8
2.0, 2.02,
10.0, 12.0,
11.5, 12.0,
AIR700ICRU
.0, 0.0, 3
MILDSTEEL70
& ¥k ok o ok ok ke ko k ok

end
points in

end
points in

end
points in

end
points in

-

end
points in

end
points in

end
points in

end
points in

end

[

N =N

W v o~
o O~

0
*

.0, =2.02,

of sub-region4
sub-regionb

of sub-region5
sub-region6

of sub-region6
sub-region7

of sub-region?
sub-region8

of sub-region8
sub-region9

of sub-region9
sub-regionlO

of sub-regionlO
sub-regionll

of sub-regionll
sub-regionl2

of sub-regioni2.

e ok A ok o 3k ok K K ek ok o ok K Rk ok ok ok ok ok dkeok kok ke ke e ke ke ke ok

Xpmax,ypmax,Xnmax,ynmax
ecut, pcut, dose-zone, ir-to-bit for top air
ecut, pcut, dose-zone, ir-to-bit for opening and outs
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A.1.2 Accelerator simulations

Most of this study concerns a Siemens MD2 linear accelerator. This accelerator has
an electron-beam energy range from 6 to 13 MeV. For higher energies, a Siemens KD2,
which has electron-beam energy up to 20 MeV, is simulated. The major geometry
difference between these two accelerators is that the secondary scattering foil for
an MD2 has 2 steps while the KD2 has 3. However, the CMs used for these two
accelerators are the same, and thus the files for the accelerator building are the same

for these two accelerators.

In this section, only the files to build the accelerators are presented. The input files
for the simulations which contains detailed mechanical structures are not included for

the reason mentioned at the beginning of this appendix.

The following is the file to build an MD2 accelerator in which the CMs in the MD2

accelerator are set up in the order from the exit window to the end of applicator:

CM names: CONESTAK F

mes L LT CHAMBER
Identifiers: FOIL COL

ATET JAW
FOIL MONITOR MAINJ

U
la”)

S BLOCK
AW 3

The last two BLOCK are used to simulate the scrapers with rounded corners in
the applicator.

In this thesis work, an M D2 accelerator with a circular applicator is also simulated.
The file for the accelerator building is different than the one for square applicators.

The following is an example of the files for a circular applicator.

CM names: CONESTAK FLATFILT CHAMBER JAWS APPLI?A APP

T_CIRC
Identifiers: FOIL COLFOIL MONITOR MAINJAWS APP1 CIRCLE

CLINAC 2100C is a Varian linear accelerator. This machine is also used in the

ROF study, and for the comparison of stopping-power ratios for realistic beams. The

CMs file for this accelerator is following:

LABS APPLICAT

CM names: CONESTAK CHAM
S I0 WIN APPLICAT

Tdentifiers: XSFOIL

=
=
=
e
S
N
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A.1.3 Phantom simulations

Although the geometry for a phantom simulation is simple, it is also required to build
an accelerator before any simulation. The accelerator which is actually a phantom
must include a CM of CHAMBER. CHAM BER has the ability to calculate dose
deposited along the central axis in a phantom. The file for the accelerator building

for a phantom simulation is like following: °

CM names: APPLICAT CHAMBER
Identifiers: CROBAND PHANTOM

APPLICAT is used to simulate the last scraper or the cutout above the phantom.
The following is an example of input files for a phantom simulation. It is for a 2 x 2

cm? cutout for an 11 MeV beam.

last appli. + dose in phantom, 10x10, 2x2 cutout, 1iMeV of e- from MD

AIR7Q0ICRU

0, O, O, , 0, O, O, IWATCH,ISTORE,IRESTART,etc
20490724., 33, 97, 200.0, O, 1, O, NCASE, etc
-1, 21, 12.0, 1.0, 0.0, 0.000000, IQIN ISOURCE etc
/usr/people/gzhang/egs4/BEAM_MD/phsp/10_11Mup.egs4phspl
0.04, 0.0, 0.70, 0.010, O, 2, 2.0, O, ESTEPE,etc
0, 0, 0, 0, O, IFORCE,NFMIN,etc

1, 1, scoring plane between thin air and phantom
5,1

2.8868, 4.0825, 5.0, 15.0, 17.0

1, ITDOSE_ON

2, 0

1

i1,13,14,15,16,17,18,19

11

13,14

15,16,17,18,19

13,14,15,16,17,18,19

0.00000, Front of first CM with air

sxkkkkkkkkkkkkstart of CM APPLICAT CUTOUT,  skskskokkdkakskkskkk
16.00000, Outer boundary

cutout, cerrobend

9.99, zback

1, 1, # of layers, ishape(l for rectangular opening)
8.70, 1.27, 0.95, 0.95, 7.30, 7.30, 0O, 19

0.0, 0. Q, 27 21

CERROBEND700
kkkkkkkkkkkkkkStart of CM CHAMBER PHANTOM sk skdokskdkkikkkkk

25.00000, Outer boundary
depth dose in phantom
14 .98, zmin
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3 b

A.2 SPRRZ simulations

In Chapter 5, the study of stopping-power ratio corrections to ROFs for small fields is
presented. Many stopping-power ratios are calculated for realistic and monoenergetic
beams using Monte Carlo method. The code used for this purpose is SPRRZ. Here

is an example of an input file for this code:

kd1020_2:nominal 20 MeV KD2 beam,2x2 on 10x10 phsp,

0, 0, 0, O, iwatch,istore,irstrt,idat,

8036680.0, 97, 33, 240.0, 0, ncase,ixx, jxx,timmax
0, slabs of equal thickness

0.0, zplane—-start of first slab

28, 0.3600, 28 slab in this group with thickness of .360cm
0, 0.0, end of slab-groups

3, # of cylindrical radii

0.5, radius

1.0,

5.0,

2, # of media,order:primary wall, cavity,the rest
H20521ICRU

ATR521ICRU

i, 1, 0,

0, 0, 0, end of material info

2, 21, 0, 0.0, 0.0, 0.0
/usr/people/gzhang/egs4/BEAM_appli/phsp/kd1020_2.egs4phspl
0.0, 0.0, 0, 0

0.0, 0.0, 0.0

0, 0, 0

0, 0, 0, 0, 0.0

It is for a 2 x 2 cm? cutout for a 20 MeV KD2 beam.
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The following input file is for a stopping-power ratio calculation for a nominal 20
MeV monoenergetic beam. The energy of the beam is the mean energy of a nominal
20 MeV KD2 beam of 10 x 10 cm? field.
mo20kd:nominal 20MeV mono-energetic for kd2,field diameter 2 to 10 cm,

0, 0, 0, 0O, iwatch,istore,irstrt,idat,
1000000.0, 97, 33, 240.0, O, ncase,ixx,jxx,timmax

o, slabs of equal thickness

0.0, zplane--start of first slab

28, 0.360, 28 slab in this group with thickness of .36cm
0, 0.0, end of slab-groups

5, # of cylindrical radii

1.0, radius

1.5,

2.0,

2.5,

5.0,

2, # of media,order:primary wall, cavity,the rest
H20521ICRU

%IR?218€RU

0, 0, 0, end of material info

61, 4, 0.5, 0.0, 0.0, 0.0

17.84

0.0, 0.0, 0, 0

0.0, 0.0, 0.0

0, 0, 0

0, 0, 0, 0, 0.0



Appendix B: Other Useful Figures

In the previous chapters, many figures are presented. These figures are just parts
of the whole study. In this appendix, more figures are presented which may be of

interest.
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Figure B.2: Comparison of calculated and measured % depth dose curves for 9 MeV

beams with open applicators for an MD2 accelerator.
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Figure B.4: Comparison of calculated and measured % depth dose curves for 13 MeV

beams with open applicators for an MD2 accelerator.



Appendix B 122

100
80 |
60
40
20 |

% dose

% dose

00 | o calculated
— measured

0 PUNPWDU TN
0 2 4 6 O 2 4 6 8 10

depth in water / cm depth in water / cm

10x10 applicator ™\ ;

Lasassaasal 1 1 s

Figure B.5: Comparison of calculated and measured % depth dose curves for Clinac
2100C beams for a 10 x 10 cm? open applicator.
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B.2 ROF figures
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Figure B.6: Applicator factors for 15 MeV Clinac 2100C beams. Both calculated and
measured ROFs are normalized to the output for 10 x 10 cm? beam. Calculations
and measurements agree within 1.5%. The measured data in this figure are from
Rock Mackie of the University of Wisconsin, Madison.
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B.3 SPR figures
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Figure B.7: Stopping-power ratio versus depth for mono-energetic nominal 20 MeV
beams. The mean energy of a 20 MeV KD2 beam at SSD = 100 cm within the field
defined by a 10 x 10 cm? applicator, which is 17.84 MeV, is used for the stopping-

power ratio calculation for this figure so that the results can be compared with the

stopping-power ratio values for realistic 20 MeV KD2 beams.
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Figure B.8: Stopping-power ratio versus depth for realistic 20 MeV KD2 beams. The

stopping-power ratio versus depth for broad mono-energetic beams, for which the

same mean energy is used, are compared with the values for the realistic beams. Due

to too few trials or number of histories, the statistical uncertainty of the calculations

is not so good that the curves for small fields are mixed together and are not smooth.
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Figure B.9: Stopping-power ratio versus depth for mono-energetic 18 MeV Clinac
2100C beams. The mean energy of a 18 MeV Clinac 2100C beam at SSD = 100 cm
within the field defined by a 10 x 10 cm? applicator, which is 17.72 MeV, is used

for the stopping-power ratio calculation for this figure so that the results can be

compared with the stopping-power ratio values for realistic 18 MeV Clinac 2100C

beams.
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Figure B.10: Stopping-power ratio versus depth for realistic 18 MeV Clinac 2100C
beams. The stopping-power ratio versus depth for broad mono-energetic beams, for
which the same mean energy is used, are compared with the values for the realistic
beams. Due to too few trials or number of histories, the statistical uncertainty of the

calculations is not so good that the curves are not smooth.
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B.4 Other figures

g VT JI:—‘:}:}—‘,:T
x
g ¥ -
S 0.6  4x4 cutout on 10x10 applicator ™| KD2 3
% 0.4 —— scattered x 33 l_ 20 MeV
® 0.2} —-—- direct electrons | _
0.0 E —— e T
o EIIIIIIII I T
co08f TR L
2 06t  10x10 open applicator T
o
= 04 F |
3 e —— scattered x 75 |
€02 . ——- direct electrons — :
00 B L B o]
0 1 2 3 4 5 5

X position / cm

Figure B.11: Relative fluence for KD2 20 MeV beams. The bin width varies so that
the area of each bin of a square ring is the same. Relatively more scattered electrons

are found in the 4 x 4 cm? field.
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