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"Expotition [sic] to the North Pole"' 

As soon as he had hished his lunch Christopher 
Robin whispereci to Rabbit, and Rabbit said, "Yes, 
yes, of course, and they waiked a little way up the 
stream together. 

"1 didn't want the others to hear," said 
Christopher Robin. 

"Quite so," said Rabbit, looking important. 
"It's - 1 wondered - It's only - Rabbit, 1 

suppose yoti don't know, What does the North Pole 
look like," 

"Well," said Rabbit, stroking his whiskers. 
"Now you're asking me." 

"1 did know once, only I've sort of forgotten," 
said Christopher Robin carelessly. 

"It's a funny thing," said Rabbit, "but I've 
sort of forgotten too, although 1 did know otice." 

(A. A. Milne, 1926, p. 122) 

'Taken fiom the title of Chap ter VIIi in Winnie the Pooh (1926) p. 111. 



"Expotition [sic] to the North Pole": 
The ?O* Cent- Search for Mind 

Master of Arts  
Graduate Department of Theory and Policy Studies in Education 

The Ontario Institute for Studies in Education of 
The University of Toronto 

Margo Hamie 

ABSTRACT 

Functionalism, in one fom or another, is widely accepted in philosophy and cognitive 

science as an account of the relationship between mental states and brain states. This 

thesis clairns, however, that the functionalist mode1 of mind is unstable and attempts 

to demonstrate how it consistently "falls back on" earlier theories (e.g., eliminativist 

behaviourism, identity theory) whose problems it was designed to overcome. The 

work of Robert VanGulick, Daniel Dennett, and Fred Dretske is examined in order to 

show how each of these hctionalist philosophers takes their representationalist 

explanation of intentional mental states (e.g., beliefs and desires) and uses it to 

develop an account of subjective consciousness. The thesis condudes that 

representational models which are based on the huictionalist's tri-1evel account of 
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Chapter 1 

The 2 0 ~  Century Search for Mind 

In a (not so recent) issue of Madean's Magazine2 it was reported that a psychologist at 

McMaster University was in possession of a substantial portion of Einstein's brain. This 

psychologist was entnisted with a segment of the brain in J d y  1996 by 84-year-old New 

Jersey pathologist h. Thomas Harvey. Dr. Harvey removed Einstein's brah (without 

permission) in 1955 and was so intent on keeping it, that he later lost his job at Princeton 

rather than tum over the specirnen. 

What information is this fragment of the physical universe likely to provide us with 

when it cornes to understanding how mind and brain interact? Perhaps there will be some 

interosting neurophysiological hdings that will corne to light based on the relation 

between the particular brain matter in question and the indisputably impressive mental 

feats of the individual who once was responsible for getting it from one location to the 

next. But perhaps not Exactly what c m  Einstein's brain (now entirely inert) teil us about 

the marvels of his mit~d?~ 

Thomas Nagel maintains that the history of philosophy of mind during the past f&y 

years can be characttrized as an ongoing dispute between those who hold that mental 

phenornena and brain states are one and the same thing and those who maintain that no 

* See the artide entitled "D*secting his geniw," p. 12 in the October 20h 1997 issue of Maclcmts Mngminc. 

An artide entitled "Decoded in Canada: Einstein's braine" stated that there io "convincing evidence that the 
anatomy of Einstein's brain rnay have been as unusual as his htellect" (The Globe and Mail, June 18,1999 p. Al). 
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convindg proof that they are (one and the same thing) has yet been given. Nagel writes: 

"If there redy  are mental phenomena, they must be either identical or nonidentical with 

physical phenomena. If dualism is to be avoided, and if behavioucism is not a viable way 

of avoiding it, one seems to be thrown into the anns of neural identity theory" (Nagel, 

1995, p. 82). But this is going too fast. It is important to consider some of the "isms" 

mentioned above a little more dosely in order to understand how each of various 

successive models of mind introduced during the last cenhiry was a reaction to the faiüngs 

of the one whidi preceded it. 

John Searle daims that what is shlkllig about mainstream philosophy of mind during 

the past fifty years is how much of it seems "obviously false" (Searle, 1992, p. 3). Indeed, 

there doesn't r e d y  seem to be any conclusive explmation as to how our thoughts and 

feelings and consaous selves appear to issue effortlessly from the pinicish-grey mass of 

nervous tissue that rests comlortably inside each of our body  protective skds .  Have we 

made any progress when it cornes to understanding how human brains generate human 

thoughts or have we, as Hilary Putnam puts it,simply fallen in to the philosopher's typical 

"pattern of 'recoil"' (Putnam, 1994, pp. 445-6) in which we ignore the degree to which 

problems inherent in previous models of mind remain largely unsolved in the "solutions" 

that were designed to overcome hem? 

1.1 The Persistence of (and Problems Inherwit in) the Cartesian Mode1 of Mind 

Although it seemed reasonable to Descartes that a person could best be understood as a 

physical body and an imrnaterial mind/soui, the need to rejed any kind of dualist version 

of how mind and body interact has (with a few exceptions) acted as a central motivating 
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force behind the various materialist models of mind which have been dominant since the 

beginning of the 20'" cenhuy. In fact, much of contemporary philosophy of mind appears 

to be motivated by what Searle refers to as a "terror of falling into Cartesian dualism" 

(Searle, 1992, p. 13). One of the most effective weapons which can be used against a given 

model of mind is the accusation that the theory in question is based on some sort of 

Cartesian, or dualist, division. Note also - and this is very interesthg and relevant to the 

discussion of how vanous explanations of mind-brain evolved - that more than one of a 

group of quite diverse materialist accounts c m  be taken apart to reveal Cartesian 

tendencies. [ndeed, that "spook shiff," as Daniel Dennett refers to it, seems to have a 

certain staying power! 

What is it about the dualist's description of a person as consisting of two substances 

- a physical body and a non-physical mind - that has so repelled the majority of 

philosophers of muid during UUs cenhiry? There are several interrelated problems 

inherent in the view. To begin with, it is difficult to understand what exactly an immaterial 

substance might be and how it rnight behave in an ohenvise material universe. In 

addition, there is the question of causation. If the common intuition that our thoughts have 

causal efficacy in relation to our actions and behaviour is m e ,  how exactly do these 

physicai and non-physical substances interact? No one has yet corne up with a dear 

and/or believable answer to UUs question. 

' For example, Bechtel(1988) notes the simiiarity between substance duaiism and eliminative materialism, p. 102; 
and equates property dudîsm and token identity theory, p. 210. Daniel Dennett refen to most, if not au, versions 
of materialism other than his own as Cartesian materialism. Likew ise, the various versions of functionalism which 
have evolved from token identity theory o f b  run up against the critichm that the very abstrad descriptions of 
mind they promote take them in the direction of a dualistic model of mind-brain interaction. 
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To avoid the puzzling problem of substance interaction, it has sometimes been 

suggested that mind and body might run in pardel (Le., with no causation between the 

two) or that they interact only partially (i.e., the material substance can cause an 

immaterial thought but not vice versa)? But neither form of parallelism is particularly 

effective in providing any kind of intuitively acceptable answ:?r as to how (if we are 

comprised of two separate substances) rnind and body work together so well as one. To 

daim that our beliefs and desires don? exist, or to imply that they are not causally 

connected to our actions, does "violence to our conviction that mentai conditions are 

effective in human behaviour" (Campbell, 1984, p. 57). 

Dualism, therefore, remains unacceptable to the vast majority of those who 

undertake to explore the connection between mind and brain. Defining persons in terms 

of two separate substances invariably leads to insoluble problems for the philosopher of 

mind. Whether it is objected to in terms of metaphysicd extravagance6 or as presenting the 

problem of overdetermïnation7 in relation to causation of behaviour, dualism appears to 

postdate one too many items. 

' This form of parai leh  - in which brah events are seen to cause thoughts, but thoughts themeives are causally 
inefficadous - is ceferreci to as epiphenomenalism. Epiphenomenaiism, which provides a major challenge to 
nonreductive materialist accounts of mind, will be disnissed in more detail in the chapters which failow. 

fi Bechtei (1988, p. 88) describes how duahm (whether the substance or pmperty variety) violates the pruiciple 
of Occmn's rmr - i.e., it postdates problematic and mecessary entities. 

' ~ h e  tenn owrdetmination Rkcs to the fa& that in an explanation of c a w  and effect, an effecannot have two 
separate and independent causes (which, with dualism, seems to be the case), See Guttenplan, 1995, p. 85. 
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1.2 The Behaviourist Solution 

Behaviourism de& with the problein of overdetermination quite easily. It simply 

eliminates any reference to one of the items - Le., the mind. During the early decades of 

the twentieth century, psychological behaviourism emerged as a reaction to the approach 

of psychologists such as James and Titchner who proposed that consciousness was the 

rightful subject matter of psychology and who maintained that introspection was the 

correct methodology for its study. In contrast, J. B. Watson claimed that since psychology 

was a science, it should concem itself only with what was observable and objective (e.g., 

behaviour) (Kim, 1996, p. 25). To focus on consciousness, according to Watson, was to 

retum "to the anuent days of superstition and magic" (Byrne, 1995, p. 134). The 

development of psychological behaviourism as an empincal research program was based, 

therefore, on the rejection of any reference to the mind and/or mental states. 

Philosophical behaviourism, which developed alongside psychological 

behaviourism, is generally described as less eliminativist with respect to mental 

phenomena. For example, analytical, or logical, behaviourism was not as much concerned 

with denying the existence of mental states as it was with using the correct language to 

translate psychological concepts into physical concepts so that a given statement could be 

verified in the correct scientific fashion. The influence of logical positivism, from which 

analytical behaviourism evolved, can be seen in the behaviourist's insistence that 

statements that d e r  to mental phenomena (e.g., beliefs) must be translated into 

statements whkh contain terms that refer to observable physical states or occurrences. For 

example, a behaviourist would need to translate a given agent's belief that it will rain into 

the same agent's behaviour (or behavioural disposition) with respect to umbrellas or open 
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windows, and so on. Although most descriptions of the developrnent of behaviourist 

thought make a point of distinguishing between the psychological and philosophical 

varieties, when it cornes to denying that our thoughts have causal efficacy, their approach 

is one and the same. The behaviourist, whether a full-fledged eliminativist or not, must 

describe the causation of behaviour in purely physical terms, making no reference (at au) 

to mental states. 

Behaviourism banished the rnind in order to eliminate the need for an explanation 

of unscientific entities such as beliefs and desires which appeared to be inaccessible and 

unverifiable. According to the behaviourist, mental states are merely abstractions. They 

cannot be postulated as the causes of behaviour because, as explained above, this view 

leads in the direction of a poten tially dualistic situation. Behaviourism, then, was intended 

to dispense with the insoluble problems that Cartesian models of muid invanably 

generate. The behaviourist account, however, is not immune to several tenacious problems 

of its own. 

To begin with, the behaviouist's attempt to translate mental phenomena such as 

beliefs and desires using terms which refer (only) to physical behaviour(s) nuis into the 

imrnediate problem that any explanation of behaviour is entirely open-ended. For 

example, my belief that it is 10:OO p.m. could result in any number of behaviours (or in no 

behaviour at all). Secondly, in describing mental states in terms of behaviour and/or 

dispositions to behave, it is extremely difficult to elirninate ail reference to mental gohgs- 

on. For example, it is almost impossible to give an andysis of a belief without making 

reference to a desire, and vice versa (Searle, 1992, p. 34 and Kim, 1996, p. 34). 
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Another serious problem for the behaviourist mode1 has to do with the issue of 

mental phenornena such as particular sensations (e.g. pain) which cannot be adequately 

desaibed as behaviour or dispositions to behave. For example, to describe pain as the 

disposition to behave in a pain-behaving way (e.g., wincing, uying out, taking an aspirin, 

etc.) leaves out the essence of what, in fact, you are trying to get at -Le., your first-person 

experience of discornfort. 

The behaviourist approach, then, was successful in banishing Cartesian womes, but 

it came with its own set of problems. In particular, there is something about the 

behaviourist approadi that is highly unintuitive. It just seems incomprehensible that our 

complex reactions to, and understandings of, the world might arise froom nothing and no 

place at all. 

1.3 The PhysicalisYs Reaction: MM-Brain Identity Theory 

During the 1950s, the problems inherent in logical behaviourism became more widely 

acknowledged, and a new theory - the identity theory - began to gain ground as a result 

of work published by U. T. Place and J. J. C. Smart. Proponents of the identity theory were 

c o d t t e d  to the proposal that mental States exist and that any given mental state is 

reducible to a specific brah state (e.g., pain is entirely reducible to the fuing of C-fibres in 

the brain)? 

Place was happy enough with the phiiosophid behaviourish explanation of most mental events as behaviour 
and/or dispositions to behave, but daimed that t h e  remaineci muintractable residue" of mental concepts having 
to do with sensation and cozlscious expefience whose explanation would require reference to inner processes in 
the brain- (Place, 1956/62, p. 101). 
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Identity Uleory does seem to make much better intuitive sense than does 

behaviourism's denial of mental events. It is easier to understand my desire to answer the 

door when 1 hear the doorbell ring as being the result of some set of brain events than it 

is to understand the behaviourist's somewhat awkward version in which 1, for no 

mentally-related reason at all, walk, or feel disposed to walk, towards the door. In 

addition, the reductionist approach to mind is compatible with the generai direction that 

scientific discoveries are supposed take. Saence, after all, is in the business of reducing the 

mysterious to the physical (e.g., heat to molecular actwity, Iight to elechomagnetic 

radiation, etc.). Like dualism and behaviourism, however, identity theory arrived with its 

own set of contentious issues. 

Critics typically base their objections to strict reduction on Leibniz's Law which 

states that: 

if X is identical with Y, X and Y share ail their properties in common so that for any 
property P, either both X and Y have P or both la& it? 

For example, if it is tme that your belief has intentional content (i.e., it is about sornething), 

then it must be tnie that the brain event to which it reduces, also has the property of 

intentionality. The property of "aboutness," however, does not seem an appropnate one 

for brain states. 

Smart defended the identity theory against the Leiniz's Law criticism by claiming 

that it is simply an issue of linguistic use that makes it seem that we attribute different 

For more detaiis, see Kim's (1996) dixussion of "indiscemibility of identicais," pp. 57-58. 
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properties to mental states and brain statedO 0th- defenders of the theory claimed that 

Leibniz's Law is not applicable to the type of identity (i.e., cross-category) in question. In 

general, however, most philosophers have interpreted the identity theory as requiring 

strict identity between mind and brain and have found this identity relation to be 

problema tic." 

Another problem spawned by the requirement of strict identity between mental 

states and brain states is the fact that entities with neurophysiologies different than our 

own (of which there are plenty) must be denied mentality. They can't have pains and fears 

unless the brains states that accompany these mental states are identical to the brain states 

to which our own pains and fears reduce.I2 

1.4 Options for Those Who Reject the Identity Theory 

Assuming that the human-chauvinistic stipulation described above is unacceptable, we 

are left with, at best, a contingent identity relation between our thoughts and behaviour 

and the neurophysiological events which take place in the brain. What's worse is that, in 

rejecting shict  identity, we seem to be right back in the clutches of Cartesian worries. If 

mental states aren't exactly brain states, then what are they? 

'O Accordhg to Srnart, "topic neutral" tenninology can be twd to solve the problem. For example, the experience 
of seing a yellow-orange afterimage is ta be described as "an event going on in me that is like the event that goes 
on in me when 1 see an orange" (Searle 1992, p. 37). Topic-neutd vocabulary, however, is just as aw kward as the 
behaviowist's description of mental events as behaviour and/or dispositions to behave. 

" Sad  Kripke maintains that the te- to be identifieci rnust be ngid designators (i.e., all identity claims are 
necessary and not contingent) and that, therefore, mental states cannot be identical to physical brain states since 
it is not possible to determine the type of necessary conditions required in order to make the daim @echtel1988, 
p. 99). 

Note that this same problem of human diauvinisrn shows up again in relation to some f o m  of functionalism, 
a mode1 of mind designeci to eliminate the ermrs of identity theory. 



10 

Generally speaking, there are two choices when it cornes to responduig to the 

problems of strict reduction. The first option is to eliminate haif of the problem by 

dass-g mental states as unreal, or illusory. The second option is to weaken the 

reduction requirement to terms which are less strict. 

Philosophers such as Richard Rorty, and (more recently) Paul and Pahicia 

Churchland, maintain that mental states are, in fact, radicaily different from brain states 

and that they, therefore, cannot be reduced to physical brain states. They maintain that, 

since the everyday (or fok-psychological) tenninology used in the description of mind is 

irrelevant when it cornes io a discussion of the workings of physical processes, reference 

to this tenninology should be eliminated from any serious theory of mind. A similarity of 

approadi between eliminative materialism and eliminative behaviowm can be seen here. 

In both cases, the folk-psychological terminology used in the discussion of beliefs and 

desires is said to have no place in materialist models which entai1 descriptions of physical 

behaviour and/or firings of neurons. As with behaviourism, however, the suggestion that 

our mental states are non-existent is highly nonintuitive. 

There is an interesthg point to make in reference to eliminative materialism. With 

the daim that mental events are radically different from brain events, the eliminativist 

appears to be, in some sense, acknowledging the Cartesian point of view in which the 

mind is said to be entireiy distinct from brain. In other words, the insistence on the 

"elimination" of mind can be seen to imply that mental states - whatever they might, in 

fact, be - are entirely separate from the physical world. 

For those who are skeptical that research wiil reveal a strict identity between mental 

and physical phenornena, but who refuse to accept the eliminativist stance with respect 
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to muid, there is a second way of responding to the problem. This is to promote a weaker 

version of identity theory which is referred to as token identity theory. Rather than 

claiming that there is one, and only one, type of brain state for each type of mental state, 

the token identity theorist daims that every instance, or token, of a mental state is identical 

with an instance, or token, of a b o d y  state, of some type or another (Rosenthal, 1995, p. 

350). This adaiowledgment of the multiple realizability of mental states allows organisms 

which are physiologically (and so on) dissimilar to ourselves to have the same (though 

numerically different) men ta1 states. It also allows for the possibility that dissimilar 

(combinations of) brain states are responsible for similar mental states in different (or even 

the same) hurnan individuals. 

Although token identity seerns somehow more reasonable than the strict reduction 

of mind to brain, it is faced with the problem of explaining exactly how it is that a given 

set of mental and physical tokens might relate. Token identity theories often seem to lead 

to a form of property dualism in whidi the same event is described in ternis of both its 

mental and physical properties.13 In order to solve this problem, token identity theory 

needs some kind of believable explanation of how mental events relate to the 

corresponding physical event(s) taking place in the brain. The rnost widely accepted 

explanation of this relationship is the notion of siipenimioice which refers to a fonn of 

nonreductive materialkm in which mental sta tes supewene on -are reaiized by - physical 

brain states while not being redun3le to these states (Guttenplan, 1995, p. 94). 

13 Davidson's momalous monim - which daims that the same event has both physicai and mentai properties - 
is sometimes given as an example of token identity theory which promotes a forrn of property dualism (see 
Bechtel1988, p+ 1W and Guttenplan, 1995, p. 92). 



12 

Token identity theory makes the claim, then, that there can be two different, but 

legitimate, accounts of the cognitive processes that take place in the brai .  -one which uses 

strictly neurophysiological vocabulaty, and one which uses mentalistic terminology. But, 

as mentioned above, defining the relationship between mental events and brah events 

remains problematic. To avoid the unsettling proposition that mental states are 

epiphenomenal (i.e., that your beiiefs, for example, play no causal role in the production 

of your behaviour), some way of understanding and/or categormg mental phenornena 

and their relationship to physical brah states is needed. It is widely accepted by the 

majority of those involved in the philosophy of rnind today that one or another f o m  of 

finctionalism best answers thk need. 

1.5 The Functionalist Description of Mind 

Functionalism is often described as an intermediate position between philosophical 

behaviourism and identity theory in the sense that it provides a middle ground on which 

to resolve the problems spawned by behaviourism on one side and redudionism on the 

other. The distinguishing feahw of hctionalism is the daim that mental events are to be 

defined according to the function they perfonn within a given causal system. The 

behaviourist maintains that mental events are to be desaibed in terms of behaviour (or 

dispositions to behave); the identity theorist daims that a mental event can be reduced to 

a neural event; the functionalist daims that a mental event is to be defined according to 

the causal/functional role it plays in the process of tansforming input (i.e., sensory input 

and/or another mental state) to output (i.e, another mental state and/or behaviour). 
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While the behaviourist account aiiows for only input and output, the functionalist 

account provides for another (intemal) step, or interface, between the two. It is, in fact, the 

task performed during this intermediate step that defines a particular mental state. For 

example, a mental event sudi as my belief that 1 hear the doorbeil ringing is described in 

terms UIat encompass both the reception of sensory input (a neural event) and the 

movement of my body towards the door (a behavioural event). The beiief itself, therefore, 

is described according to the role it plays in turning input into output. 

Functionalism is based on the notion of multiple realizability - a notion, as was 

discussed above, which was introduced via the token identity theory. Rather than 

postuiating a strict identity between a given type of mental event and a particular type of 

brain event, functionalism maintains that a mental event cm be realized by any one of 

multiple events taking place in a brain or, for that matter, in some device with processing 

powers equivalent to a brain. The oniy restriction is that for each mental state token, there 

must be a corresponding brain state token of some type. 

A huictionalist mode1 of one sort or another underlies the majority of present-day 

explanations ofhow Our min& connect to the physical world. There are, however, several 

different versions and/or applications of fwictionalism which are sometimes confusingly 

codated. Concep tua1 func tionalism, or andy tical functionalism as it is sometimes calied, 

is modelled on the prernise that mental states are to be defined according to the 

functional/causal role they take within the complex causal network which facilitates 

transactions between the xnind and the outside world (Kim, 19%, p. 104). This fom of 

functionalism maintains that common sense, or "folk psychology can be used to 

understand, or define, the causal structure that underlies our mentaiity but does not 
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commit to any particuiar physical realization of the causal network it describes. Any 

system, no matter what its physical makeup, can be said to have mentality as long as the 

right causal relations exist between its input and output. This approach eliminates the 

problem of human Chauvirtism generated by the mind/brain identity theory but it 

provides no e.xplanation of horu different ph ysical entities might be able to realize the same 

causal structure. 

1.5.1 Ptrtnam's Machine Functionalism 

It was a theory referred to as machine functionalism whidi provided (according to some) 

a convincing answer as to how it might be possible for two dissirnilar physical 

implementations to manifest the same mentality. in the early 1960s, Hilary Putnam used 

two standard functionalist concepts - the causal role of mental states and multiple 

realizability - to corne up wîth a functionalist mode1 of mind that daimed to be well 

grounded in the physical sciences.*' Machine functionalism was based on the workings of 

a Turing computer for which a aven operation is defined according to a set of expliat 

d e s  which stipulate what output is to occur based on the current input and the m e n t  

state of the machine. 

The machine huictionalist compares the efficacy of a mental state to that of the 

processing unit which produces output as specified by the machine table of a Turing 

computer (i.e., both minds and machines are designed to tum input into output). What it 

l4 Block describes the functionalism prornoted by Putnam and Fodor as being basexi upon substantive scientifk 
hypotheses as opposed to Lewis's conceptual functionalism which is based on a priori psychology (Block, 1978, 
P- 27-w 
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means for something to have mentality is sirnply for it to physically realize a Turing 

machine of appropriate complexity (Kim, 1996, p. 88). A system has the capacity to feel 

pain, for example, if it has some mechanism that detects tissue (or some substance) damage 

and can produce an appropriate reaction (output). Of course, the mechanism whose 

function it is to detect pain cm, and will, vary fkom one aeature (irnplementation) to 

another. 

Ln describing the mind as a probabilistic automaton, however, the problem arises 

that a given interna1 state of a Turing machine represents the total state of the machine at 

a given tirne, whereas a given mental state can never be described as comprishg the total 

psychological state of the subject (Kim, 1996, p. 88). For this reason, machine functionalism 

evolved in such a way as to accommodate the view that mental states should be defined, 

not as a particular machine state, but rather as an operation that could be perfonned by 

variety of different madiines (Bechtel, 1988, p. 117). 

1.5.2 Cornputational or AI Functionalism 

The proposal to view the mind as being comprised ofnumerous autonornous sub-systems, 

or components, was enthusiastically taken up by cogniüve psychologists as well as by 

those involved in the area of artificial intelligence (AI). Computational functionalism 

faglitated research projects in which attempts were made to isolate particular cognitive 

processes found in humans and to simulate these in cornputers. Underlying the projed to 

aeate "artifiaal intelligence" is the belief (carried over from machine functionalism) that 

our mental processes c m  be characterized according to the formal operations which are 
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camed out on symbols. According to this view, the processing in a given module of the 

mind consists of the right kind of symbol manipulation (Bechtel, 1988, p. 118). 

The project of strong AI is committed to the belief that madiines can be built which 

not only mimic human behaviour but which, in fact, use functionally the same operations 

as humans in order to produce equivalent behaviour. in other words, computational 

hctionalism explains human cognition by describing it as particular "software" modules 

which run on the "hardware" of the brain. 

in humans, unlike cornputers, the functional architecture is aiready set to a large 

degree by the biological constitution of the nervous system. The goal of strong AI, 

therefore, is to aeate modular Wtual machines that simulate a particular procedure 

performed by the human brain and to allow this virtual machine to guide us in the 

development of the correct functional architecture (Bechtel, 1988, p. 121). 

In fact, the main dispute in computational AI revolves around this issue of functional 

architecture. Originally, strong AI was committed to von Neuman architecture in which 

computation is defined strictly in ternis of serial operations of symbol manipulation. Since 

the mid-1980s, however, cognitive theory has grown increasingly fond of the comectionist 

architecture of parallel distributed processing and the development of non-symboüc AI 

models. Smolensky's discussion of computationaiism in Guttenplan's A Cornpanion to the 

Philosophy of Mind maintains that the jury is still out on whether the comptational 

approach taken will him out to be a symbolic, connectionist, or some combination of the 

two (Smolensky, 1995, p. 176). 
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1.5.3 Homuncular Functionalism 

Computational huictionalism proposes three levels of description for each mental event 

including: 1) a neurophysiological description of a neural event in the physical brain, 2) 

a functional description in which the neural event is described in computational (but still 

physical) terms, and 3) a common-sense description of the functional event using everyday 

psychological terms. However, as William Lycan points out, neither living things nor 

computea are split between a purely physicai and a purely abstract level (Lycan, 1995, p. 

320). In order for functionalism to avoid accusations that it succumbs to some kind of 

Cartesian division, a more detailed description is required which would expiain how these 

computationai modules interact with other modules and within the brain itself. 

According to homuncular functionalism, each modular component is controiied by 

a homunculus." In order to avoid an infinite regress - in which the workings of the 

homuncular rnind must be described as having its own intemal homunculus, and so on 

- each functional component is M e r  broken down into sub-components and then into 

sub-sub-components, with each descenàing level having a less complex/intelligent 

executive, or homunculus, funciion. If a flow chart were used to show the hierarchical 

structure of the functions involved in a particular task, it codd be seen that the very lowest 

sub-sub-components would have task descriptions which are obviously mechanistic and 

therefore, require no homuncular "guidance" since they would be taking place at the 

neuroanatomical level (Lycan, 1995, p. 320). Or so the theory says. 

15 A homunculus is iike a "üttle penon" in the head who is poshilated to have the ümited intelligence requiml 
to take a specinc role in our consaous cognitive hctioning. 
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Note that the proposedstructural hierarchy of the components and nib-components 

in homuncular functionalism is such that a given level can be described as functional (Le., 

abstract) compared to the level below and struchual (i.e., physical) compared to the level 

above it. According to Lycan, "homunctional [sic] characterizations and physiological 

characterizations of states of persons reflect merely different levels of abstraction within 

a surrounding functional hierarchy" (quoted in Bechtel, 1988, p. 123) so that, in a sense, it 

is undear where functionalism ends off and the identity theory begins. 

1.5.4 The Teleologicul Restruint 

Although functionalisrn daims to have rescued mental states from the oblivion enforced 

by behaviourism, the fact that it describes sudi states in highly abstract terms c m  lead to 

the criticism that it allows for mentality to be assigned in far too a liberal manner. As Block 

points out in "Troubles with Functionalism," if ail that counts when it cornes to comparing 

functional processes is the causal interactions behveen components, entirely dissimilar 

entities will be found to be functionally equivalent. Block likes to use the example in which 

it would be possible for the population of China to be functionally equivalent to your 

current "state of mind" (Block, 1978, p. 276). 

To avoid the problem of excessive liberalism in functionalist accounts, a teleological 

requirement is often imposed. This means that a system c m  be desafbed in functional 

terms only if its operations are contrihting to the overall needs of the organism (i.e., only 

if it is dohg the job it was designed to do). in the case of humans, for example, it is 

proposed that a particular state of an organism can be described using functionalist 

terminology only if that state is perfonning the function that it was designed (i.e., through 
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evolution) to do? But this proposa1 swings us backin the direction of human chauvinism" 

since it restricts hinctionalist description to systems which are very similar to ourselves. 

1.6 Problems with the Functionaht Account 

Based on this uneasy tradeoff between excessive iiberalism and human chauvinism, Blok 

makes the claim that hctionalism - in attempthg to define a middle ground between 

behaviourism and the identity theory - is, in fact, unstable. He maintains that functionalist 

descriptions of mind must either succumb to a form of eliminative behaviourism (in which 

just about anything could have mentality) or to identity theory (in which mentality must 

be denied to entities with neurological constitutions dissimilar to our own). 

Computational functionalism nins into problems which lie outside of the liberdism 

versus chauvinism debate, however. For example, more than a few philosophers have 

rejected the daim that intentionality, or the aboutness of our thoughts, can be defined in 

t e m  of the formal processing of syiibols. In Represenfation and Reality, Hilary Putnam 

rejeds the compu tational functionalist's daim tha t propositional attitudes are 

computational states of the brain, stating that propositional attitudes are not definable as 

"parameters that would enter into a software description of the organism" (Putnam, 1988, 

'' Accordhg to both Lycan and Block, however, teleological cldms are controversial. Block refers to the 
Swarnpman problem in which you discover that your grandparents were, in k t ,  formeci from swarnp partides 
and were not products of normal evolution. In this case, if you accept the teleological constraint, you have to 
admit that your mental states have no content since the normal evolutionary process which defines the 
functionality of mental states never twk place in the case of your grandparents (and their descendants) (1995, p. 
331). 

l7 Chauvinisrn, hem, &rs to the limitations created by the asurnption that only systems wi th neumlogicai 
constitutions such as ourselves can be descm'bed in functionalist tenns. Block's argument is that in avoiding 
iiieralism, there is a tendency to faii back Uito chauvinism, and vice versa. 
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computer program could never produce tnie mentality 

formal 

which, 

20 

syntax comprishg a 

according to Searle, 

requires semantic content. Likewise, ûreyfus has long argued that human cognition 

cannot be accounted for merely by means of forma1 representations and the mles for 

processing them (Bechtel, 1988, p. 126). 

Block, however, does gant that computational simulation of our psychological 

processes is entirely possible and that these psychohctional simulations would certainly 

be capable of the cognitive processing that lies behind our intentional states (e.g., beiiefs 

and desires). if the problem of human chauvinism isn't an issue, says Block, 

psychofunctionalisrn can do the job since it is capable of reproducing our psychological 

states of mind using, for example, a particular hardware/software configuration. But there 

is, according to Block (and others), one problem. The psychofunctional simulation is 

without any qualitative experience - i.e., it is lacking consaous and continuous first- 

person experience of itself and the world around it (Block, 1978, p. 287). 

1.7 The Particular Problem of Consciousness 

For quite some tirne, those working in the field of cognitive science paid little attention to 

the issue of consciousness. The assumption was, perhaps, that hctionaüsm had enough 

on its plate just trying to explain how something entirely abstract (such as our beliefs and 

desires) could possibly take a role in the causation of physical behaviow. In the past 

decade, however, the issue of whether consciousness can be explained in terms that will 

" Note that it was Putnam himself who, in the early 196ûs, introcinceci the theory of computational functionalism 
- a theory which he iater rejected in Representati' and Reality (1988)- 
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prove acceptable to our materialist view of reality has kept philosophers of mind very 

busy. One after another, books attempting to deal with the "consciousness problem" have 

hit the book stands and much of the discussion has been quite heated.Ig 

There is a reason for the recent interest in the topic of consciousness. Functionalism 

is seen by the majority of those involved in cognitive science as the last best hope when it 

cornes to providing a method of understanding how mental states connect to physical 

brain processedo Evolving from the rejection of dualism, behaviourism, and type-type 

identity theory, hctionalism has corne to be seen as showing the greatest potential for 

providing a viable way in which to understand and describe the co~ec t ion  between our 

thoughts and the physical world. in addition, the fact that computers have been able to 

simulate certain of our psychological processes seems to provide convincing proof that (at 

least some) of our mental states can be descriied in functional and/or computational 

There is a widespread concem, however, about whether hctionalism c m  handle 

al1 of the phenornena that comprise Our mentality. Assuming that it might evenhially be 

possible to aeate an accurate simulation of a cornplete human psydiologyJ there is no 

evidence that the entity in whidi the simulation occurs would be consaous in the sense 

that it could feel the pains it "complained" about, or have first-person "understanding/ 

experience" of the content of its mental states. 

l9 For example. see the debate between kûrle and Dennett in Searle's book, The Mystq ofConsciomm (1997). 

See jeny Fodor's nie Ltznguage of Tttought in which he qwtes Lyndon B. Johnson - "I'm the only President 
you've got" - in order to point to one of the reasons behind the continuing popularity of the functionalist mode1 
of mind. (Fodor, 1975, p. 27). 
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Davies and Humphreys maintain that philosophers of mind can be dassified 

according to which of two stances they take with respect to the consciousness problem: 

elusiveness or demystification (Davies and Hurnphreys, 1993, p. 13). For example, 

philosophers such as Thomas Nagel, Colin McGinn, and Frank Jackson argue that the 

subjective first-person experience of being a conscious self is characterized by an 

elusiveness that no materialist account of mind (e.g., functionalism) can overcome. They 

attack functionalism using arguments2* which daim to show that this materialist mode1 

of mind is unable to capture the most essential components of our mentality. 

Demystifiers such as David Rosenthal, Daniel Dmett, William Lycan, Robert Van 

Gulick, and Fred Dretske, on the other hand, claim that there is nothing to mentality 

and/or consciousness that can't be explained using the right kind of hctionalist account. 

What is interesting is that those committed to the demystification of cowciousness have 

frequently used the same method of "solving" the problem of how to explain what lies 

behind o w  first-person experiences of the world. 

1.8 The Representational Solution to the Problem of Consciousness 

In 1978, Block daimed h t  he knew of only one serious attempt to fit 'consciousness' into 

infomation-flow psychology and this was the program described by Daniel Dennett in 

21 The imertedspecfnrm pmblem arises in the case of two systems which are hctionally identical except that one 
has (for example) the qualitative experience of seeing red when the other has the qualitative experknce of seing 
green. Sice their behaviour with respect to colour is identical, there is no way of determinhg whidi colour qualia 
they are exp"encing. Likewise, with respect to the absent qualia argument, a huictional simulation might 
demonstrate appropriate behîviour with respect to colout and yet have no qualitative experience whatsoever. 
Frank Jackson's knuzuledge argument daims that Mary the neuroscientist (who is entirely cognizant of the physics 
and neumphysiology that lier behind colour vision) still does notknuzu what it is to have the qualitativeexperience 
of colour since she has lived her entire iife in black and white. 
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his 1969 book entitled Content and Consciousness (Block, 1978, p. 290). Since then, however, 

several philosophers have taken on the challenge of explaining Our first-person conscious 

experiences of the world in terms of a particular representationalist account of mind - an 

account which they had previously used to explah the intentional aspect of our thoughts. 

In the diapters which follow, 1 will take a look at three of these representationalist 

accounts of mind, and follow the development of each- from its early stages right up unüi 

the philosopher in question presents his "solution" to Uie consciousness problem. The 

question whidi 1 wili attempt to answer is bis: does the representationalist mode1 of mind 

provide an adequate explanation of consciousness (or, for that matter, of intentionality) 

or must functionalism - like the approaches of behaviourism and identity theory which 

proceeded it - admit defeat when it cornes to explaining just how our conçaous and 

contentful states of mind relate to the physical world? 



Chapter 2 

Gaps and Transparencies: 

Van Gulick's Representational Mode1 of Consciousness 

Some philosophers of mind - Colin McGinn, for example - have suggested that it's time 

to consider the possibility that we are never going to understand the relationship between 

our conscious experiences and the brain processes which are said to underlie them. Those 

comrnitted to materialism, however, don? take kindly to this suggestion. After au, if the 

brain is a physical object (and it certainiy seems to be) nothing but time should stand 

between us and a scientific explmation of how it works. 

Robert Van Gulick, for example, rejects McGinn's daim that an understanding of the 

link between mind and brain must forever remain cognitively closed to us (McGinn, 1991, 

p. 3). Monkeys (it seems) may be unable to understand the concept of the electron, and 

annadillos will forever be befuddled by the most elementary mathematics, but surely, we, 

with our great capacity for learning and our comprehensive understanding of the physical 

sciences cannot be compared to creatures sudi as these! Van Gulick (for one) daims we 

cannot. We are not (just) armadilios, he says, and therefore we can (or at least it's more 

than likeIy that we can) corne up with a good model of the way in which our conscious 

mental sta tes supervene on our physical brain s ta tes. 

Van Gulidc is a hinctionalist and a realist about phenomenal consciousness. In other 

words, he remains optimistic that the functionalist model of mind will be able to provide 
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a convinchg explanation of our first-person experiences - that sense of "something it is 

like to be you" experiencing the sights and sounds, etc., of the extemal world. 

In order to understand Van Gulidc's explanation of consaousness, it is important to 

have an understanding of the way his representationalist mode1 of mind has developed 

over time. In this chapter, will look at three of Van Gulidc's artides,' and argue that his 

daims with respect to what his representationalist mode1 of mind c m  explain have grown 

inaeasingly bold with each publication. His approach, in fact, reflects a progression which 

is typical of many functionalist philosophers during the past decade or so (i.e., having 

or&i.nalîy steered clear of the consciousness debate, he becomes increasingly committed 

to providing us with a hctionalist account of our first-person expenences). The point to 

keep in mind, however, is that Van Gulick's explanation of consciousness can only be as 

viable as the representationalist base hom which it was built. 

2.1 Representation: the Basis of a Functiond Mind 

Van Gulick begins his 1982 article "Mental Representation - a Functionalist View," by 

making the distinction between representational "states of rnind" and "mental 

representations." The former refer to mental states (e.g., beliefs) which are said to 

represent the world "as being in some particular way" (Van Gdick, 1982, p. 3). Mental 

representations, on the other hand, "are to be understood as formal or syntactic structures 

whkh function as intemal syrnbols" (Van Gulick, 1982, p. 3). A representational system, 

then, is one which has the ability to recognize, and respond appropriately to, the formal 

I The 1982 artide "Mental Representation - a Functionalût View," the 1988 "Consciousneu, intrinsic 
intentionaiity, and self-understanding machines," and the 1993 "Understanding the Phenomenai Mind: Are W e  
AU just Armaciillos?" 
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syntactic structure of intemal representations that are said to underlie the production of 

representational states of mind such as beliefs and desires. As a functionalist, Van Gulick 

holds the view that mental states are to be defined by the functional role they play withlli 

the mental economy. He maintains that a given mental state has the "content" or 

"meanuig" that it does in virtue of the causal role it plays in regulating an organism's (or 

system's) interaction with its environment and that this causal role is always defined by 

the formal syntax of the corresponding intemal representations. 

The connection between these representational states of mind and the internai 

representations that are said to underlie them is, however, somewhat more tenuous than 

Van Gulick lets on. His daim is that a given mental state (e.g., the beüef that it is raining) 

"causes" the system that possesses it to react to its environment in a particular way (eg., 

the system goes looking for a raincoat). The actual physical cause of this action, however, 

is entirely reliant on the system's ability to interpret and process the forma1 syntax of 

intemal representations. What Van Gulick's account fails to provide, however, are the 

details of the way in which mentai states actually hook up to these intemal represen- 

ta tions. 

2.1.1 Who andlor what has intmtional states (of min&? 

In order to avoid assigning intentional states of mind too liberally (i.e., to organisms 

and/or systems that la& them), certain restraints must be applied to the hctionalist 

account. Van Guiidc applies a teleological constraint on the output/behaviour produced 

by a given system. A system c m  be said to have intentional mental states if it is able to 

"modify its behaviour in ways which are adaptive given the situation which it takes to 



obtain" (Van Guiick, 1982, p. 5). In other words, the systern's behaviour must indicate that 

it (in some sense) "understmds" the information it is processing. It must indicate goal- 

directedness in relation to the speQfic environment it is operating in. "The basic idea," 

writes Van Gulidc "is that of a system which tends toward certain end states and whidi 

exhibits plasticitv and persistence in doing so in the face of disturbing influences" (Van 

Gulidc, 1982, p. 6). 

There is an additional constraint, however, which must be satisfied before a system 

can be desaibed as operating on the basis of having an actual "understanding" of its 

mental states. This constraint has to do with the determination of rationality which, 

according to Van Gulick, is defined according to the number and complexity of inferential 

relations between mental states. For example, in order to ascribe sophisticated mental 

states su& as beliefs and desires to a system, the assumption must be made that the 

system has the appropriate conceptual and inferential structure consisting of a logically- 

connected set of interdependent contentfui states. As Van Gulick puts it, "considerations 

of holism apply pewasively in relatïng content to functional role" (Van Gulick, 1982, p. 6). 

In other words, with highly sophisticated intentional systems, the content associated with 

one mental state is inextricably tied to the content associated with one or more othet 

mental states? 

Van Gulidc rightly acknowledges the issue of holism here but he lails to note that it 

is exactly this issue that aeates problems for his representationalist account of intentional 

content. 1 noted above that Van Gulick fails to provide any dear explanation of the 

For example, it is not possible to believe there is a mHee pot on the stove whiie having no (other) beliek about 
s toves, ki tchens, or c m  king (Van G ulick, f 982, p. 6). 
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connection between mental states and the intemal representatiow. With the achowledg- 

ment that the content of a given mental state is inextricably tied to the content associated 

with an indetermuiate number of other mental states, the possibility of a clear explanation 

of the connection between these states of mind and the formal syntax of intemal 

representations appears even more remote. And, without an explanation, the daim that 

mental states are causally connected to behaviour is empty. Van Gulick maintains that it 

is the processing of forma1 syntax that causes behaviour in a representational system. If 

no clear connection between this syntax and what Van Guiick refers to as Our 

representational states of mind can be established, our beliefs and desires run the nsk of 

being classified as entirely superfluous. 

Van Gulick, then, maintains that a tnie representational system must have a certain 

teleological design and meet certain standards of rationality, but he provides no clear 

explanation of how it rnight be possible to ascertain that either of these requirernents is 

met. What is even more confusing in his account of representational systems is that, 

having discussed these two qualifications (i.e., teleology and rationality), he appears to 

suddenly "loosen up" on these requirements and argue that intentionality can exist, after 

all, outside of the context of representational states of mind such as beliefs and desires. 

Not ali informational states in a representational system, says Van Guiick, will be 

inferentiaily related to other states to the same degree as spedied above. For example, he 

points to the impoverished behavioural consequences of certain percephial states of a frog 

in which the frog's tongue lashes out indiscriminately at, for example, all bladc specs. The 

mental state which is said to cause the frog's behaviour cannot be descn'bed as any sort of 

belief or desire, since in the case of the frog's tongue response, die information being 
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processed is "opaquely embedded in k e d  adaptive behaviour regulating mechanisrns" 

(Van Gulick, 1982, p. 8). According to Van Gulidc, even representational systems whkh 

can only respond to their &onment in a very restricted marner (e.g., frogs) can still be 

said to have some degree of intentionality since their behaviour can be described in 

teleological te- - i.e., it meets the goal of adapting to the environment in which they 

must operate. 

2.1.2 How a represmtationaf system works 

As discussed above, Van Gulick's exphnation of representation distinguishes between 

representational states of mind and the formai syntax of the intemal representations which 

he daims underlie these mental states. A representational system S possesses two different 

sorts of information about a given mental representation f - 1) its intrinsic, or formal, 

character and, 2) the (semantic) information which f represents. The idea of a 

representation, he writes, is the idea of "one item going proxy for another" (Van Gulick, 

1982 p. 11). By possessing syntactic information about one item (the representation), an 

intentional system "gains access tom semantic information about some other item (e.g., an 

object in the environment). Sts "understanding" of the content associated with f is 

explained in terms of the set of operations it performs as a result of identifying Ps 

partimlar forma1 structure. S knows what to do - it knows which set of operations is valid 

- given the syntactic structure of f. 

Van Gulidc's account of mental states is not always dear, however, when it cornes 

to exactly which mental states arefilly representational and which are not. He daims that 

the more some item f moves towards being used as a representation, "the more its content 
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is detached from any direct behaviour-regulating role and instead depends on the f o m  

sensitive processes which interpret i t" (Van Gulick, 1982, p. 17). In other words, the wider 

the range of possible responses that S cm have to f, the more ükely it is that S is operaüng 

as a representational system with contentfd psychological states su& as beliefs and 

desires. Van Gulick repeatedly makes the point, however, that the distinction between the 

two categories of mental states - those which are fully representational and those which 

are not - is simply a question of degree. From this we can only conclude that all mental 

states are to be considered representational - some are just more su than others. 

Why, then, does Van Gulick go out of his way to distinguish between those mental 

states whose output is based on a complex structure of inferential relations and those 

which operate as fixed behaviour-regulating mechanisrns? The answer becomes dear 

during his discussion of the advantages of representational systerns. 

2.1.3 Himarchies of in tel Zigence 

According to Van Gulick, the only way a complex intentional system c m  operate 

effectively is through the use of a comprehensive network of logicaily interrelated 

representations. He argues that the issue is one of design. Sophisticated information- 

processïng systems have a need for economy when it cornes to design, both in relation to 

storage and to the integration and processing of information. Representations provide for 

these design features (Van Gulick, 1982, p. 17). 

The major advantage of using a representationalist mode1 to understand how the 

mind works, however, is that it provides a deconipositional strategy - a method of 

explaining how the (what seems to be) intrinsic intentionality of a highly sophisticated 
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representational system, cm, in fact, be broken down into very simple component states 

through the use of hierarchically-nested systems of interactive homunculi (Van Gulick, 

1982, p. 18). 

Van Gulick's description of homuncular functionalism is as follows. The hornunculi 

at the top of the hierarchy are able to interact with intemal representations in a way that 

indicates that they have some sort of "understanding" of how these representations fit into 

the overali representational structure. At this level in the hierarchy there are numerous 

valid responses to the formal syntax of a particular representation and these options are 

based on the "context" of the processing which is currently taking place. It is possible to 

explain the apparent "intelligence" of the higher-level homuncuii by daiming that each 

homunculus is supported by a set of less intelligent homunculi on the level below it. The 

M e r  down in the hierarchy a given homunculus is located, the less "understanding" it 

has of the fact that a given formal structure represents something and the more it sirnply 

"reacts" to the structure in question with a simple and automatic operation. Low level 

homunculi, therefore, might be seen to correspond to what Van Gulick has refened to 

previously as fixed behaviour-regulating mechanisms (Van Gulick, 1982, p. 8). 

The homuncular mode1 of functionalism is popular with certain functionalists3 

because it appears to provide a way of explainhg how the highiy abstract infornation 

processing operations of S are traceable ai1 the way down to its very lowest-level 

operations - operations which can be ultimately explained in physical and/or hardware 

terms. The apparent "intelligence" of the representational systemis dealt with by positing 

a series of hierarchicdy-nested (and progressively less intelligent) homunculi whose 
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operations and interaction enable Ç to function intelligently in its environment. The lowest 

level homunculi perform duties which are so simple they can be explained in "nothing 

other than causal or physical hardware terms" (Van Gulick, 1982, p. 18). 

There is, however, something unsettling about homuncular accounts. The 

decompositional shategy which Van Gulidc promotes implies that the highly abstract 

intentional states he is describing cm, in some sense, be traced badc to one or more neural 

eventç. Van Gulick is not, however, proposing a reductive account of mind. There is no 

doubt about his cornmitment to the claim that content does not reduce to a purely physical 

level. For example, he quotes from Donald Davidson's "Mental Events" as followç: "It is 

not supposed that we will amve at a complete and exact theory which generates tme 

lawlike biconditionals (or conditionals) tying a physical description of a system and its 

environment to a description of the system's contentful states" (Van Gulick, 1982, p. 8). 

Just the same, the rationale behind Merarchical accounts of functional systems often seems 

to lead back in the direction of a reductionist-flavoured explmation since the intent is to 

blend the distinction between function and structure in such a way as to avoid any kind 

of strict division between the abstract and physical. 

Lycan, one of the main proponents of the homuncular approadi, writes: 

'liomunctional characterizations and physiological characterizations of states of persons 

reflect merely different levels of abstraction within the surrounding functional hierarchy 

or continuum. . . [so that] we can no longer distinguish the functionalist from the identity 

theorist in any absolute way" (Bechtel, 1988, p. 123). Lycan's statement is interesthg 

considering that the tri-level hctionalist account of mind was developed to avoid the 

problems inherent in the reductive daims of identity theory. For the moment, however, 
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1 want to ignore these problems and go on to look into how Van Gulidc makes use of his 

theory of representation to provide a functionalist model of phenomenal consciousness. 

2.2 Self-understanding Machines 

In his 1988 article, "Consciousness, intrinsic intentionality, and self-understanding 

machines," Van Gulick makes the bold4 move of attempting to use his functionalist model 

of intentional mental sta tes to provide an explana tion of Our subjective conscious 

experiences. His discussion is based on a set of progressively refined questions but the 

eventuai (and essential) question he asks is this: Can the representationalist model of mind 

he has developed to explain the intentional nature of mental states be extendedhsed to 

explain the first-person, subjective aspect of these states? 

Van Gulidc acknowledges that some philosophem of mind (e.g., Searle and Nagel) 

deny that functionalism can be used to explain intentionality?OnginaUy, says Van Gulick, 

he conduded îhat Searle's and Nagel's view (that a capacity for subjective experience is 

a pterequisite for intrinsic intentionality) and his own (that an intentional state is simply 

one that plays an appropriate causal role in mediating the system's interactions with its 

environment) were simply incompatible - and that, of course, his view was right. He 

claims, however, that eventually he began to entertain the notion that a dose consideration 

of the subjective, first-person aspect of some intentional states might be helpful when it 

cornes to developing a better understanding of how intentionality actually works. 

' in "A Functionaüst PIea for SeüConsciousness," (1988b) Van Guück points out that the prevaüing view of the 
tirne was that functiondism could handle an exphnation of intentionalstates but not the subjective aspect of these 
states. 

These philorophers argue that 1) huictionalism cannot explain mnsciousnes 2) intrinsic intentionality m o t  
be separateci out h m  consciousness. 



2.2.1 The semantic transpareny of expetience 

In order to explain what might lie behind the subjective "feel" of some mental states, Van 

Gulidc builds on his original explmation of how different representational systems have 

different degrees of "understanding" of the symbols they process. To reiterate, his claim 

is that the more sophisticated a particular representational system is, the more it can be 

said to have an "understanding" of the content it processes. In other words, the further a 

system moves away fiom a design in which there is a single fked response to a given 

representation and towards a design in which the organism responds to representations 

based on a complex conceptual/inferential structure, the more it can be said to be a W y -  

intentional system. Likewise, he says, the more a system c m  be said to "understand" the 

content it processes, the more likely it is to be capable of having conscious, subjective 

experiences. The way Van Gulick Likes to put it is that first-person phenomenal 

experiences involve representations (i.e., symbolic structures) which have a very high 

degree of what he cds "semantic trawparency" (1988a, p. 94). 

What exactly does Van Gulick mean by this term? Take, for example, the experience 

of viewing a colourful perennial garden in full bloom. According to Van Gulick, the 

experience would seem to involve "a complex representation which has the form of a 

three-dimensional manifold, which is locaily differentiated in a variety of ways" (Van 

Gulick, 1988a p. 94). When you see the garden, you understand "how that representation 

represents the world as being" (Van Gulick, 1988a, p. 94). Inother words, you simply "see 

the garden." The complex network of representations which underlies p h e n o m d  

experience is so transparent that you "normally 'look right Uuough them"'(Van Gulick, 



1988a, p. 94). There is no awareness of any representationai process at all. The experience 

is of the extemal world (as represented). 

What is responsible for Uiis transparency? Van Gulidc daims that it results not from 

any difference in the representations themselves, but rather from the fact that our 

phenomenal experiences require the processing of a vast number of complex and 

interrelated representations - a process that takes place within a logically stmctured 

domain of interdependent concepts. These highly sophisticated processing capabilities - 

which require almost instantaneous rnovement hom one representation to another 

semantically-related representation - result in the experience that you (as a subject) are 

perceiving multiple, interrelated, and complex objects in the extemal world. The wording 

that Van Gulidc uses here, however, points to another potential problem. His nonreductive 

materialist account of mind appears to raise the question of whether you experience the 

extemal world or, rather, a representation of it6 

Nevertheless, Van Gulick's daim is that the most promising approadi when it cornes 

to accounting for the subjective experience of understanding, is one which focuses on the 

way in which a system's intemal processing relates one representation to another, rather 

than one whidi focuses on a single (e.g., qualitative) aspect of a given experience. In ordet 

to understand phenomenal conscioumess, we should concentrate not on specific quaiia 

(e.g., the taste of Chase and Sanborn) but rather on the dynamic process that underlies and 

facilitates the qualitative experience we are having. Central to Van Guück's explmation 

of the semantic transparency of phenomenal experience is his description of how the 

Hilary Putnam's daim is that this confusion is the fault of the artifidai (and unnecessary) interface that 
fimctionalism creates between mind and world (Putnam, 1994 p. 454). 
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concept of self is spawned by the complexity of the system's representational processing. 

The sense that you are having experiences, and understanding these experiences, is simply 

the result of the system's ability to make the appropriate connections between 

representations. You, as a self, do not control the process; rather the self (that you think 

you are) results from "the organized system of subpersonal components whiih produce 

[your] orderly flow of thoughts" and experience (Van Gulick, 1988a p. 96)? 

Van Gulick antiapates that certain questions might arise in relation to his mode1 of 

semantic transparency. For example, the extrernely sophisticated cognitive structure that 

is said to lie behind phenomenal experience would seem to be lacking in certain beings 

(e.g., infants, non-human animals) who certaidy seem to be phenomenaliy conscious. In 

addition, Van Gulick acknowledges that it remains an open question as to whether any 

system (e.g., future AI creations) capable of representational processing at a level of 

complexity suffiCient to ensure for " trûnsparency" can be said to have conscious subjective 

experiences of the world it represents since - to the best of our knowledge -no amount of 

highly complex computational processing has ever resulted in a consaous machine. 

As before, however, 1 want to pass over these potential problems in order to follow 

Van Gulidc as he continues to build on his partidar theory of representation in order to 

come up with an even more detailed description of what lies behind subjective 

conscioumess. 

- - -- 

' Note that this treatment of the "seif" is very similar to the one Daniel Dennett provides in his 1991 account of 
consaousness - an account which is frequently referred to as having strong eliminativist tendenaes. 
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2.3 Understanding the Phenomenal Mind 

In "Understanding the Phenomenal Mind: Are We Ail just Armadillos?~' (1993), Van 

Gulidc begins by arguing that phenomenal consciousness poses no serious threat to 

functionalism - making rather short slxift of the standard arguments which are typically 

used against functionalist models of consciousness. The second half of the chapter is 

devoted to the m e r  development of the co~ec t ion  between phenomenal mental states 

and Van Gulick's notion of semantic transparency. 1 want to proceed in the reverse order, 

however. First, 1 want to look at how Van Gulick's functionalist explanation of the role of 

phenomenal mental states has developed since 1988. Secondly, I'm going to argue that, in 

spite of the appeal of the theory of semantic transparency, Van Gulick has been too hasty 

in claiming that his mode1 is robust enough to defeat the standard arguments used against 

functionalist accounts of consciousness. 

2.3.2 Kantian support for transparent processes 

In "Consciousness, inhinsic intentionality, and self-understanding machines," Van Gulick 

daims that the fact that we experience the world transparently is due to our brain's ability 

to instantly and effortlessiy comect a multitude of conceptually interrelated 

representations. in his 1993 artide, Van Gulick dianges the wording used to desaibe 

semantic transparency somewhat. He makes the daim that it is the densify of the 

interdependent relations between the many assoâated representations that gives 

phenomenal objeds their 'thickness' and objectivity (Van Gulidc, 1993, p. 151). The speed 

and complexity of the processing is responsible for the sense we have of being a self, or 



subject, who is experiencing a world of objects. In support of his explanation, Van Gulidc 

refers to Kant's notion of the experience of a world: 

Conscious experience involves more than just being in states that represent or refer 
to objects and their properties. In some sense, which is hard to articulate, it involves 
there being a world of objects inherent in the representation. Or perhaps one should 
say it inherently involves an interdependent structure of conscious subject and world 
of objects set over against one another since, as Kant taught us, the notions of subject 
and object are interdependent correlatives within the structure of experience. One 
might Say that conscious phenomenal experience involves the construction of a 
mode1 of the world that in some sense itself is a world, but is so only from the 
subjective perspective of the self, which in tum exists only as a feature of the 
organization of experience (Van Gulick, 1993, p. 150). 

Van Gulidc goes on to incorporate his take on Kant's notion of a continuous sensuous 

manifold in his explanation of why objects are present to us as particular things. The 

'thing-liness' of phenornena1 experience, he writes, requires an intuition in the Kantian 

sense of the word. The world must appear to us as a "continuous sensuous manifold . . . in 

which objects can be present as particular things" (Van Gulick, 1993, p. El). Al though he 

doesn't expliatly Say so, I understand Van Guiîdc to be daimhg here that the continuous 

sensuous manifold is the product of the sophisticated processing camed out by a full- 

fledged representational system. The concreteness of the object we perceive derives from 

the complex processing which takes place within the vast network of interrelated 

representations which are associated with it. 

Van Gulidc suggests that the much-discussed problem of qualia can be explained in 

terms of the hinction qualia perform within the conünuous sensuous manifold of 

experience. His daim is that the continuous sensuous manifold derives from the density 

of the relations arnong the (representations of the) objects it specifies. A semantically 

transparent representation is one which, by definition, carries an extensive amount of 
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information about how any particular object is spatiotemporally related to other objects 

within the continuous sensuous manifold. Qualia, says Van Gulick, can be thought of as 

the properties by which regions within a manifold, and objects within a region, are 

differentiated and deiimited (Van Gulick, 1993, p. 151). 

In order to understand what Van Gulick is saying here, let's retum to the example 

of a large and colourful p e r d a l  garden. Within this spatiotemporal portion of the 

continuous sensuous manifold, a myriad of sensory experiences - such as the contrasüng 

colours and shapes of the flowers and background objects such as house and sky, the 

sound of a buzzing insects, the feel of the hot sun or a cool breeze or both, etc. and so on 

- are processed in such a way as to provide concreteness to the objects present in your 

experience. It is the redness (for example) of one dump of flowers in contrast with the 

yeliow of the wail of the house that helps to delimit flowers and house as separate but 

related concrete objects within the given sensuous manifold. 

According to Van Gulick, this representational account of phenomenal expexience 

manages to avoid the awkwardness of explanations which treat qualia as "basic simples" 

- i.e., in which the visual experience of (for example) a certain colour of red is separated 

out from the overall experience of which it is only a part and treated as some sort of free- 

standing mental entity. Men it cornes to defending his theory of semantic transparency, 

however, Van Guiick is a little too qui& to discount the standard arguments which are 

typicaily used against the functionalist account of consciousness. In the section whidi 

follows, I will take a look at whether Van Gulick's explanation of phenomenal experience 

is, in fact, successful in overcoming what Joseph Levine refers to as the explanatory gap 

problem (Levine, 1983, p. 354). 



2.4 Looking for gaps in the truispareng 

In his 1983 article "Materialism and Qualia: The Explanatory Gap," Levine describes his 

stance as weaker than Kripke's claim8 that rnaterialism is certainly hlse. Levine maintains, 

however, that materialism is threatened by a serious epistemological problem when it 

cornes to explainhg how our first-person experiences of the world relate to physical brain 

processes. Levine's claim is that psychophysical identity s ta temen ts whidi a ttemp t to 

reduce subjective experiences to either neurological brain processes or functional states are 

weakened by a certain explanatory gap - a gap which results in our being unable to 

determine whether any given psychophysical statement is, in fact, necessarily h e .  

In Levine's discussion of this problem, he asks the reader to consider the hctionalist 

identity statement: tu be in pain is to be in stntef. According to Levine, in comparing this 

statement with the identity statement: heot is the motion ofmolecules, a problem arises in the 

former case but not in the latter (Levine, 1983, pp. 354-5). The latter statement, says Levine, 

is fully explanatory in the sense that our knowledge of the physical sciences makes it 

intelligible that the motion of molecules could play the causal role that we associate with 

heat (Levine, 1983, p. 357). in the case of the psychophysical statement, however, Levine 

a o w s  that the causal role of pain can be explicated by a functionalist account but daims 

According to Levine, Knpke argued that materiakm was faise based on two daims: 1) identity statements using 
cigid designators on bath sides of the identity statement must be hue in ail possible worlds and, therefore 2) if 
psychophysical identity statements (eg., pain is firing of c-fibres) are cuncebably Mse then, according to 1) they 
are false (Levine 1983, p. 354). 
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that the particular feeling of the pain cannot. Therefore, what it feels like to be in state f i s  

not made fully inteliigible by understanding the functional properties of state f.' 

The fact that we cannot explain what the connection might be between a given 

experience and a given functional state leads to the possibiüty that the connection is 

contingent. In other words, in some cases, f does not produce the same - or for that matter, 

any - experience. There is no clear way of confinning that if you experience pain when 

you are in functional state f - and if the population of China is (somehow) hcüonaily 

organized to match this state - that China is experiencing the same pain as you. 

It is Van Gulick's intention to disallow the type of iiberalism demonstrated by this 

Chinese nation example by imposing a teleological restraint on his huictionalist account 

of mind. He stipulates that only systems which behave in an adaptive manner with respect 

to their specific environment c m  be desaibed using hctionalist ternùnology and this 

quickly elimlliates entities such as the entire population of China, since even if being in 

state f dues somehow create the experience of pain for al1 of China, it serves no adaptive 

purpose by doing so. However, although Van Gulidc reassures us that the teleological 

restraint elinhates the problem of overly-liberal functionalist accounts, he cannot daim 

that his teleological mode1 is entirely effective when it cornes to dealing with the 

explanatory gap a r p e n t  that Levine uses against functionalist accounts of conscious 

experience. 

Van Gulick maintains that Levine's argument - that we are faced with a problematic 

gap when we try to explain how our subjective experiences result from physical/ 

My argument in this thesis, however, is that neither what it is to be in state f, nor what itjkds l t k  to be in state 
f can be made intelligiile by understanding the hinctional properties of state f. In other words, functionaiism 
provides neither a robust account of intentionality, nor a viable dexription of consciousness. 
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functional processes - fails because it is based on the notion that qualia are basic simples 

(i.e., they are without structure of any kind). Van Culid<, however, explains qualia as 

essential elements within a highly complex representational structure. He suggests, for 

example, that phenomenal colour space - far from being only arbitrarily connected to 

some sort of structure - has "a cornplex organizational structure that allows us to establish 

explanatory rather than simply brute fact connections between it and underlying neural 

processes" (Van Gulick, 1993, p. 145). 

With this argument, h~wever, Van Gulick is back into dangerous temtory. By 

relying on the statement that a particular complex neural structure underlies the 

qualitative experience of (for example) colour in humans to win the point against Levine, 

he falls prey to a form of human chauvinism. In other words - and Van Gulidc himself 

admits this - the functionalist explanation of hst-person experience of colour which he 

gives, applies (if it applies at all) to humans alone. There is nothing in his argument that 

eliminates the possibility Uiat entities unlike ourselves (e.g. aliens of some sort) could be 

in the same functional state (and one which meets a particular teleological requirement) 

and still have dissimilar (or no) phenomenal colour e.yeriences! 

The problem that Levine articulates in relation to psychophysical statements, then, 

remains valid. We really have no way of determinhg which (if any) of many possible 

explanations of our subjective conscious experiaces (whether they be couched in 

functionalist or physicalist terms) are hue. Van Gulick acknowledges this problem, but 

daims that the more we are able to define the phenomenal realm in terms of an overd 

functional structure, the greater our chances of eliminating this residue of unintelligibility 

which is left over from the explanation of how representational systems generate 
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consciousness. He makes the assumption that if the functionalist model of mind hasn't yet 

provided a complete account of how the abstract mind relates to the physical world, it 

eventuaiiy will. In the chapters which follow, 1 will attempt to show why such an 

assump tion is overly-optirnistic. 

There is something eke to consider here. Van Gulick's functionalist description of 

phenomenal experience is, as we have seen, modelled entirely on his explanation of 

intemal representation. What started out as a model of representation based on the 

processing of formal intemal symbols has gradually blossomed into an explanation of 

subjective phenomenal experience. Levine's point is that it is not just physicahm, but 

likewise hctionalism, which is unable to provide a legitixnate explanation of our 

consuous subjective experiences of the world. However, if functionalism can be said to fail 

in this respect, it seems that it might also faU short of the mark when it cornes to Van 

Gulidc's model of the intentional mind since, for him, intentionality and fist-person 

expenences go hand in glove. 1 am making the suggestion, therefore, that Van Gulick's 

representationalist account of intentionality suffers from its own explanatory gap!1° We 

have no way of confirming that his highly abstract representationalist model of mind is 

in any way accurate as an explanation of what Lies behind our intentional mental states.ll 

My condusion, then, is this: In the daim that our beliefs and desires supervene on 

an underlying neural structure, Van Guück's homundar functionalist account is able to 

'O It d e r s  h m  a gap in the sense that it fails to provide anythingother than a tentative and very abstract account 
of how the mental states in intentional systems such as ourselves are able to refer to the objects in the worId 
around them. 

l1 In other words, t h e  is no way to verify that his abstract model of mùid is any better than some other (but quite 
different) description of intentionality. 
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make only a highly theoretical connection between our conscious mental states and brain 

processes. It never explains how the two levels he describes - the intentional and the 

neurophysiologicéù - rnight actually relate to one another. My daim is, therefore, that since 

Van Gulidc's tunctionalist explanation of how the intentional mind operates is flawed 

md/or incomplete, it is not able to provide any sort of solid base h m  which to build a 

convinchg explana tion of phenomenal consciousness. 

Ned Blodc, who (in contrast to Van Gulick) claims that the functionalist mode1 of 

mind cannot accommodate phenomenal conscioumess,12 speculates on why €unctionalist 

doctrines have gained such widespread acceptance throughout the domain of cognitive 

science. The tunctionaiist approach, Block daims, was offered initially as a set of 

hypotheses but with the passage of tirne these hypotheses - since they sounded so 

plausible and came with a set of useful features - came to be accepted as established facts 

(Block, 1978, p. 287). If you repeat the hypotheses of hinctionalism enough &es, says 

Block, you begin to beiieve that they're more than just possible - you believe that they're 

bue. 1s this the case with Van Gulick? Not exactly. Van Gulidc maintains that the best 

diance we have of being able to explain how mind and brain relate Lies in the continual 

refinement of the functionalist explanation of the representational process that underlies 

oui thoughts and experiences. 

Van Gulick must, and does, acknowledge that "there is indeed a residue that 

continues to escape explanation" (Van Gulick, 1993, p. 145). The question is: is this residue 

sticky enough to gum up the works for his functionaiist account of minci? In the chapters 

that foilow, 1 will look at two other representationalist models in order to examine the 
- - 

Block, W<e Levine, however indicates that he is happy with the huictionalist account of intentiodty. 
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issue of whether functionalism can provide an account of intentionaiity robust enough to 

act as a viable base for the explanation of the consuous aspect of mind. 



Chapter 3 

From Content to Consciousness and Back Again: 

Why Dennett Vaciilates Between Explaining and 

Eliminating Our Conscious Selves 

In his recently published book, Brainchildrm, Daniel Dennett makes (or, rather, reiterates) 

the daim that the two main topics in the philosophy of mind are content and 

consciousness. Long before many of his contemporaries began to seek explanations of our 

first-person experiences of the extemal world in representational accounts, Dennett was 

argullig for an explanation of consciousness based on a theory of content. Back in 1969, 

Dennett proposed that it was the brain's ability to store and manipulate information about 

the environment (at a sub-persona1 level) which somehow resulted in our (personal level) 

experience of being a subject able to observe, understand, and participate in an objective 

world. Although three decades have passed since Dennett began to investigate these issues 

in Content and Conscioumess, a rehuri to his early ideas on content offea insight with 

respect to his more recent (and, often, hotly contested) writings on the subject of conscious 

selves. 1 this chapter, I wiU argue that, to a very large degree, Dennett's many subsequent 

discussions on the relationship between content and consciousness are based on an 

elaboration of the ideas he presented in his early (1969) book. 
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Dennett's more recent work on 

their opinion, valid - approach to 

intentional systerns.' In particular, some critics claim that he has reneged on his earlier 

conunitment to intentional-level interpretation and has moved in the direction of 

explaining conscious entities using a design stance, thus treaüng selves and the beliefs 

they rnight hold with less realism than was previously the case (Sedivy, 1995, p. 48). 1 will 

argue, however, that the influence of eliminativism on Dennett's account of mind is not 

new and cm, in fact, be found in his very earliest writings. in this chapter, I wiil attempt 

to show that Dennett's agenda has, all dong, induded a cornmitment to "progress" from 

taking about mind in intentional t e m  toward a more scientifically-credible 

interpretation of intentional systems using design stance terminology. 

I argued in the previous chapter that Van Gulidc's represeniationalist account of 

mind - although it makes use of constraints sudi as teleology and homuncularism - is 

unable tu move beyond an entirely speculative account of what it means to be a conscious 

and thoughtful entity. What is interesüng about Dennett's explanation of mind is that it 

comprises both a functionalist account (one which is very similar to Van Gulick's), as weli 

as a strong cornmitment to an eliminativist stance in relation to the mental states that it is 

intended to explain. in this chapter, 1 will argue that it is Dennett's degiance to a 

verificationist approach to the discussion of muid that forces him (some of the t h e )  to 

deny that our thoughts, selves, and consaous experiences really exist. 

Dennett is wd-known for his proposai that intentional systems such as ourselves - systems capable of 
generating rational behaviout on the basis of their lunctional design - can best be interpreted by means of an 
intentional stance which is to be u d  as a heuristic device in arder to understand and predict behaviour. 



48 

3.1 The Issue of Content 

As discussed in the previous chapter, Van Guiick uses the tenn "contentful" to describe 

states of mind such as beliefs and desires. Dennett dso makes extensive use of the terrn 

'content' in his work (e.g., Content and Consciousness). What exactly is meant by this term 

when it is used in relation to metal states? According to Christopher Peacocke, what 

centrally distinguishes mental states with content is that "they involve reference to objects, 

properties or relations" in the world (Peacocke, 1995, p. 219). The contents of our thoughts 

are normally specified using "that . . ." dauses su& as the proposition "they are home 

now" in the propositional attitude sentence "1 believe that they are home now." 

From a folk-psychological stance,'our beliefs and desires (as well as our hopes, fears, 

angers, etc.) are seen as the reasons that motivate us to behave in one way rather than 

another. For example, the fact that 1 believe that you are home now, might influence me 

to behave in one way rather than another (e.g., 1 might walk up to your front door and 

ring the doorbell). in referring to the beliefs and desires of folk psychology to interpret and 

predict the behaviour of human (and non-huma..) entities there is, therefore, always an 

assumption of rationality. In the words of Christopher Peacocke "for a subject to be in a 

certain set of content-involving states is for attribution of those states to make the subject 

as rationally intelligible as possible, in the circumstances" (Peacocke, 1995, p. 220). 

Although it is not uncornmon to observe (or participate in) irrational behaviour, "the 

possibility of ïrrationality depends on a background of rationality" (Davidson, 1995, p. 

Foik psychology is defined as a "common sense" methoci of interpiethg a person's actions and behaviour in 
terms of th& kli& and desires, etc- 
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232). The assumption is made that, generally speaking, those around us will act to confirm 

their beliefs and satisfy their desires. 

A folk-psychological interpretation of behaviour does work and we use it every day 

in order to make OUI way in the world. But how does it work? What can the possible 

comection be between physical brain states and the abstract proposition that T~tesdmj is the 

third day of the week? The issue of how to understand the comection between brain states 

and the "meaning" of Our thoughts is the main problem that Dennett wrestles with - 
starting in his 1969 discussion of the ascription of content and continuing right up to the 

present day. 

3.2 The Ascripüon of Content - cina 1969 

Given that the bibliography in his latest (1998) book indicates that he has published 

somewhere close to 60 books and artides since then. why go back to Dennett's original 

1969 discussion of content? There are at least two reasons to do so. To begin with, Dennett 

himseifstates that his early discussion of content remains the foundation of everything he 

has published since (Dennett, 1998, p. 355). And, secondly, although the ideas laid out in 

the chapter entitled "The Ascription of Content" are written in reaction to the behaviourist 

approach to mind, it is dear that certain behaviourist, or verificationist, tendencies still 

hold sway throughout the discussion. Since Dennett's 1991 book, Consciousness Explained, 

was criticized by some as leanuig too far in the direction of an eüminativist/behaviourist 

interpretation of muid, perhaps an examination of these early writings will help to 

determine if this criticism is, in fa&, valid. 
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In Content and Consciouçness, Dennett sets himself the task of describing the way in 

which we should UUnk about what is referred to as the intentionality, or the abouhiess of 

our thoughts? M e n  attempting to ascribe content, he says, it is necessary to look beyond 

the afferent effect (i.e., whatever caused the event in question) in order to concentrate on 

discerning an appropriate efferent effect? To put it another way (and one that should 

sound better to the hctionaüst ear), it is what the organism does when in a patücular 

mental state that teils us what the meaning of that state/event might be. Dennett 

emphasizes that we don't know (and won't know) what a given mental state/event means 

except in terms of an after-the-fact interpretation of any behaviour which results from it. 

The issue of the appropriateness of response is central to Demett's view of the way 

in which content is to be understood. In his view, the appropnateness of a response is 

determined by the functional design of the system in question. The ascription of content, 

therefore, requires a two-step procedure. First, an account needs to be given of the g e n d  

functional design of the system in order to determine what can be considered 

rational/appropriate behaviour in its case. Secondly, a heuristic overlay in the f o m  of an 

intentional characterization of these structures must to be given in order to "flesh out" the 

hinctional level account with talk of beliefs, desires, and motivations. For example, in the 

case of human entities, our "design" has evolved over hundreds of thousands of years to 

help us adapt to, and survive in, a partïdar environment. Given this evolved design, it 

Searle (1995) p. 3û5 deûnes intentionality as "that pmperty of the mind by which it is directed at, or is about 
objeds and states ofaffairs in the worId." 

' Note that Dennett often relies on behaviourist terminotogy during this discussion. However, his teferences to 
afférents and @mnts shouid not confuse us into t . g  that he is falling back into behaviourist ways here. As 
a centraiist, Dennett is cornmitted to giving the mental realm ik due. After all, the discussion of how content might 
relate to mind is one that no strict behavioutist would aiiow. 
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is possible to define some behaviours as rational and others as not. Dennettts daim, 

therefore, is that the behaviour of an organism is to be interpreted in the teleological 

sense? 1t must be seen to be functional/purposefui when it cornes to helping the organism 

to cope with the environment it finds itself in. 

What are the benefits of interpreting a system or entity in this way? With highly 

evolved and complex systems, says Dennett, the hirther "into" the workings of the muid 

we attempt to go, the more complex and, therefore, "messy" thùigs get. The farther away 

from the periphery of the nervous system a partidar mental event occurs, the more 

helpful a folk-psychological characterization is likely to be in acquiring any kind of 

understanding of the relevant functional organization of mental states involved. Without 

such a strategy, we are left tryhg to individuate particular mental states which are 

"compound, ambiguous and apparently continuousiy dianging" (Dennett, 1969, p. 82). 

Our chances of success in such an endeavour are, according to Dennett, more or less nil. 

3.2.1 Problems with the 2-step Solution 

Dennett, then, maintains that any ascription of content requires the use of the 2-step 

procedure outlined above. To reiterate, it is necessary to 1) define the system using a 

functional (specifically teleological) design, and then, 2) interpret the output of the system 

based on the supposition that the system will behave rationally according to the design 

in question. There are, however, serious problerns inherent in both steps. Dennett 

describes step one - the process of individuating neutal structures by huictional design 

Dennett uses the same restcaint on his hnctionalist account that Van Guiick did, as noted in the previow 
chap ter. 
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- as somewhere between extremely difficult and "al but impossible" (Dennett, 1969, p. 

82). Given the complexity of the neurophysiological workings of the brain - in relation to 

the multitude of inputs, outputs, and possible interference that take place between the hYo 

- the provision of anything more than a highly abstract description of neural processing 

seems unlü<ely shce the fundions to be defined are always global, not local - i.e., they 

refer to the system as a whole and not to discrete neurological happenings. The second 

step in the process of ascribing content - the provision of an intentional interpretation foc 

the functional design in question - is, accordhg to Dennett, just as probiematic as the first. 

Dennett's daim, then, is that the complexity of the design of the intentional systems 

we are trymg to understand predudes the possibility of being able to ascribe content to 

any of their specific functional states. It seems, however, that he wants to go one step 

hrther with his claim. He writes that even if it were possible to determine at "what level 

of the afferent stimulus analysis in the neural net" (ûennett, 1969, p. 83) a neurological 

signal becomes contentful (i.e., b y refening to a spedic object in the extemal world), there 

is no verifiable way of knowing what that content might be. This is to Say that, for aU (of 

Dennett's) intents and purposes, the content he is asaibing does not exist in any 

ontological sense whatsoever. There is no such thing as content in the physical world. 

The ascription of content, therefore, entails nothing more nor less than describing a 

given behavioural event using a partidar verbal expression (Demett, 1969, p. 82). For 

example, says Dennett, suppose that you observe Fido refusing to walk out ont0 thin ice 

in order to retrieve a sucdent beefsteak. Notice that in attempting to provide an 

intentional desaiption that matches the fundionai interrelations of Fido's nervous system, 

you are able to use nothing more prease than opinions expressed in ordinary language 
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(Dennett, 1969, p. 85) - probably something Like "Fido's fear of thin ice keeps hirn from 

retrievirtg the attractive beefsteak." Considering that Fidots neural activities are entirely 

unsullied by concepts such as " thin ice" and "beefsteak, it can be said that this intentional 

description of Fidots bad experience is nothing more than an extremely imprecise 

interpretation of his current state of mind. We are simply using a heuristic device, says 

Dennett, in order to help us understand what might Lie behind Fido's failure to behave as 

expected. For Dennett, then, content is what we, as observers, provide when we interpret 

the behaviour of the entities we are observing. The content is (in a sense) ours, and not 

3.2.2 Content as the harbinger of troubles to corne 

Dennett daims that his insistence on making a clear distinction between the personal and 

sub-personai comes from Ryle and Wittgenstein who warned that these two levels of 

explanation must not be confused. But, according to Dennett, just because beliefs and 

desires are said to be in one category, or domain, of inquiry while neural events are in 

another, does not mean that a hard wedge should be dnven between the two. Although 

there is no rigorous, or empirically sound, way of asaibing content to an intentional 

system, Dennett insists that there is no need to succurnb to the admission of any sort of 

unbridgeable gap between the mental and the physicalb 

The adcnowledgment that we are deaiing with two different levels of explanation, 

however, immediately spawns the need for some way of understanding the relationship 

As Sedivy points out in her arode "Conscioumess Explaineci: Ignoring Ryle and Co.," ü e ~ e t t  reemr 
determineci that - in spite of the condusions of Wittgenstein and Ryle - when it cornes to understanding mind, 
we shouid not "isolate the philosophical from the mechanical questions" @ennett, 1%9, p. 95). 



54 

behveen them* Dennett's solution is to daim that it is the terms used to describe beliefi 

and neural events (rather than the beliefs and neural events themselves) which refer to 

different ontological categories. What is the difference between these two categories? 

T e m  which are used to desaibe neural events refer to the physical world, while the 

terms used in tak  about beliefs and desires and the experience of pain are non-referential 

(Demett, 1969, p. 95). Literauy, there is nothing (i.e., no thing) for them to refer to. 

It is here (way back in 1969) that the beginnings of Dennett's (still unresolved) 

conflict in relation to the explanation of content and consciousness can be found. On the 

one hand, it is dear that he agrees with Wittgenstein and Ryle that personal and sub- 

persona1 explmations should not be equated/confused. On the other hand, he is 

determuied that the sub-persona1 level should not be closed off to philosophical inqujr. 

This "wanting it both ways" on Dmett's part is, 1 suggest, the source of his ongoing 

dilemma. At the same tirne that he is clairning that content cm be understood only in the 

context of an intentional interpretation of behaviour, he is pushing to provide an 

explanation of content based on the functional design of a system. 

What is the result of this unresolved problem? When Dennett is in one mood, he 

writes about the usefulness of interpreting intentional systems using an intentional stance; 

when he is another, he is induied (in fact, forced) to take a stronger eliminativist stance 

with respect to any non-physical entities that are likely to get in the way of an "empirical" 

explanation. When Dennett wants to talk science, beliefs and desires, and even selves, 

must run for cover? 

' Dennett's appmach to content often swings dangerously dose to that of the wellknown views of Paul 
Chufiand who daims that out vocabularies wiii eventually evolve to the point where reference to non-existent 
entities mch as bdiefk and desires will no longer be necessary. 



How, then, are we to understand the discussion of the ascription of content which 

Dennett undertakes in 1969? Is intentional interpretation the only available means of 

explainhg our own and others' behaviour, or is it simply a heuristic device which can be 

discarded once we have a better (scientific) account of our functional design? In my 

opinion, Dennett himself is not entirely certain of the answer to this question. 

3.3 Minor, Mirror on the Wall: Which is the Loveliest Stance of All? 

The same doubts with respect to the legitirnacy of intentional interpretation appear to 

surface again in the article entitled "Intentionai Systems." in this article, Dennett expands 

on his theory of how the ascription of content cm help us to interpret certain complex 

intentional systems. He maintains that there are three ways of approaching, or 

understanding, such a system. We c m  take 1) a physical stance, 2) a design stance, or 3) 

an intentional stance to the design in question. In other words, an attexnpt can be made to 

explain and predict the behaviour of an intentional system in terms of its physical 

components, in ternis of its design components, or by performing a folk-psychological 

interpretation of its behaviour based on the assumption that it will behave according to 

certain rational prinaples which are defined by a general understanding of its huictional 

design. 

As materialists, it would seem that a physical stance would be the stance of choice 

if we require a totally accurate desaiption of the evertts which take place in our world. As 

Dennett points out, however, such an approach is possible only in the case where the 

processes in question can be worked out on the basis of our knowledge of the laws 

stipulated by physics, biology, and chemistry. This is easy enough to do in a very simple 
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or straightforward case (e.g., "it was the force of the moving baseball that shattered the 

glass of the window") but there are many, many more cases in which the taking of a 

physical stance gets us absolutely nowhere. For example, says Dennett, we would be 

quiddy overwhelmed when attempting to describe the workings of even a simple 

computer by referring to the actual physical events which take place during its operation. 

Taking a physical stance, then, is generally not feasible given the complexity of most of the 

systems we are attempting to understand. 

Altematively, says Dennett, we might attempt to understand the output of an 

intentional system by taking a design stance in order to describe/predict its behaviour. In 

this case, however, we would have to have a detailed knowledge of all of the functional 

components and sub-components for the system in question; and, secondly, we would 

have to make the assumption that the system would perfonn as designed and without 

breakdown. But, again, these requirements are dearly beyond our reach in most cases. 

Most of us would have trouble providîng an explanation of the operations of even a very 

simple system from a design stance. In the case of any sort of complex system (e.g., a chess- 

playing computer) Dennett notes that even those knowledgeable about the design in 

question (e.g., programmers, engineers) sometimes find it very difficult to predict the 

output/behaviour of the system using a design stance. 

So what is the solution? Just as outlined in Content and Consciousness, Dennett advises 

that we take an intentional stance when trying to comprehend a system with any sort of 

complex design. When it is not possible "to beat the machine by utüizing one's knowledge 

of physics or programming to antiapate its responses, one may still be able to avoid defeat 

by treating the machine rather like an intelligent human opponent" (Dennett, 1978, p. 5). 



57 

As with a human entity, the most productive way of interacting with a system is to assume 

1) that it will function as designed, and 2) that its design is such that it will (almost) always 

select the most rational move (Dennett, 1978, p. 5). 

Dennett makes the daim in "Intentional Systems" that the decision to use one 

strategy, or stance, rather than another should be entirely pragmatic. In other words, the 

stance you select depends on who you are and how you are trying to relate to the 

particdar system in question. For example, in the case of the diess-playing cornputer, the 

repairman might take a physical stance, the prograrxuner/designer rnight take a design 

stance, and the chess-playing opponent would likely take an intentional stance (Dennett, 

1978, p. 7). 

AU of this sounds very reasonable, and Dennett's account of stances is considered by 

many to demonstrate a certain flexibility and "open-mindedness" because it appears to 

acknowledge that there are different, but equally valid, ways of looking at the 

output/behaviour of intentional systems. 1 want to suggest, however, that Dennett is not 

(and never was) as open-minded with respect to the stances as he is sometimes seen to be. 

In Contmt and Conscioumess, he seemed to argue that the intentional interpretation of 

behaviour, by means of the ascription of content, is a valid psychological project. in 

"Intentional Systems," however, he writes: Vhere, then, should we look for a satisfactory 

theory of behaviour? Intentional theory is vacuous as psychology because it presupposes 

and does not explain rationality or intelligence" (Dennett, 1978, p. 15). 

The intentional stance is hdpful, says Dennett, but it doesn't explain anything- it 

isdt empuical and for Dennett, an empirical scientific theory of behaviour is the u l h a t e  

goal. "In the end," he says, "we want to be able to explain the intelligence of man, or beast, 
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in te- of his design [my italics]"@ennett, 1978, p. 12). What the intentional stance reaily 

does, is show us where our theory of behaviour for a given system is incomplete. Since it 

is "based . . . on no pdcular picture of the system's design, [it] carmot be constnied to 

corifllm or disconfum any partidar pichires" of this design (Dennett, 1978, p. 13). 

What exactly does Dennett mean by design here? Is he referring t~ the somewhat 

general, but teleological, notion of what the system was designed to do (e.g., find food and 

survive predators or play chess)? As described in Content and Consciousness, a general 

notion of design is used to jus* an interpretation of ationality and, in this case, the 

design stance can be seen as simply the prerequisite step before taking the intentional 

stance. 

in "Intentional Systems," however, Dennett moves in the direction of definhg the 

design stance in much more exacting terrns (e.g., using specific huictional modules and 

sub-modules, and so on). In other words, he appears to be operaüng with two different 

definitions of design - a general notion of design which is used to determine what is 

rational in a given case of intentional interpretation, and a Ml-fledged design stance in 

which the behaviour of a system can be predicted using specific and clearly-defined 

functional modules. This latter definition seems to be the one Dennett has in rnind in 

"Intentional Systems." Here he states that theory builders should (whenever possible) 

dispense with intentional explanations and move on to "more reliable design-stance 

explanations and predictions" (Dennett, 1978, p. 12). In Content and Consciousness, a design 

stance was discussed as a sort of prerequisite step before coming up with an intentional 

interpretation of a system's behaviour. In "Intentional Systems," however, UUs 
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prerequisite step gets promoted to a stand-alone approach and one that, given t h e ,  

should eliminate the need for intentional stances. 

1 am arguing, then, that in "Intentional Systems" (and elsewhere) D e ~ e t t  appears 

to waver with respect to the legitirnacy of the intentional stance. in spite of providing long 

and detailed explanations of why this stance is essential when tqring to interpret complex 

systems, and in spite of his daim that no stance is "inhinsically right or wrong" (1978, p. 

7), Dennett's bias in favour of the design stance does tend to shine through. For example, 

he talks of the "intelligence loans" (Dennett, 1978, p. 12) that must be taken out whenever 

we describe a system using the intentional stance since it is necessary to borrow (some 

unexplained) intelligence from somewhere in order to talk in intentional tenns. 

Eventually, says Dennett, these loans wül have to be paid back with an explanation based 

on the cold, hard facts of empirical science. 

In order to understand why Dennett sees the design stance as having greater value 

than the intentional stance, we have to acknowledge his pariicular and persona1 priorities. 

ui "Self Portraitf8 (1998) he writes, "1 have always been fascinated with how things worked 

- docks, engines, rnagic tricks. (In fact, had 1 not been raised in a dyed-in-the-wool 'arts 

and humanities' academic family, 1 probably would have beconie an engineer . . ." 

(Dennett, 1998, p. 356). Dennett prides himself on being a philosopher who begins his 

philosophical investigations from a "base camp in the saences" (Dennett, 1995. p. 242). As 

he has reiterated in most of his writings, he is committed to operaüng stnctly within the 

confines of an objective, materialistic, third-person poht-of-view @ennett, 1995, p. 237). 

The dtimate conceni, therefore, is to get down to empirical facts and UUs, according to 

Dennett, is something we wiil never do using the intentional stance. 
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There is an important point in relation to the design stance, however, that Dennett 

sometimes ignores. When it cornes to understanding the actions /behaviour of a complex 

intentional system, it can be said that a design stance is just as much a heuristic device as 

any intentional stance. Just as the ascription of beliefs and desires can be used to help us 

predict the behaviour of systems whose design is too complex for us to deal with, so the 

design stance can be seen as simply another attempt to overcome our lack of 

understanding of the way in which physical processes lead to our thoughts and behaviour. 

A particular functional design, consisting of a hierarchy of modules and sub- 

modules, does nothing more than describe the way in which the production of thought 

might take place. 'Rte fact is, we are not even close to understanding the design of the 

human mind in functional t e m .  It seems believable that evolution designed and re- 

designed the responses of certain entities in such a way that they were able to interact 

successfully with the worid around them. At this point, however, taking a design stance 

with respect to our behaviour requires just as much (and often more) supposing as any 

intentional interpretation. 

Dennett himself (sometimes) admits this. He somethes does achowledge that the 

design stance, just like the intentional stance, relies heavily on the use of metaphor. In 

Content and Consciousness, Dennett carne out with the strange clairn that "A computer is 

no more really an information processor than a river really ha[s] desires" (1969, p. 90). In 

other words, he has from the beginning (1969) recognized that the reason we tak  about 

cornputers as "processing information" is because describing what they actually do using 

the terminology of physics would be impossible for (and meaningless to) us. T a k  of beliefs 

and desires - and even information processing - is simply a way of helping us to 
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understand events in OUI world which, when desaibed in purely physical terms, are too 

complex for us to comprehend. 

3.4 nie wûy in which beliefs are (sort of) red 

Dennett's discussion of the intentional versus the design stance might lead us to condude 

that he rejects realism with respect to beliefs. ifonly it were that straightforward! Dennett 

addresses the issue of realism in more detail in an article entitled "Real Patterns" in which 

he daims that he takes an "intermediate" position between realists, such as Fodor - who 

maintain that beliefs correspond to specific physical structures in the brain - and 

eliminativists, like Paul Churchiand, who deny the reality of beliefs entirely (Dennett, 

1991b, p. 30). 

Dennett explains his position as follows. Beliefs have no ontological reality. They 

donPt exist any more than abstract objects such as "centers of gravity" or "Dennett's lost 

sodc enter? What is real, however, are the patterns of behaviour that are discemible 

when taking an intentional stance. The intentional stance works because it provides us 

with a reasonably diable tool for predicting the behaviour of intentional systems. 

In "Real Patterns," Dennett compares the patterns of behaviour that are discemible 

from an intentional stance to the patterns that are produced by computer software such 

as that used for an impiementation of The Game of Life. In this game, visible and 

consistent pattems of movement are produced on the screen whüe "at the physical level 

there is no motion, and the only individuals, ceils, are defined by their fixed spatial 

üennett (1991b) p. 28. The latter is defined as 'the center of the smaiiest sphere that can be inscribed amund ai i  
the so& 1 have ever lost in my Mee" 
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location" (ûennett, 1991b. p. 39) What we see -the "motion ofpersisting objects" (1991b, 

p. 39) - seems real and (if we know how the program works) we can predict what 

movement will happen next quite reliably. Dennett, then, is claiming that these patterns 

have a certain reality - the same kind of realiw as do the patterns of our behaviour when 

interpreted using abstract objects such as beliefs and desires. Note that in observing the 

output produced by The Game of Life software, the content of Our visual experience is 

entirely dissimilar to the underlying processing (of rules) that generates the moving 

objects we see. Likewise: 

The process that produces the data of loik psychology . . . is one in which the 
multidimensional complexities of the underlying processes are projected through 
linguistic behaviour, which creates an appearance of definiteness, and precision, 
thanks to the disaeteness of words. (Dennett, 1991b, p. 45). 

Dennett, then, takes an intemediate position on realism with respect to belief. In 

adaiowledging both sides of the argument, however, he fails to resolve the issue. What 

Dennett admits is useful (ia., the intentional stance) has no real saentific credibility and 

Dennett, as we h w ,  is committed to the provision of a mode1 of mind which is 

empirically sound and scientifically impeccable. 

In spite of his claim that the intentional stance gets the job done, Dmet t  is strongly 

motivated, therefore, to corne up with an empincally sound theory of behaviour UIat will 

ultimately do away with any description of mind based on the fictions of the intentional 

stance. It is this distinct bias in favour of the design stance that Dennett carries over into 

his attempt to explain what lies behind our conscious experience of the world. 



63 

3.5 From Content to Consciousness 

Why have 1 devoted so many of the preceding pages to the discussion of Dennett's theory 

of intentionality? I maintain that in order to make sense of why he proceeds as he does in 

Conscioumess Explained, it is necessary to have a clear understanding of his view with 

respect to content. According to Dennett, intentionality is a more fundamental 

phenomenon than consciousness since only intentional systems cm be described as 

conscious. Any theory of consciousness, therefore, must be built upon the foundation of 

a solid theory of intentionai content? 

As stated earlier, Conscioiisness Explained has someünies been interpreted as a 

betrayal, or tumaround, in relation to Denneth earlier writings on intentional systerns 

(Akins, 1996, p. 184; Sedivy, 1995, p. 481). Dennett, however, maintains that Consciotisness 

Expiained is the complimentary volume to The Intentional Stance (which fills out the 

explanation of content that Demett gave in Contmt and Con~o~rsness~. '~ With 

Consciousness Explained, Dennett attempts to "take the next step" and rely more extensively 

on design stance terminology in order to explain what lies behind our experience of being 

a consaous subject. 

My argument, contrary to the critics mentioned above, is that in attempüng to 

provide a theory of consciousness, Dennett does more or l e s  what he dairns he intended 

to do al l  along: he first provides a theory of content and then a theory of consciousness, 

Dennett daims that mort philoaophen see thingr the other way around - Le., intentionality is aeen to be 
dependent on consciousness which is considered the fundamentai phenomenon (1995, p. 236). 

'O In 0th- words, The Intentional S t m e  (1978) expands on Dennett's early ideas on content, while Conwiousness 
Explained (1991a) provides the complementary explanation of consciousness (Dennett, 1998, p. 355). 
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with the second theory based on the first.l1 in tracing back through his earlier work, it can 

be seen that Dennett's approach to consaousness is, in fact, dosely dependent on the ideas 

that he has developed over the years in relation to the different stances that can be taken 

when it cornes to desaibhg an intentional system. Dennett, then, has not exactly reneged 

on his coIIunitment to the intentional stance in Conscioumess Explained. Keeping in mind 

the agenda he outiined in "Intentional Systerns," - that theory-builders should always 

move in the direction of using the design stance in their explanations - his eagemess to 

"move ahead" and take a design stance in Consciousness Explained is not all that surprising. 

Dennett is operathg on the supposition that both his audience, and the problern itseif, are 

now ready for a design stance explanation. 

3.5.1 nie grnerai daim 

In Cons~uzimess Explained, Denne tt makes the daim that it is the simultaneous, or paralIel, 

processing of a multitude of very sophisticated and complexly-related representations that 

lies behind our smse of being a consaous The conscious experience of ourselves as 

subjects operating in an objective world is essentially tied up with our ability to somehow 

"process information" about the world around us by means of a cornplex control-system 

that dows for recursive self-representation (Dennett, 1991a, p. 310). In other words, part 

of what o u .  representational system keeps track of is the relationship between our 

particular physical body and the environment in which it is located. 

I1 See Dennett. 1998, p. 355 for a discussion of how he has proceeded as planned in his pubüshed works. 

'' Note. again, the simüarity between Dennetrs functionlüst account of the sense of "self" and Van GuIick's 
(desaibed in the pcevious chapter). 
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Dennett maintains that underlying our sense of king a consaous and subjective self, 

there lies nothing more nor less than the operation of a type of very complex intentional 

systern described in earlier publications. In part III of "Intentional Systems," Dennett 

makes the daim that it is for the subdass of intentional systems that have language and 

c m  communicate that we need to address the issue of consciousness. "The appreaation 

of meanings - their discrimination and delectation - is central to our vision of 

consciousness" (Dennett, 1995, p. 237). Likewise. in "Real Patterns," Dennett emphasizes 

that it is o u  linguistic capability that is central to our sense of being a conscious subject 

capable of thinking thoughts about the extemal world (Dennett, 1991b, p. 45). 

D m e t t  has already acknowledged that the content of our beliefs, etc. cannot be 

traced back to specific mental events and/or intemal representations (as in some Fodorian 

language of thought scenario). The content of our beliefs is not real - at least not in the 

sense that it corresponds (in any verifiable manner) to anything taking place in our brains. 

Lücewise, the "stream of consci~usness"~~ which we experience, has no reality in the 

physical world since neither the "stream", nor the self that experiences it, c m  be traced 

badc in any legitimate way to physical brain processes. k"mettfs daim is that the sense 

we have of being a conscious subject capable of entertainhg beliefs and desires is nothing 

more than an illusion. The difference in his 1991 approach to the illusory nature of thought 

and self is that, in Consciousness Explained, he proposes to give us some design-level detaiis 

to help us understand what Lies behind these illusions. 

13 in describing this "rtream of conscious experience," Dennett refers to the "meanderhg sequence of conscious 
mentai contents famously depicteci by James Joyce in his noveis" @eMett, 1991a, p. 214). 
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3.5.2 nie intentional stance resurfaces 

In Consciousness Explained, the intentionai system is presen ted using specific design 

terminology (e.g., pardel processing of a complex control system capable of recursive self- 

representation). However, Dennett doesn't - in fact, isn't able to - escape the need for 

intentional interpretation when it comes to explaining consciousness. In fa&, an important 

part of his theory of consciousness corresponds to his previous daim that in order to 

understand the conscious thoughts of another entity, it is necessary to take an intentional 

stance so as to "make sense of" their behaviour. In Consciousness Ekplained, the behaviour 

in question consists of a verbal report of conscious thoughts and sensations. What is 

strange, however, is that when it comes to collecting data on the subjective thoughts and 

experiences of a particular intentional system, Dennett now makes the c l a h  that he cm 

take an intentional stance in relation to the system's verbal output while "never 

abandoning the methodological sauples of science" (Dennett, 1991a, p. 72). His proposal 

for capturing the phenomenal experience of a conscious "subject" is as foUows. Make 

multiple recordings of the conversation you have with the subject and have transcripts 

prepared by three àifferent stenographers in order to ensure that the data you accumulate 

remain (relatively) immune to bias and over-interpretation (Dennett, 1991 a, p. 75). 

But something seerns to be m g  here. Dennett's suggestion that such a transaipt 

would contain "vaiid" data misses the point that he has previously (and consistently) 

made with respect to intentional interpretation.14 Dennett has always insisted that any 

particular interpretation of behaviour - verbal or othenvise - can never be 

vetined/confirmed using empirically sound methods. The suggestion that there is an 
- - -- -. - 

As discussed above, he maices this daim in both Content and Conscioumess and Bminstonns. 
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objective way to go about collecting data on subjective experience which will ensure that 

the data in question have any kind of empirical integrity is rnisplaced here. If 

phenomenology is not "among the data of science," (Dennett, 1991a, p. 71) he should not 

try to convince us that this particular form of intentional interpretation has any scientific 

credibility, espeaaily since what we are ultimately told to do with this transcript is to treat 

it as a "work of fiction" (Dennett, 1991a, p. 79). The reason he should not is that, by his 

own theory, the data coIlected consist of nothing more than the transcription of the 

fictional beliefs and desires of an illusory consaous self. 

Dennett's attempt to put a different "spin" on intentional interpretation in this case 

is based on his decision in Consciousness Explnined to "forge ahead" with a design stance 

approach to consaousness. He simply has trouble reconciling what he calls his "empirical 

theory of mind" with the fictional data it must rely on. But, surely, this - the problematic 

relation of abstract (or fictional) content to physical brain matter - is the a u x  of the matter! 

It is in order to resolve this relation (of mind and brain) that Dennett writes the book to 

begin with. His attempt to legitimizeO or "clean up", the intentional stance here can be 

interpreted in two ways. To begin with, it can be seen to highlight the fact that Dennett's 

approach to the three stances he has defined in his earlier work is unstable. Secondly, it 

seems to indicate that Dennett is, after all, not entirely satisfied with his empirical theory 

of mind. 

Another important point to consider here is this. As Dennett admits, there is no way 

of knowing whether the subjects desaibing the* conscious thoughts and experiences are 

actually having these experiences, or are simply a talking zombies. Given Dennels 

approach, any intentional system that has a design complex enough to produce the kind 
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of output (language) desaibed above must be considered to be conscious "in the fullest 

sense" (Dennett, 1991a, p. 221). For Dennett, the notion of a conscious self is simply 

another fictional notion which is usefd when tryuig to understand highly sophisticated 

intentional systems - whether these consist of a particular software/hardware 

configuration or of flesh and blood. As many &tics have pointed out, however, this 

appears to be more of a denial, rather than an explanation, of phenomenal cowciousness. 

Dennett has long held the opinion that abshact notions such as beliefs and desires and 

first-person expenences are not reducible to physical brain states. From his point of view, 

therefore, the only scientificaily respectable way of dealing with them is elimination. This 

raises the issue of (and confusion about) whether Dennett should count himself as an 

eliminativist or hstrumentalist when it cornes to intentional mental states. 

3.5.3 Teleologicalfunction and hatdwareIsofhuare considerations 

1 have been arguing that Dennett's explanation of subjective, or phenomenal, 

consciousness does not reject, but rather incorporates (in a somewhat strange order) ail of 

the theories and ideas he has been developing since Content and Consciuzîsnesç in 1969. For 

example, as discussed above, Dennett's original views on how and when to ascribe content 

play a major role in his explanation of consciousness. Likewise, Dennett's 1991 mode1 of 

consciousness c m  be seen to reiy heaviiy on his earlier views with respect to how 

intentional systems gaduaiiy develop a teleological functional design. 

According to DenneWs theory, systems which have evolved to the point where they 

can accommodate language, are able to pi& up an already invented and largely debugged 

system of habits (e-g., the alphabet, the wearing of dothes) and modify this as required. 
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This process results in the creation of what DeMett refers to as a "Wtual machine" (Le., 

software) which runs on the pardel network architecture of a brain (Dennett, 1991a, p. 

214). It is the processing of UUs virtual machine - described by Dennett as a continuous 

stream of self-probings - which provides the intentional system with the sense that it is a 

subjective self who has first-person access to its own thoughts and sensations. 

For Dennett, then, the sense you have of being a real self is simply an illusion aeated 

by the complex and highly-evolved representational system which keeps "you" informed 

on an ongoing basis about the cur~ent state of your environment and your body and the 

connection between the two. You beüeve you are a self (with a history and an individual 

set of proclivities, and so on) but beliefs - as Dennett has told us from the beginning - 
don' t really exist. 

In Consciozisness Expluined, Dennett clearly moves on from the notion of teleological 

design as a means to and end (i.e., in which a general notion of a functional design is used 

to facilitate the intentional interpretation of what is assumed to be rational behaviour). 

Here, a more fully-developed design stance has become an end in itseif. Dennett appeaa 

to be saying that we now have enough scientific knowledge to corne up with a design 

description that is robust enough to fill in some of the gaps that the intentional stance 

leaves behind. 

3.5.4 The lrony of Multiple DrafLs 

It is during his discussion of the multiple cirafts model of consciousness that Dennett gets 

down to the spccific technical details of how the virtual machine might (or might not) 

operate on the hardware of our physicd brain. In the first chapter of the section entitled 



"An Empirical Theory of the Mind," D m e t t  introduces the multiple drafts model of 

consciousness as a scienaflcaily legiomate alternative to the misguided approach of the 

Cartesian materiali~t.~ In describing his proposed model of consciousness, he states: 

Atl perceptual operations, and indeed all operations of thought and action, are 
accomplished by multitrack processes of interpretation and elaboration that occur 
over hundreds of milliseconds, during which tirne various additions, incorporations, 
ememdations, and overwriting of content c m  occur, in various orders. (Dennett, 
1991a, p. 185) 

In other words, according to Dennett, there is no central location to which the 

"inf~nnation"'~ resulting from one or more perceptual detections "is sent" for the purpose 

of "re-presentation." The likelihood of a particular perceptual discrimination becoming 

conscious, as well as the way (e.g., the temporal order) in which it becomes conscious 

(assuming it does become conscious) depends entirely on what else is going on in the brain 

(in paraliel) at that moment. Multiple, and parallel, "drafts" relating to a particular 

experience are al l  potentiaiiy available and, says Dennett, no particular one of them can 

be singled out as canonical. He condudes, therefore, that there can be no definitive version 

of "what it is like to be" in a particular mental state. 

Multiple drafts has sometimes been criticized as attempting to reduce subjective 

conscious experience to the workings of the functional design, or hardware/software 

configuration, which Dennett proposes. 1 maintain that, on the contrary, Dennett would 

not allow for the reduction of content and/or conscious experience. Clearly, his message 

" According to DeMett, Cartesian materialisrn comprises a faulty set of concepts about the cowaous mind. For 
example, he says, the Cartesian materiaîist defines the consaous mind as a kind of "locus of subjectivity" 
(Dennett, 199ta, p. 255) - some kind of central observer, or point of view, which must reside in a particular 
location in the brain which he equates with the Cartesian theatre 

" 1 have encloseci certain ternis used in this dexription of multiple drafts in quotation mark to point to the fact 
that Dennett's explanation (although supposedly given in design terms) must still rely heavily on metaphor to 
get his p in  t across. 



7 1 

all along has been that our beiiefs and subjective experiences can never be reduced to 

specific brain states or, for that matter, to specific functional modules/locations or sub- 

modules in a given design. In fact, Dennett has been quite consistent over the years in his 

claim that the content we ascribe to our mental states has no ontological reality 

whatsoever. An observer cm interpret our behaviour according to certain reliable patterns 

of rationality whidi, aithough govemed by design, never reduce to specific functional 

and/or brain states. To repeat: they do not refer at all. That is what the intentional stance 

tells us. This makes it seem somewhat contradictory and very confusing, therefore, that 

Dennett attempts to take a design stance 

entirely iilusory. 

There is a certain irony at work in 

in order to explain what he has descn'bed as 

Dennett's explanation of the multiple drafts 

model. in attempting to talk about conscious experience using a design stance, he has rn 

directly into a substantial problem- the exact same problem that he (in previous writings) 

described as requiring an intentional stance solution. His basic daim in relation to multiple 

drafts is that what yourexperiences are about cannot be referred badc to any specific time 

(of occurrence) or location in the brain since neither the experience nor what it seems to 

be about has any ontological reality. In foilowing Dennett's description of multiple drafts, 

the reader is forced to condude that the ongoing simultaneous, parallel and cornpetitive 

processing which occurs in the (pandemonium) model is so complex that any attempt to 

take a design stance in order to detennine what is beingexperienced when, is futile. In UUs 

sense, multiple drafts ends up making a strong argument in favour of the intentional 

stance. The only conclusion it is sensible to draw fiom the design stance approach used in 

Consciousness Explained is that if you want to get an idea of what it is iike for a conscious 
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entity (with language capability) to experience the world, your best bet is to take an 

intentionai stance towards the verbal report of the subject in question. 

In spite of Dennettrs daim in Consciousness Explained that he is presenting an 

empirical theory of mindr it is dear, in reading carefdly through this book, that no such 

daim c m  be made. As Akins puts it, Dennett is a philosopher who is "Wng to float two 

separate projects that cirift in different directions" ( A b ,  1996, p. 189). Dennett the 

philosopher (author of the intentional stance) and Dennett the would-be engineer 

(Dennett, 1998, p. 356) (proponent of the design stance) seern to be uneasy cornpanions 

throughout this book. In the end, the multiple drafts model is unable to make any clear 

connection between subjective consaousness and the processing of the virtual machine. 

This is a destructive rather than a constructive project (Sedivy, 1995, p. 455) - i.e., multiple 

drafts tells us what phenomenal consaoumess isn't but it falls well short of providing a 

constructive empincal model of what it is. 

In "Intentional Systems," Dennett made the daim that intentional interpretation of 

a systemrr behaviour requires the taking out of a "loan" on intelligence. in other words, 

you explain a system in intentional terms only in the case that the system's design is too 

cornplex for you to corne up with any concrete sort of explanation. in Consciousness 

Explained, Dennett indicates that he is now ready to pay badc the loans (of intelligence) 

that he has taken out over the last decades by providing the rea.der with a hilly scientific 

account of what it means to be conscious. However, the fact that the explanation of his 

empincal model of mind must rely on temis such as "drafts" and "pre-publication editing" 

can only lead to the condusion that it has badcfired when it cornes to any sort of loan 

payback. 



3.6 Conclusion 

More than one critic has made the clairn that Dennettfs empirical model of mind is unable 

to deliver when it comes to providing a viable design stance explanation of conscious 

experience. In "Ships in the Night," Akins takes Dennett to task for failing to provide the 

details of how his computational model of consaousness might actuaily produce 

phenomenology. Likewise, Çedivy, in "Ignorîng Ryle and Co.," rightly points out that 

Dennett "does not provide an adequate case for the identification of conscious mental 

episodes with functional organizations of brain states" (1995, p. 458). As he nears the end 

of his explanation in Consciousness Explained, however, Dennett appears to anticipate these 

very criticisms. in spite of the emphatic tone he takes during much of the book, he begins 

to admit that his proposed model of consciousness may not have, in fact, provided a truly 

scienüfic explanation of how conscious mind and physicai brain relate. He acknowledges 

that he has simply replaced "one family of metaphors and images with another" (Dennett, 

1991a, p. 455). When it comes to understanding what lies behind our conscious experience 

of the world, is the idea of a "virtual madune" translahg "multiple drafts" any more 

accurate and/or helpful than the idea of a self who is somehow able to make sense of, and 

respond rationally to, the world it experiences? Dennett, obviously, UUnks that it is but 

even he admits that we are SU in the "metaphor and hand-waving stage" (Dennett, 1991a, 

p. 275). 

My a r p e n t ,  then, îs that ûennett's explanation of consciousness does not represent 

any betrayal, or tumaround, when it comes to the agenda he laid out in his earlier work 

on intentional systems, and that his way of viewing the connection between mùid and 
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brain has remained consistent Uiroughout the many books and articles he has published. 

The problems that rise to the surface in Conscioumess Explained in relation to design-stance 

explmations of fictional entities - such as beliefs, pains, and selves - were evident badc in 

Dennett's 1969 discussion of the limitations of intentional-level interpretation of systems. 

Dennett's cornmitment to a behaviourist/verificationist approach to mind requires 

that he must always keep a certain "metaphoric" distance from the physical brain states 

that are presumably responsible for our thoughts. But herein lies another (and perhaps 

more serious) problem. Dennett himself writes that in basing a mode1 of consciousness on 

a theory of content, it is first necessary to ensure that the theory of content is sound. 

Dennett's theory of content, however, never explains how it is possible for us to entertain 

thoughts about objects and events in the world. It simply provides a way of getting around 

the fact that we have no (legithate) explanation of the intentional nature of mind. 

Dennett asks, "Are there mental treasures that cannot be purchased with intentional 

coin?" (ûmet t ,  1978, p. 16). These words imply that an account of intentional content is 

all that is needed in order to corne up with a legitimate explanation of our conscious 

subjective experiences. Although Dennett apparently feels that his explanation of 

intentionality is robust enough to warrant his moving on to an account of consciousness, 

1 maintain that his explanation is not stable (or problem-k) to the extent that it can 

provide a solid base for an account of the consaous properties of mind. in spite of the 

significant efforts on the part of functionalists such as Dennett and Van Gulick, a 

cornprehensive and/or believable explanation of intentionality has yet to be established. 

Until it has, we must be exüemely circwnspect when it cornes to using any "explanation" 

of content to provide an account of out conscious subjective experiences of the world. 



Chapter 4 

Natural Reasons - Problems in Fred Dretske's 

Representational Theory of Mind 

To most of us, a folk-psychological explanation of behavior - in which our beliefs and 

desires are seen as having causal efficacy in relation to our behavior - seems exceedingly 

obvious. For example, it just seems to make sense that 1 open the door because 1 believe 

there is someone behind it and I wish to see this person. To many philosophers involved 

in the philoçophy of rnind, however, this comrnon-sense view of what causes us to behave 

in one way rather than another is highly naive and ükely erroneous. It is certainly true that 

the job of explaining exactly how Our mental states relate to the neurophysiological 

workings of our brains has proved to be extremely challenging. 

In the previous chapten, 1 have taken a look at two materialist philosophers (Robert 

Van Gulick and Daniel Dennett) who, having developed art account of how the 

intentional, representational mind relates to the physical brain, have gone on to attempt 

a solution to the "problem of consaousness" based on this account. As discussed in 

chapter 2, Van Guiick takes a "more of the same" approach. His claim is that if a 

representational system possesses the prerequisite level of sophistication in the form of 

complexly-defined and interrelated representational states, consaous awareness of self 

versus world will resdt. 1 argued in chapter 2, however, that Van Guiick must fil1 in 
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certain gaps in his representational account before he canuse it as a base on which to build 

a model of consciousness. 

In chapter 3, 1 tried to show how Daniel Dennett's model of mind moves 

progressively in the direction of a conunitment to eliminativism. 1 discussed how Dennett's 

more recent attempt to move on fiom his weU-known "intentional stance" to a "design 

stance" position in relation to first-person conscious experknces was unsuccessfd since 

Dennett's "empincal" model of mind does nothing so much as highlight the problems 

inherent in any attemp t to locate or describe the physical events that supposedly underlie 

a particular conscious thought. My argument was that multiple drafts, in fact, works to 

validate Dennett's or@ml argument in favour of taking an intentional stance and forces 

him even further in the direction of eliminativism with respect to beliefs, desires, and 

selves. 

Fred Dretske, on the other hand, sees no reason to be so "skittish about belief" 

(Dretske, 1988b, p. 511). He chides instrumentalists such as Dennett by referring to the 

words of J. L. Austin who stated that 'lit would be silly to hedge one's realism about 

dreams, numbers, and thoughts sirnply because they la& the properties of ordinary dry 

goods" (Dretske, 1988b, p. 511). in his writings, Dretske has worked diligently to do what 

philosophes sudi as DeMett desa ie  as entirely rnisguided - he has attempted to 

"naturalize" the mind. According to Dretske, the Rght kind of representational model of 

mind can provide a an entirely natural account of how the beliefs and desires, etc. that 

comprise our mental States relate to the physical workings of our brai.. For Dretske, your 

belief (e.g., that there is beer in the fiidge) and your desire (eg., for a cold drink) are 
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somehow able to influence/cause the sequence of physical events in your brain which 

eventually result in your going to the fridge to get that beer. Dretske, of couse, is careful 

to stipulate that it is not the (abstract) belief, itself, that causes a given physical event. 

Rather, it is the way in which your brain is able to represent the fact that there is beer in the 

fridge that results in your heading to the kitchen. 

In his 1995 book, Naturalizing the Mind, Dretske presents a mode1 of conscious 

experience which is based on his earlier work on natural representational systems. In this, 

his work foUows the saine pattern of development which 1 have argued is apparent in the 

work of both Van Guüdc and Dennett. in order to determine whether Dretske's approach 

to representational systems is able to explain the connection between our brain processes 

and our thoughts about (and subjective experiences of) the world, 1 want to begin by 

looking at his 1981 KnowIedge nnd the Flow of lnfonnntion. 

4.1 Dretske's 1981 Information Theoretic Model of Intentional Systems 

In his autobiographical entry in Guttenplan's A Cornpanion to the Fhilosophy of Mind, 

Dretske explains how his philosophical focus evolved over the years fiom the study of 

epistemology to philosophy of mind and acknowledges that the information theoretic 

account he presented in the 1981 book Knmledge and the Flow of I n f o m ~ t i o n  - although 

adequate as a theory of knowledge - was somewhat "short on details" (Dretske, 1995a, p. 

262) when it came to e x p l d g  how beliefs could actually cause behavior. Nevertheles, 

many of the ideas which Dretske proposes in 1981 retain a strong influence in his 

subsequent explanation of the intentional and consaous nature of representational 

systems. For this reason, it is helpful to look at his description of how physical structures 



78 

in the brain develop the capability of transmitting information in such a way that the 

system in question is caused to behave in one way rather than another. 

In "Meaning and Belief" - part III of Knowledge and the Flow of Information - Dretske 

attempts to explain what is required, in terms of the coding of infonnation, in order to 

transform an information processing system into a cornplex cognitive system capable of 

manufacturing sophisticated (Le., higher-order) intentional structures out of lower-order 

informational states. His explanation centres on the transformation of what he refers to as 

"analog" to "digitaiized" infonnation. According to Dretske, certain physical structures 

in the brai. "carry" information in anaiog fonn which is related to some object or event 

in the extemal world. These analog structures are the result of the incoming information- 

b e a ~ g  signais that are created during the early stages of percephial processing (Dretske, 

1981, p. 181). 

The defining feahire of this so-called analog information is that it is all-indusive. in 

other words, analog infonnation includes a theoretically unlllnited amount of nomicaily 

and / or analytically-related information about the sensory event in question (Dretske, 

1981, p. 178). For example, on perceiving a red square, the resulting analog information 

structure would comprise a vast and comprehensive amount of complexly-nested 

information related to the square in question such as its size, orientation, location, colour, 

as well as the hct that it is also a parallelogam, a rectangle, and so on. 

All of this information is of no use to the system, however, until it has undergone a 

certain "restructuring." According to Dretske, in orde. for the information to be efficacious 

in the production of some result or action, a certain element(s) within the analog 
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representation must be "digitalized" to provide the system with access to a structure's 

"semantic content" (Dretsk 1981, p. ln). Only the digitalized element(s) in an 

information s t n i c ~ e  has what Dretske refers to as "semantic content" - i.e., information 

encoded in digital form. U d y  information encoded in this way c m  be used in the eventuai 

production of the intentional states (e.g., beliefs) which are, according to Dretske, causally 

efficacious in relation to the system's behavior." 

~ o t e  thnt fie use of the phrase "semantic content" is somewhat misleading here. 

~lthou& it somehes  s~unds iike he is dairning that these digitaiized elements actuaUy 

contain semantic infom&oion, Dretske is usuaily careful to emphasize that it is the way in 

whi& information is enc~ded by the system that provides the hookup, or connection, 

between a specific digital element and a particular state of affairs in the world. However, 

as we see, no amowt of careful wording in relation to how a "semantic" elernent 

(associated with a digitalized information structure) can act to represent a particular state 

of affairs can elimlliate the problems inherent in Dretske's account.. 

&&ce's basic cl.iim in 1981 is that a certain kind of system, S, has the ability to 

f m s  on Uie digitalized element in an information structure, thereby "screening out" ail 

other nesred companents whidi remain encoded in analog fonn. The question arises 

as to just when and exactlyhow particu1a.r elements in an information structure get selected 

for &git&ation. Accor&g to ûretske, it is during the learnhg process that a @ven 

elemmt is selected for &$al encoding. It is Iearning that is responsible for converting 

Note that Mavior hem m a t  be undentood as  wmething over and above the physicai movements produced 
by the vstem question. ~ r e ~ k e ' s  argument is that it is intentional statcs which are somehow responsible for 
the produaini of behavior. The pmblem, of course, is how to show the conneaion between the bmin states whi& 
cause phpicd movementr and the intentional mentai states which allow w to interpret physical movement as 
a coherent action/behavior. 
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neural states into specific structures whidi have the function of representhg a particular 

state of affairs (Dretske, 1995a, p. 261). S, then, develops the ability to digitalize a given 

element (i.e., to create a semantic structure) through the training and feedbadc which occur 

during leamhg (Dretske, 1981, p. 193). The development of these neurological structures 

(configurations) takes place by means of repeated exposure to the objects and events of the 

extemal world. In order for S to develop the concept of  nim mal, for example, it is necessary 

for S to be exposed to many occurrences of animals and non-animals. Once a conceptual 

structure with the appropriate "semantic content" is in place, subsequent instances, or 

tokens, of this established type activate, or trigger, certain behaviors. But how accurate is 

this process? Although Dretske's mode1 of the development of concepts makes an effort 

to accommodate false belief, the issue of misrepresentation is one that brings to the fore 

some disconcerthg problems. As Fodor points out in "Semantic, Wisconsin Style," "causal 

theories have trouble distînguishing the conditions for represmtntion from the conditions 

for h t h .  This trouble is intrinsic; the conditions that causal theories impose on 

representation are such that, when they're sa tisfied, misrepresentation cannot, by that very 

fact, occur" (Fodor, 1984, p. 234). 

This is not the only problem with the 1981 account. Dretske's discussion of the role 

of learning in the establishment of concepts and the processing of beliefs offers an 

explanation of how mental states might relate to our behavior, but the details of exactly 

how our brains are able to accomplish this feat seem to be missing. Dretske makes the 

c l a h  that the s e t h g  of some kind of "intemal switch" is what detemiines that one 

component of an information structure will be digitaiized rather kün another and that the 
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selection is based on what S "needs to know" in order to conünue to process information 

in a manner that will result (either now or eventually) in some fom of appropriate 

behavior (Dretske, 1981, p.181). But references to the setting of switches bring up the nasty 

question of "who" or what is setting the switch (or, indeed, how it is set). In other words, 

who or what is making the judgement that one element rather than another is to be 

selected for digitalization). It appears that some kind of inner-understander-of-meaning 

must be Uivolved here. 

ui describing the way in which his theory of intentionality has evolved over the years 

(Dretske, 1995a, pp. 259-265), Dretske admits that his 1981 account of mind was weakened 

by several inherent (and uwolved) problems and acknowledges that his early writings on 

intentional systems failed to provide a detailed explanation of the way in which mental 

states codd be said to be identified with (but not redticed to) the neurological activity of 

the brain. According to Dretske, this was because in his 1981 account of intentionality, the 

term "information" was used in such a way that it was d e s d i n g  the nomic dependencies 

and relatia.1 ships that existed between particular physical and mental events and not with 

the events themselves. Dretske acknowledges h a  t, withou t a naturalis tic theory of belief, 

the mental states under discussion kt 1981 were faced with the threat of being entirely 

epiphenomenal (ûretske, 1995a, p. 260). In other words, he was never able to get past the 

theorizing stage in his description of mind or to provide a truly "naturaiized" account of 

inten tionality. 

In his subsequent wrïtings, Dretske ba& off from the information theoretic 

teminology he relied on in Knawledge and the Flow of tnfomtion. in addition, he attempts 
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to develop a much more detailed explanation of how references to objects and events in 

the external world are actudy incorporated into the development, and subsequent 

activation, of neural structures in the brain. 1 will argue in the sections which foiiowing, 

however, that Dretske is never quite able to eradicate the problems that underlie his 1981 

investigation into the nature of mind. 

4.2 Dretske's Representationd Theory of Mind 

Dretske daims that the purpose of his 1988 book, Explaining Behnvior: Reasons in a World 

of Causes, was to fill in the gaps in his earlier mode1 of the intentional mind by providing 

a naturalized account of intentionality (Dretske, 1995a, p. 263). His first move in this 

undertaking was to redefine behavior in a way that would facilitate his causal story. 

4.2.1 Behavior: a Process, tiot a Product 

The standard functionalist account of behavior as output which occurs as a result of the 

processing of input is flawed, Dretske says. This definition gives the impression that the 

cause of behavior is one and the same as the cause of output and confuses causal 

explanations of why we act in a partidar way with causal explanations of the body's 

physical movements. This conflation ofbehavior and output misleads us into thinking that 

the cause of behavior is identicai to the cause of output. In other words, we begin to 

confuse psychological explanation of behavior with neutobiological explanations of motor 

activity so that in the end "our thinking this and wanfing that" are left with no job to do 

(Dretske, 1988a, p. 36). 
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Dretske emphasizes the point that behavior is a process and not a product Behavior, 

he writes, is neither the intemal cause nor the extemal effect but rather "the one producing 

the other" (Dretske, 1988a, p. 33). However, thk claim requires a detailed account of the 

relationship between reasons and causes -a convincing explanation of how our beliefs and 

desires might influence the physical brain states which cause our behavior. 

It is in his comprehensive account of different types of representational systems, that 

Dretske attempts to provide this explanation. in the sections which follow, 1 will take a 

critical look at various aspects of Dretske's representational account of intrinsic 

in ten tionality. 

4.2.2 The Role of Repesentation in the Dmelopment of Intentional Systerns 

Dretske defines a representational system (RS) as a system "whose h c t i o n  it is to indicate 

how t h g s  stand with respect to some other object, condition, or magnitude" (Dretske, 

1988a, p. 52). According to Dretske, there are three types of representational systems. Type 

1, which he refers to as a conventional representational system, has no intrinsic 

representational capability. It relies on intrinsically-intentional systems, such as a 

ourselves, 1) to select an indicator and, 2) to assign a hc t ion  to this indicator. Examples 

indude: maps, diagrams, letters (e.g., the letter a stands for certain sounds), as well as the 

use of arbitrary objects such as (say) nickels and dimes to represent some other thing(s) 

(e.g., the dish.ibution of boys and girls in the room). The important thing to rernember 

about a conventional RÇ, is that we select the indicator and we assign it its function or 

meaning. 
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A Type II RS is described by Dretske as a system in which natural signs (e.g., bird 

songs, fingerprints, tree rings, etc.) are assigned the job of indicating sornething specific. 

Unlike the arbitrary symbols (e.g., letters and coins) which are used to indicate in a Type 

1 RS, nahual signs, according to Dretske, are already capable of indicating that which they 

will be assigned the job of indicating. h other words, there must be a direct 

physical/causal relationship between the nahiral signs selected as indicators in a Type II 

RS and the information that they will be indicating. 

Note that a natural sign can indicate a variety of things abcui the physical world. For 

exarnple, a fuel gauge which tells us that we have a Mi tank of gas c m  also tell us that 

there is a large downward force on the bolts which hold the fuel tank to the car's h e  

(Dretske, 1988a, p. 59). In other words, in assigning the gauge the function of indicating 

the amount of gas in the tank, we exploit the physical/causal relationship between the 

gauge and the downward force (of the weight of the gas). Our role with respect to a Type 

II RS is to deude which of the many physical things such an indicator is capable of 

indicating should be assigned as itsfunction. In the case of a Type II RS, the selection of 

function is based on the specific information needs of the intentional system in question. 

It is this exploitation of naturally-caused physical events by a genuine intentional system 

that makes a Type II RS "a curious blend of the conventional and naturai" (Dretske, 1988a. 

p. 54). 
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4.2.3 The Intrinsic Intentimality of Type Lü Representational Systems 

Having conduded that there are, in fact, instances of natural indication to be found in 

nature," Dretske moves on to his discussion of a Type III RS which he refers to as intrinsic 

representational systems. Like Type II RSS, Type III RSs possess natural indicator 

capabilities. The difference between the two, however, is that the former have their 

representational functions assigned by Type iII RSs (such as ourselves), while in the case 

of the latter, the function of a given representation is detennined "naturaliy" by means of 

an ongoing learning process. hother words, through repeated exposure to the objects and 

events of the extemal world, a nahual representational system S is able to "assign" a 

function to a particular representational process. 

The main burden of Dretske's representational theory cornes to light right here, at 

the point at which function is "assigned." h order to establish that a Type UI RS is an 

intrinsically intentional system (i.e., that the assigning of a paficular h c t i o n  to a 

particular indicator is a process which takes place in an entirely "natural" manner 

"intrinsic" to the RS itself), Dretske must provide us with a convincing account of how this 

might take place without reference to any unexplained intelligence (e.g., an homunculus). 

In addition to possessing the natural ability to indicate how t h g s  stand in relation 

to objects and events in the extemal world, it is essential that an intentional system have 

the ability to misrepresent. Only if a system has the ability to make mistakes, "does it have, 

in its power to get things right, something approximating meaning" (Dretske, 1988a, p. 65). 

According to Dretske, misrepresentation depends on the connection between 1) what is 

-- -- 

la See O h  (forihcoming) for a discussion of why Dretske'r argument in favour of nahual indication fails 
(Chap ter 4, p p. 70-74). 
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being represented and, 2) the way it is being represented. For example, if 1 see a hury fast- 

moving animal running toward me, 1 (as a Type III RS) may interpret the incomhg signals 

generated by my sensory "machuiery" and deade (correctly) that it is my neighbour's dog. 

On the other hand, 1 (as a Type III RS) may interpret the exact same incoming signals and 

decide (incorrectly) that a rabid wolf is running in my direction. 

It is here, in the explanation of misrepresentation, that we come face to face again 

with "the dvonic problem" - the same problem that was said to plague Dretske's 1981 

account. As soon as there is takof interpretation of signals, it seems that we refer to some 

kind of intemal interpreting system at work inside the head. Ln order to get things right 

(or wrong), it seems iike somebody or something must be performing some kind of 

judgment or cornparison based on the information provided by the indicator element in 

question. Dretske works hard to reassure us that this is not, in fact, the case. He argues that 

our interpretive capabilities are entirely physical - they have developed because our 

brains, as a result of the evolutionary process, possess the plasticity required for leaming 

(Le., for the structuring and restructuring of specific neural configurations) (Dretske, 

1988a, p. 104). 

This clairn sounds intuitive enough but what about the details? How exactly is it that 

the brain is capable of interpreting neural states/structures/configwations in order to 

provide us with contentfui thoughts? Dretske reminds us that meaning is an abstraction 

and reassures us that he has no intention of trying to show how something abstract could 

have causal efficacy in relation to behavior. Meaning itselfcan have no causal role, he 

writes; rather, it is "the fact that something hs meaning" (Dretske, 1988a, p. 80) - that a 



87 

that it points to/represents a 

fact about that thing. It is only 

specific semantic structure is encoded in such a way 

partidar event or object - that is the causally relevant 

because a semantic structure is encoded in such a way that it points to/represents 

something else that it can be desaibed as "having meadng." 

Dretske daims that his worry in relation to his 1981 informational mode1 of the 

intentional mind was that since he "traced the intentionality of cognitive states . . . to the 

intentionality of information, to the modality inherent in the dependency relations 

constituting information," it left mental states open to the threat of epiphenomenalism 

since information itself had no causal or explanatory clout (Dretske, 1995a, p. 263). 

The question 1 want to ask here is: has Dretske, in Explaining Behavior, provided the 

type of details that are needed to overcome the problerns inherent in his infonnation- 

theoretic account of mental states? in this latter account, Dretske takes the ideas he 

introduced in 1981 (e.g., the selection/recruiting of a specific element in an information 

stnicture, the role of learning, the comection between concepts and beliefs, the issue of 

misrepresentation, etc.) and attempts to provide a detailed explmation of the way in 

which our intentional states of mind conne& to the neural states and/or structures in our 

brains. The provision of details does not ensure by itself, however, that the details are 

correct. in what follows, I will argue that Dretske's 1988 representational theory is unable 

to solve the problern of exactly how mental states are active in the causation of behavior. 
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4.3 The New (1988) Mode1 of the Intentional Mind 

To reiterate, Dretske's 1981 account of information processing seemed to leave our 

intentional states with no causal role in the production of behavior and, for Dretske,lg this 

was (and is) an unacceptable condusion. The challenge in 1988, then, was to provide an 

explanation that gave these mental states a real job in the production/developrnent of 

ncurological structures in the brain. Having acknowledged the threat of 

epiphenornenalism in relation to his earlier account of intentionality, Dretske is very 

careful, in Explainhg Behavior, to provide a detailed description of the way in which a 

particular belief (e.g., that it is windy) might be connected to the neurological activity that 

comprises the first stages of a particular behavioral process. 

Meaning, Dretske reminds us - d i k e  an event or structure - is not a spatio- 

temporal particular but, rather, an abstract entity and, as such, it cannot ifselfbe a cause. 

His revised daim is that it is not meaning, but rather "a thing's having meaning" (Dretske, 

1988a, p. 80) that can be said to cause a specific physical effect The question is, then, what 

kind of natural thing can be described as having (or acquiring) meaning? The answer (for 

Dretske) is: an intemal representation in a Type III RS -a representation that is the result 

of a Type III RS's making use of its own natural indicator capabilities. This exploitation 

takes place duting the process of learning about, and interacting with, the extemal world. 

In the chapter entitled "The Explanatory Role of Belief," Dretske provides his 

explanation of how C (an intemal indicator) could cause M (some physical result) as a 

result of C s  having the function of indirathg F (some extemal condition). In order to 

l9 Note that this is unW<e ûennett, foraample, who (usualy) appears to be quite sathfieci with an instrumentalut 
appmach to content. 
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understand how (or fl this account is able to overcome the problem of epiphenomenalisrn 

by providing a believable exphnation of the cause(s) of behavior), it is helpful to nui 

through a specific example of how C s  indicating F might be said to cause M. 

Let's Say that F (the extemal condition) is a very windy day and let M (a particular 

ph~sical movement) equal the placing of your hand on your hat to keep it hom flying off 

your head. Dretske's argument would be (1 presurne) that it is the fact that the intemal 

indicator, C, cames information to the effect that there are strong currents of air blowing 

around your head, that causes you to raise your hand (M) in an effort to Save your hat. The 

phrase "cames the information" does not mean that C contaiw the content of your belief 

(e.g., that it is windy). What C actually does here, says Dretske, is to hdicate the fact that 

it is windy. In addition (and simultaneously?), C acts as an effector switch in the production 

of particular physical movements. in 0 t h  words, in the neural configuration/structure 

that results in your hand's going to your head, there is a certain element C which acts to 

activate the p hysical movement in question. Both the information to which C refers (e.g., 

windy weather), as weil as some sort of triggering mechanism which C possesses in 

relation to hand movement are established in the form of a particular neurological 

structure during the process of leaming. Dretske states: 

Learning of the relevant kind is a process in which the dependencies, the correlations 
defining information, play the role of what 1 c d  structuring causes: they help 
reconstitute effector circuits and thereby contniute, causally, to any future 
behaviour that depends on these reconstituted circuits. (ûretske, 1995a, p. 264) 

This description of how a nahuai indicator evolves (through learning) into a neural 

structure with two roles - in the sense that it comprises both a representation, as well as 

a sort of activation switch in relation to a particular physicai movement - is inventive and 
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complexly-nested information which is nomically or analytically related to the object or 

event which was perceived. As discussed above, however, until at least one element in an 

analog structure is encoded in digital fom, S can do n o h g  with it. It would be erroneous, 

therefore, to consider any kind of causal comection between analog information and the 

behavior/actions (as opposed to the movements) of the information system. AU of this 

Dretske states quite dearly in his 1981 discussion. 

Now let's look at what Dretske tells us about natural indicators in Explaining 

Bellaaior. His daim is that nahiral signs, or indicators, provide us with information about 

"a great many things" (Dretske, 1988a, p. 59). As with analog information, however, the 

"indicator" doesn't really indicate anythhg until S highlights, or focuses on, a particular 

element of information and assigns it the function of representing some specific thing. It 

seems, however, that Dretkse cannot allow S to highlight, focus on, and assign without 

presupposing tha t which his account is supposed to explain, namely, in tentionali ty. 

It can be argued that the "natural uidicator capabilities" in a Type III RS are 

comparable to the "analog representations" in Dretske's information theoretic mode1 - i.e., 

both are defined in terms of potentiality since, in both cases, information must be 

interpreted before it can be used. in both cases, it appears that some kind of "recruiting 

process" must take place in order to aeate a structure having a semantic element. Dretske 

writes (in 1981): 

The information embodied in this intemal (analog) representation can now be 
digitalized in different ways. Depending on the position of the "intemal switch" 
different semantic structures can be generated. With the switch in one position the 
system digitaiizes the information that t is a square. That is, a structure is produced 
having this as its semantic content. (ûretske, 1981, p. 181) 
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Dretske maintains that his 1981 theory of mind t h  about information only in terms of 

the nomic relations between particular physical events. However, the passage quoted 

above - with its references to embodied information, infernal representntions, intenial switches 

and structures - does appear to attempt a description of how it would be possible for 

information about theextemal world to comect to the physical workings of the brain. But, 

to reiterate, the act of recruiting, the setting of switches, and the interpretation of 

information seem to require that which Dretske is in the process of explaining. In other 

words, his exphnafion of intrinsic intentionality appears to rely on the asstirnption of 

intrinsic intentionality. 

4.4.2 The Rule of learning 

Accordhg to Dretske, it is during the process of leaming that the natural indicator 

capabilities in a Type III RS are exploited in order to remit  a given natural indicator for 

the purpose of represenüng a specific item of information. But in Dretske's 1981 account 

of mind, he describes, more or less, this same process when he writes: "An intemal 

structure develops (during learning) as a system's way of completely digitalizing 

information about, say, the F-ness of things" (Dretske, 1981, p. 201). This description, 

although it doesn't refer to neural circuitry per se, dws appear to describe the same 

process - a process in which an intemal structure representing the F-ness of things is 

established through learning. 

Inaddition, both accounts make the daim that the intentional system in question has 

(due to its particular evolutionary history) evolved in such a way that its neural states 

have the requisite level of "plastiaty" for learning (Dretske, 1981, p. 187and 1988a, p. 104). 
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Internai structures (or, in 1988, neural configurations) have the ability to be modified by 

means of repeated exposure to objects and events in the extemal world. 

4.4.3 Concepts and Beliefs 

Dretske's description of how concepts are established and subsequently used as a sort of 

template in the assessrnent of beliefs is strikingly simiiar in the two accounts. in 1981, he 

describes how a particular intemal state evolves "which is selectively sensitive to the 

information that s is F" (Dretske, 1981, p. 193). Once this structure is established, through 

the process of learning, it is used to detennine whether any subsequent tokens which are 

"higgered" by sensory events match the established type, or concept. 

The question immediately anses, however, as to when such a learning process c m  

be said to begin or end. As Fodor points out in his artide "Sernantics, Wisconsin Style," 

any attempt to draw a distinct line between before and after in relation to a learning 

process is bound to run into a serious problem (Fodor, 1984, p. 241) namely, the problem 

of who, or what, decides when the leaming is complete and the concept (e.g., s is F) is 

ready to be used to decipher subsequent tokens s is F. Unforhuiately, the same problems 

are apparent in hetske's 1988 description of concept formation. 

In Explaining Behmior, Dretske describes a representational system as being 

"selectively sensitive" (Dretske, 1988a, p. 97) to the presence of F. In addition, his 

explanation of the interaction between structuring and triggeMg causes appears to be 

very closely related to his earlier explanation of concepts and beliefs. In fact, Dretske's 

discussionof the distinction between the structuring and higgering causes of behavior cm 

be overlaid quite easily on his 1981 explanation of the way in which a connection is 
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established between information structures - which are developed over t h e  through the 

process of learning - and instances of token stnictures which are somehow compared to 

these pre-existing concepts. However, whether he is using ternis such as concepts and 

beliefs, or structuring and triggering causes, the same problem remains. Some kind of 

unexplained intelligence appears to be involved in the judgement of when a concept, or 

structuring cause, is robust enough to take on the role of being selectively sensitive to aii 

subsequent instances of F. 

4.5 Are the New Details Sufficient to Defeat the Threat of Epiphenomenalism? 

To be fair to Dretske, his 1988 representational theory of mind is, in many ways, very 

impressive? As 1 argued above, however, it is an account which is based on many of the 

original ideas which he presented in Knowledgeand the Flow of Information, and these ideas 

- irrespective of the tenninology used in their presentation - are ùiherently problematic. 

1 now want to take a doser look at the two problems whidi were mentioned earlier in 

comection with Dretske's 1981 mode1 of intentionality in order to determine to what 

degree they have been eliminated by his 1988 account. 

4.5.1 The Probfem of InMnsic l n t n i t i o n a ~  

1 am arguing that the most formidable problern that Dretske's account is faced with is the 

chronic reappearance of some kind of unexplained intelligence. in 1981 this was the 

problem of who or what achially rnakes the judgement about which element in an 

Although he argues that Dretske's representational theory is fatally fi awed, Olsen describes it as "the most 
formidable orthodox naturaiist position" currently avaifabie (forthcoming, p. 67). 
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information structure is to be digitalized. It is d i f f id t  to make sewe of a process in which 

certain elements of analog information are selected for digitalization without referring to 

some kind of intelligent entity in the system - to something that is able to determine what 

is relevant in a given analog structure. Dretske, of course, daims that this process does not 

require any kind of intemal intentional entity (e.g., homunculus). Our brains are able to 

construct these structures '%y themselves, in some natural way, either (in the case of the 

senses) from their selectional history or (in the case of thought) from individual learning" 

(Dretske, 1995a, p. 261)." As noted above, however, the details of how this natural 

intentional system is able to operate seem to be missing. 

In 1988, the same problem - of how a natural representational system is able to 

hamess an F-indicator to the appropnate effector mechanisms - reappears. Dretske's daim 

is that it is through the reinforcement of a particular behavior which occurs in certain 

conditions, that interna1 indicators of these conditions are recniited as causes of the output 

in question. But who or what does the recruiting? Dretske admits that just "how they are 

recntited by this process may be (and to me is) a cornplete mystery" (Dretske, 1988a, p. 98). 

In his discussion of reuuitment, Dretske appears to fali back on the weak and circular 

daim that "[slince this learning does occur, the recruitment must take place" (Dretske, 

1988a, p. 98). This daim, however, is just as vacuous as the c i a h  that our beliefs must 

cause behavior, because it is possible to descnie the latter in tenns of the former. 

b s t  as it did in 1981, the homunculus problem reappears in relation to Dretske's 1988 

description of the role of the leaming process in the formation of representations. For 

- -  

" As was discussed above, however, the issue of 1 e a . g  is ifself pmblematic with respect to when a given 
concept might be successhilly established since we are left with the question as to who or what might be able to 
determine how and when a concept is to be established. 
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example, even if we ignore the problem of how intemal indicators are recruited, we are 

faced with a similar problem in trying to understand who or what it is that is able to make 

the judgment that is required during the cornparison of beiiefs and concepts or (in 1988) 

t r i g g e ~ g  and structuring causes. The occurrence of an "unexplained explainersUP in 

Dretkse's 1981 account acted to undemine his information-theoretic model of mind. I 

intend to argue that the very same problem invalidates the representationalist account he 

provides in Explaining Behavior. 

It can be seen that DretskeJs entire representationalist model of mind hinges on the 

viability of this theory of natusal indication (Olsen, forthcoming, p. 83). His account clearly 

relies on the confusing assump tion tha t " there is something, in nature (not merely in the 

mincis that struggle to comprehend nature), some objective observer-independent fact or 

set of facts, that f o m  the basis of one thing's meaning or indicating something about 

another" @retske, 1988a, p. 58). 

Although Explaining Behavior provides us with a substantially more detailed account 

of the possible connection between our intentional states and our physical brain states, 1 

maintain that Dretske has been unable to completely eradicate the problematic fact that 

his explanation relies on some gratuitous form of unexplained intelligence. In addition - 

and in relation to the homunculus problem-DretskeJs account of representation has been 

criticized (in particular by Jerry Fodor) as being unable to overcome what is referred to as 

the disjunction problern (Dretske, 1995a, p. 262). 

This is a term Terence Horgan uses in his 1993 artide "Fmm Supervenience to Superdupervenience," to Rkr 
to those tenns which are used in the explanation a given madel of mùid which are, thedves ,  unexplained. 
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4.5.2 The Disjunction Problem 

In his artide "Semantics, Wisconsin Style," Jerry Fodor offers his opinion as to why it is 

so difficult to corne up with a robust causal accotant of intentionality. As he puts it, "causal 

theones have trouble saying how a syrnbol could be tokened and still be false" (Fodor, 

1984, p. 236) since, in a causal theory, if a representation (R) is caused by (S) - an object or 

event in the world - then S must obtain (i.e., S must be me).  in other words, according to 

Fodor, "there is, of course, no such thing as misinfornation on Dretske's sort of story" 

(Fodor, 1984, p. 239). Whatever gets represented must obtain. So for example, take the 

representation R which covaries with S, your fardy pet. in the case of a causal theory such 

as Dretske's, Ris said to be caused by S. Suppose, however, that one dark night you go out 

to look for this pet and because you can't see very well a 'wild' tokening of R occurs -cg., 

you mistake an old tricycle (T) for your pet. According to Fodor, if wild tokenings of R are 

possible, then the nomic dependence of R upon C is imperfect. What R represents is 

neither S nor T exclusively but rather the di junction (S v T). R covaries not with the family 

pet or with the tricycle but rather with either of these conditions (and likely many more 

as well) (Fodor, 1984, p. 240). "Dijunction is the problem of distinguishing the 

misapplication of a concept. . . fkom the cowect application of the disjunctive concept" (Rey, 

1995, p. 191). For example, "a representation ihat covaries with horses and is misnpplied to 

cows on a dark night is a representation that could be taken to covary with horses or cows 

on dnrk nighb" (Rey, 1995, p. 191). The disjunction problem appears to wipe out the 

possibility of misrepresentation, and thereby undermine any causal theory of 

representation. 
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Dretske's way of handüng this problem is to stipulate that it is only during the 

leamhg process that the brain is able to develop concepts (Le., create the appropriate 

intemal structures) that will subsequently be used to flag token occurrences of R In other 

words, it is during leaming that the correlations that define what R is to represent are 

established (Fodor, 1984, p. 241). According to this account, it is necessary to "first get the 

concept right" before it c m  be used to determine whether any subsequent tokens provide 

an appropriate match. 

However, as discussed above, Dretske's explanation of the d e  of the leaming 

process appears to rely on some form of unexplained intelligence. Otherwise, how is a 

given system able to determine exactly when a concept is fully established? This 

stipulation - which requires the definition of when a given leaming period begins and 

ends - is, unfortunately, entirely artificial. It requires that Dretske make the assump tion 

that leaming takes place according to "a privileged set of 'typicai' or 'idealf circumstances" 

(Papineau, 1995, p. 226). As David Papineau points out, there doesn't seem to be any non- 

question-begging way of i d e n m g  such ideal circumstances other than as those "where 

people form true beliefs" (Papineau, 1995, p. 226). 

In order to see how difficult it would be to ascertain when and how a concept might 

get established, let's look a little more closely at Dtetske's explanation of how an intemal 

indicator, Cf becomes a representation of F in virtue of the control duties it takes on in 

relation to M (some physical movement). As discussed above, Dretske describes leaming 

as that process in which the correlations defining information play the role of structuring 

causes. In other words, "they help reconstitute effector circuits and thereby contniute, 
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causaily, to any future behavior that depends on these reconstituted circuits" (Dretske, 

1995a, p. 264). But as has been frequently pointed out, it is not at ail clear from Dretske's 

account how it is possible to determine the actual sequence of events required in order to 

establish a legitimate concept against which subsequent beiief tokens can be compared. 

Take, for example, the case in which 1 hold on to my hat on a windy day. Accordhg 

to Dretske's account, the first time 1 hold down my hat with my hand, certain circuits are 

constituted in such a way that an interna1 indicator, C, is established which both flags the 

fact that "there is wind," and activates the process required to generate the hat-saving 

behavior. But before my actions can be said to be causaily connected to my belief (that it 

is windy) and my desire (to keep my hat on my head), a structure, or belief, which has 

been developed during a specüic learning period must be in place. This seems to imply 

that I perform my hat-holding actions "mindlessly" for the first few times that the wind 

blows. Exactly how many exposures to wind and blown-away hats do 1 need before 1 have 

finished learning and have a "legitimate" belief to work with? Or in Dretske's terms, how 

many exposures to winds that will (and winds that won't) blow my hat off are required 

before C and its power to activate M can be said to be a stnichiring cause? The fact that 

questions such as these that can't be answered leads to the conclusion that Dretske's 

discussion of the connection between stnicturing and triggering causes must be somewhat 

off the mark. 

This confusion - about the relationship between stnicturing and triggering causes 

- is even more serious than it seems at first. Dretske's daim that you can't have intentional 

states prior to the establishment of learned concepts leaves open the possibüity of a dass 
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of humanoid beings who are entirely lacking in intentionality. For example, given his 

mode1 of leaming, Dretske would have to claim that if a physical duplicate of you should 

suddenly (and miraculously) materialize, Uus biological twin's physical movements could 

not be referred to as behavior (or actions) since these movements would have no meaning 

because they would not have been triggered by any intentional state(s). For example, if 

you deliberately raise your arm to highten away a pesky fly, your action cm be said to 

have a purpose - a purpose, or meaning, which has been established over tirne through 

learning. If your bio-double raises his or her arm, however, he or she cannot be said to be 

shooing away a fly, but rather just moving his or her arm. Dennett, in Dretske and his 

Crîtics, points to (what he sees as) the absurdity of this notion when he asks: How long, 

one wonders, shouid "acquiring the requisite extrinsic relations take? . . . How many flies 

must buzz around the head of a bio-double before he can start shooing hem" (Dennett, 

1 9 9 1 ~ ~  p. 125)? 

This thought experiment is good for more than just another of Dennett's quips, 

however. It points to the serious gap that occurs in Dretske's description of the 

establishment of. and interaction between, stnicturing and triggering causes. We know 

that Dretske defines leaming as the establishment of particular brain structures that result 

fmrn the system's interaction with the extemal world. It is just not clear, however, how 

much (and what kind of) interaction is required before a reliable concept is actually in 

place and ready to provide an accurate type for subsequent belief tokens. But if Dretske 

fails to explain the leamhg process adequately, Uien the disjunction problem remains 

unsolved since, without a viable theory of leaming, Dretske has lost his way of keeping 
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this problem at bay: a theory of muid simply cannot get alongwithout a consistent account 

of how false belief (and O ther "misrepresenta tional") sta tes can occur. 

In "Semantics, Wisconsin Style," Fodor also makes reference to the first probtem I 

discussed above (i.e., the homundus problem). He daims that even if it were possible to 

determine when learning begins and ends in relation to a particular concept, Dretske's 

account is seriously flawed. This is because the judgements that seem to be required in the 

establishment of concepts take us right badc to the original, and rnost senous, problem that 

underlies both of Dretske's accounts - the problem of who, or what, is at work defining, 

and making judgements in relation to, the stnicturing and tnggering causes of behavior." 

These two problems - the problem of intrinsic intentionality and the related 

di junction problem - were originally articulated in relation to Dretske's 1981 information 

theoretic model of mind. However, 1 am arguing that neither problem has been 

successfully resolved in Dretske's 1988 account of representational systems. In spite of 

using a more acceptable tennuiology in the provision of a much more detailed account of 

the relationship between reasons and causes:4 Dretske's 1988 representational model of 

mind fails to resolve the basic problems inherent in his earlier explmation of intentional 

systems. Such a model c m o t ,  therefore, be expected to provide a soiid base for the 

development of a representational theory of consciousness. 

Fodor refen to UU. unexplained intelligence in DretskeCs account of learning as "the Teacher's pedagogical 
intentions" (Fodor, 1984, p. 242). 

'' For mticisms of Drekke's account of reasons and causes in his "cornponent" view of action, see Olsen 
(forthcoming), section 8.2 
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4.6 Representation and Consciousness 

After Explahing Behvior, Dretske went on to provide a representational account of sense 

experience, a project he describes as being a "tougher nut" (Dretske, 1995a, p. 263) than 

his investigation into the causal efficacy of belief. Dretske's plan was to establish a robust 

explanation of representational systems that would act as a base for his explanation of 

conscious experience. Even badc in his early information theoretic account, Dretske 

sornetimes made reference to two kinds of representations: those that are established by 

means of evolutionary design, and those that are established through the leaming process. 

The latter are those representations involved in the causation of behavior, while the former 

relate to the sensory experiences which act as fodder in the grist of the intentional mill. 

As Olsen points out, any natural theory of representation must entail an explanation 

of the role of consciousness in the establishment of intemal representations since it appears 

that "rneaning is established only through the 'meaning-giWig' f'unction of consuousness~~ 

(Olsen, forthcoming, p. 67). Ln fact, even in 1981, there are fiequent references to the role 

that consciousness must play in the processing of information. For example, there seem 

to be significant sirnilarities between Dretske's description of digitalized information and 

Ned Block's definition of access consciousness. According to Block, a state is access 

conscious "if its content is . . . heely available as a premise in reasoning; and if its content 

is available for the rational control of action and speech" (Block, 1993, p. 182). From 

Dretske's description of analog and digital representations, we can see that the information 

in the former is inaccessible since we have no consaous access to it until the system filters 

out most of it and focuses on only a specific element. This distinction - berneen straight 

sensory input and the conceptual processing of these incoming signals - has been the bais 
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sensory input and the concep tua1 processing of these incoming signais - has been the basis 

of Dretske's very earliest work. Seeing and Knowing (1969), for example, focussed on the 

difference between seeing and believing (Le., the perception of some object or event and 

the conceptual processing of this perception). 

It is not surprising, therefore, that in Naturalizing the Mind (1995b), Dretske 

approaches the issue of consaous experience by using two different kinds of 

representations: systemic representations, whose indicator functions are "built-in" by 

means of the evolutionary process, and representations, whose indicator hc t ions  are 

"acquired" (hence, the 'a' subscript) during the learning process. The latter, according to 

Dretske, act to mediate, or make sewe of, the vast number of systemic representations that 

result from the processing of sensory input. 

When 1 began this chapter, it was my intention to discuss Dretske's representational 

theory of consciousness in terms of the problems that arise in relation to the connection 

between experience and thought - between our sensory experiences and the conceptual 

framework which processes them. In investigating Dretske's representational account of 

intentionality, however, it became apparent that (as with Van Gulick and Dennett) the 

problems inherent in his theory would act to invalidate any representationalist account of 

consciousness. As Seager points out, a representational theory of consaousness is "hostage 

to the fortunes of its underlying g e n d  theory of representation" (Seager, 1997, pp. 93-4). 

As 1 have argued above, Dretske's theory of representation appears to depend on some 

h d  of unexplained intelligence in its explanation of nahual intentional systems. Such an 
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This conclusion (in relation to Dretske's work) is, in fact, the conclusion of my thesis 

overail. 1 maintain that the problems that arise in the three representational accounts of 

consaousness which 1 have discussed in previous chapters, can always be traced back to 

problems inherent in the original theory of representation on which they are based. In the 

h a 1  diapter, 1 want to take a look at why it is so difficult to corne up with an credible 

nahiralistic theory of how our mental states hook up to the neurophysiological workings 

of our brain. 



Chapter 5 

The Ins tability of Nonreductive Materialism 

(And What to Do About It) 

In the preceding chapters, 1 have looked at three contemporary philosophers who, having 

given somewhat different functionalist accounts of the connection between intentional 

states of mind and physical brain states, have then gone on to attempt an explanation of 

consciousness based on their respective representational models. in examining each 

author's evolving account of intentionality, 1 made the daim that, in each case, the 

explanation of consciousness could be traced back to their original ideas with respect to 

how mental states such as beliefs and desires relate to brain states. The rationale in all 

three cases seems to have been - as Daniel Dmett puts it - "first a theory of content or 

intentionality - a phenornenon more fundamental than consciousness -and then, building 

on that ioundation, a theory of consaousness~~ (Dennett, 1998, p. 355). 

1 maintain, however, that Van Gulick, Dennett, and Dretske have jumped the gun 

when it cornes to daiming to have provided any sort of robust explanation of mental states 

since, in each case, their functionalist models of intentionality are weakened by an 

instability which forces a rehun to the problems of earlier models of rnind such as 

eliminative behaviorism and/or identity theory. My condusion is, thsefore, that none of 

the three accounts was viable in the sense of being able to provide a solid base for an 

explanation of consciousness. 



As discussed earlier, the problem of consciousness is often seen as being more 

dificuit than the issue of intentionality which is widely thought to be explainable as some 

kind of representational system operating within the context of one of a variety of 

functionalist accounts of mind.' Nevertheless, and admittirtg a certain degree of 

extrapolation, my argument is that there is no functionalist/representationalist account 

of mind problem-free enough to warrant the daim that it thoroughly explains what lies 

behind the intentional nature of our muid. In fact, in progressing through the works nted 

for this thesis, I began to form the opinion that it is not just the problem of conscioztsness 

(i.e., as some free-standing and separate mental entity) that cries out for explanation, but 

rather the problem of content (i.e., the way in which meaning relates to the physical world) 

that continues to provide us with a very difficult (and stül very much unresolved) problem 

- the mind/body pr~blern.~ 

Dretske, Van Gulick, Dennett, and others propose that the notion of consciousness 

can best be understood in the context of the comection between consaousness and the 

intentional nature ofour thoughts. 1 agree with ail three of them in th% respect. It appears 

very likely that a discussion of one "problem" entails an examination of the other. Hilary 

. . . how plausible is it that one should be able to reduce (hypothetical) "laws" 
involving the notion of consciousness without becomhg involved in "reducing" the 
propositional attitudes? The concept of consciousness (certainly the concept of 
consciousness that is relevant for epistemology) is the concept of availability to thotîght. 

For example, Block in "ïroubles with Functionalism," maintains that huictionalism o n  hwdle intentionality 
and only runs into problems when it cornes to dealing with the qualitative aspect of our experiences (Block, 1978). 
Dretske, in his entry in Guttenplan's A Campnion to the Philosuphy of Mind, refers to the explanation of expetience 
(as opposed to beliefs, for example) as "a tougher nuf' (Dretske, 1995a, p. 263). 

My point here is simply that when it cornes to solving the "problem" of how muid relates to body, the hnie of 
intentionality provides just as nasty a roadblock as does the issue of phenomenal consaousness. 



Once again, it seems that either we do not know what theory it is that we are 
speaking of "reduhg," or else the theory includes a substantive portion of our talk 
of propositional attitudes. (Putnam, 1994, p. 481) 

in spite of my agreement with the view that there is a strong comection between 

intentionality and our conscious experience of the world, however, my claim in this thesis 

is that none of the three intentionalist models of rnind 1 have examined is up to the task 

of explaining the nature of this comection. In the sections which follow, 1 want to examine 

what 1 have referred to as the instability inherent in the functionalist mode1 of mind in 

relation to a discussion of the general viability of nonreductive materialism. 

5.1 The Instability of Nonreductive Materialism 

in "From Supewenience to Superdupervenience," Terence Horgan outhes the difference 

between those philosophers of mind who believe that nonreductive materialism c m  

provide a viable explanation of mind (e.g., Davidson, Fodor, Van Gulick, Horgan, etc.), 

and those (e.g., Churchland and Kim) who do not. As outlined in chapter 1, reductive 

materialism, or identity theory, came about as a reaction to behaviorism which was seen 

to be problematic because it required the denial of mind and mental states. Reductive 

materialism provided a way back to the mind by means of typetype reduction which 

claimed that a given mental event was entirely redualle to a speofic physical (brain) 

event. This version of physicalism, however, ran into serious epistemological problems 

when it became inaeasingly obvious that the chances of coming up with an explanation 

that showed strict identity between mental events and brain states was highly unlikely 

(and likely impossible). 
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Nonreductive materialism was the reaction (and, it was hoped, the solution) to these 

difficulties. Its goal was to provide a materialisticaily-sound explanation of the connection 

between mental processes and brain processes without making the daim that the former 

can be (strictly) reduced to the latter? Currently, the most widely accepted nonreductive 

materiaiist approach to mind is functionalism. Functionalism, as discussed above, attempts 

to define higher-order mental properües in such a way that the connection between these 

properties and the physical events on which they are said supervene can be explained in 

physical terms (Horgan, 1993, p. 579). Just how this explanation should play out, however, 

has created a great deal of discussion and dispute. In "Supervenience and 

Superdupervenience," Horgan makes the daim that there are good reasons for being 

skeptical about the viability of the hinctionalist mode1 of mind (Horgan, 1993, p. 579). 

Following Horgan's lead, one of the central daims of this thesis has been that 

functionalism has failed to eliminate the chronic problems inherent in previous 

explanations of mind - the very problems, in fact, that it was supposed to resolve. In the 

sections whidi foiiow, 1 want to take another look at these chronic problems in relation to 

cadi of the three models of rnind (Van Gulick's, Dennett's, and Dretske's) discussed in the 

p revious cha p ters. 

In "Nonrdirlctive Materiaiisrn and Mentai Causation," Ausonio Marras describes nonreductive materiaikm as 
the thesis that: "psychology is not reduaile to physical theory in the dassic seme of 'reduction,' according to 
which a we reduce a theory to another theory by deriving the laws of the former h m  the laws of the latter via 
'bridge prinaplest ..." (Marras, 1994, p. 465)- 
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5 3  Van Gulidc's Gap: How One Problem Leads to Another 

Van Gulick's representationalist account of mind provides a good example of the troubles 

that functionalism runs into with respect to liberalism versus chauvinism as outlined in 

Block's 1978 article "Troubles with Functionalism." As discussed in chapter 2, Van Gulidc 

- in order to avoid becoming too liberal when designating a system as one which can be 

described in functionalist ternis - proposes the use of a teleological restraint. He daims 

that only systems which behave in an adaptive manner with respect to their speafic 

environment can be desuibed using functionaüst temiinology. These systems, therefore, 

must be seen to be performing the functions that they were designed (by an evolutionary 

process) to perform. However, as Slock points out, the solution to the problem of 

liberalism generally brings to the fore the problem of human chauvinism. In stipulating 

the teleological design restraint, it is likely that the functionalist account will become 

overly chauvinistic since systems which are not designed through a similar evolutionary 

process cannot be described in functionalist t e m .  

The uneasy balance between Liberalism and chauvinism provides a first glimpse of 

the instability 1 am claiming underlies the functionalist approach. Van Gulick can be seen 

as opting for chauvinism (as the lesser of two evils), thereby resolving the issue and 

elimlliating the problem of instability. However, in the process of providing the details of 

his "chauvinistic" functionalist account, Van Gulick runs into another unstable situation. 

His homundar functionaüst mode1 is desaibed in terms of a set of hierarchically-nested 

(and progressively less intelligent) h o m u n d  which are used to explain how abstract 

intentional entities such as beliefs might relate to our physical brain processes. The 

decompositional strategy of homunudar huictionalism provides (accordhg to Van Gulick 



and others) an explan.ation of how it is possible for physical systems to possess intentional 

capabilities since it is said to elhinate the problem of having unexplained instances of 

intelligence. There is, however, a high price to pay for this strategy. 

In describing the burden of the hinctionalist philosopher, Horgan daims that the 

goal must be to give a "tractable specification" in non-intentional and non-mental 

vocabulary of the sufficient and necessary conditions for the instantiation of mental 

properties (Horgan, 1993, p. 579). Those philosophers who promote homundar 

functionalism (e.g., Dennett, Van Gulick, Lycan, etc.) maintain that it does just that. 

However, as discussed in chapter 2, this solution to the problem of unexplained 

intentionality is drawn back (whether unwilhgly or not) in the direction of a reductive- 

type account. For example, in Van Gulick's discussion of hierarchical systems, mental 

states are said to decompose eventuauy to the point where the activities of the very lowest- 

level (dumbest) homunculi can be described in piirely physical nndlor hardware t m s .  In 

spite of the daim that homuncular functionalism is merely an abstract model of mind, the 

terms used by Van Gulick (and others) appear to be based on a belief in the possibility of 

the reduction of abstract to physical, at Least in the sense of a theoretical identification in 

which a notion in one science is "reduced to a notion in a different science? 

Functionalists maintain Uiat they are not promoting reduction since their theory of 

mind is simply that - a theoretical model. My daim, however, is that functionalism (and, 

in partidar, homuncular functionalism) cantt help but be pulied in a direction in whidi 

- - -- 

' The example of the notion of üght being reduced to the notion of electromagnetic radiation is freqwntly used 
to provide an example of this kind of theoreticai identification. Putnam daims that any clah of theoretid 
identification "stands or faiis with the possibility of showing that the approximate buth of the laws of the former 
science can be &d h m  the laws of the Iater science (the more "basic" one) with the aid of the proposed system 
of theoretid identifications. . ." (Piitnam, 1994, p. 479). 



111 

a more concrete explanation is required of how the three levels of mind - physical, 

functional and intentional - interact. Otherwise, the functionalist account of intentionai 

mental states rernains just as powerless when it comes to defeating Cartesian worries (e.g., 

unexplained instances of intelligence) as the physicalist version of mind whcise problems 

it was designed to remedy. 

In "From Supervenience to Superdupervenience," Horgan describes functionalism 

as one of the "recent so-called 'naturaliUng' projects, in philosophy of muid . . ." (Horgan, 

1993, p. 579). His claim in this article is that any such naturalizing project cannot help but 

be reductive in a certain sense. Even if it eschews type-type reduction, it would seem that 

the a functionalist model must provide an explanation of inter-level comection which is 

robust enough to discount a l l  counterexamples. But as can be seen by taking a look at the 

three functionalist models of mind 1 have discussed above, this is not the case. None of the 

three accounb is problem-free and there is no indication that one set of problems (Van 

Gulick's or Dretske's for example) is any more desirable than the others. 

Van Gulick has written several interesting articles deahg  with this very criticism 

- i.e., that the functionalist account of mental states, because it is entirely abstract and 

theoretical in nature, can never provide any sort of robust model of how mind and brain 

fit together. In "Who's in Charge Here?" he argues against the criticism that functionalism 

- since it fails to provide any sort of verifiable account of the causal efficacy of mental 

states - is unable to eliminate the threat of epiphenomenalism. Van Gulick maintains that 

when it comes to explaining the causai connection between intentional states and 

behavior, we are setting ourselves up for failure by setting our standards of explanation 

too high. H e  points out that, in hct, "none of the properties of the spedal sciences are 



causally potent" (Van Gulick, 1995a, p. 249). Why, then, should psychophysical properties 

be expected to "meet a higher standard for causal potency than biochemical, geological, 

or optical properties?" (Van Gulick, 1995a, p. 249). Although the events and objects picked 

out by these special sciences (e.g., geology) are entirely composed of physical parts, says 

Van Gulick, the causal powers of these events and objects are no t determined solely by the 

physical properties they possess and the laws of physics, but also according to the 

organiuition of the physical parts w i h  a whole - an organization which is defined, or 

interpreted, by the predicates of the special science in question. in other words, it c m  be 

said that physical events are determined by the laws of physics together with "initial 

boundary coirditions" (Van Gulick, 1995a, p. 250). 

Ln taking this approach, Van Gulick demons tra tes a s trong ailegiance to (and belief 

in the viability of) nonreductive materialism? He suggests that it is necessary to give up 

the notion tha t physical/causal explanations are somehow more valid than special science 

explanations. His intention here is to remove the aura of "special status" associated with 

physical properties and provide mental properties with some kind of "different but equd" 

status for their role in the causation of behaviour. He writes: 

We have two models of the world which cannot be reduced in the sense that there 
are no well-ordered complete translation functions from one to the other - a gap 
which results in part because of the ways their respective concepts are andiored in 
our specific discriminative and cognitive capaaties. (Van Gulick, 1995a, p. 255) 

Likewise, in the article "What Would Count as Explainhg Consciousness?," Van Gulick makes the clairn that 
the standards that are set in tenns of what might constitute a valid expianation of the C O ~ S ~ O U S  mind are simply 
too high. In determining what is required to explain consciousness, Van Gulick says, there is no need to worry 
about the issue of log id  and/or nomic suffiaency. He suggests that a predictive mode1 is perfectly adequate 
when it cornes to explainhg the qualitative aspect of ou. experiences (Van Gulick, 1995b, p. 72). In his appmôch 
to the problem of consciousness, it is possiile b see (once again) Van Gutick's aiiegiance to a very flexible fonn 
of nonreductive materialism. 
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This rationaikation of the gap between the physical and the mental is not new, of course. 

!t cm be seen to fit in right dong side of (for example) Dennett's advice with respect to 

taking an intentional stance in the interpretation of intentional systems. Van Gulick, 

however, isn't plagued by the same eliminativist tendencies as Dennett and so his position 

on nonreductive materialkm is certain. more stable than Dennett's. However, if we go 

along with Van Gulick in "loosening up" on the requirements for the explanation of the 

causal role of mental states, we face the risk falling badc into the acceptance of some f o m  

of property dualism and the Cartesian worries that this entails. Why is this so? According 

to Kim, any functionalist account that is unable to show a clear physical, or causal, 

connection between mental states and physical behavior leaves the former threatened by 

epiphenomenalism since by the principle of explanatory exclusion there cannot be two or 

more independent explmations of a single physical event (Baker, 1995, p. 490). If a 

functionalist account cannot provide a dear explanation of how mental properties are 

causaily efficacious in the production of physical behavior, then these mental properties 

must be epiphenornenal or else the account in question appears to countenance the 

dualistic notion that our behavior has two separate causes! 

Van Gulick's homuncular hinctionalism, then, appears to be faced with the prospect 

of maintainhg an unsteady balance between reduction and property dualism. It was, 

however, the concems assoQated with these very positions (i.e., identity theory and 

Cartesianism) that functionaüsm was supposed to eliminate! 
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5.3 A Dennenian Motto: If you can't solve the problern, eliminate it. 

In many respects, Daniel Dennett's and Robert Van Gulick's models of the intentional 

mind are very similar: both use an homuncular account of functionalism with an emphasis 

on a teleological restraint. Dennett, however, is not willing to condone any sort of 

approach to mind that allows for a non-physical mental property to take part in any causal 

story. For this reason, he is always qui& to describe such entities as selves, beliefs, and so 

on as (in a strong sense) illusoq. 

Of the three functionalist models of mind described in the preceding chapters, 

Dennettfs is the most cüfficult to dassify according to a cornmitment to reductive versus 

nonreductive materiaiism. As discussed above, Dennett himself sometimes appears to be 

uncertain about which stance (design or intentional) to take in the description of a given 

system. 1 argued above that in the end it is Dennett's eliminativist tendencies which define 

his approach to mind and that these tendencies can be traced back to his early description 

of mental states in which he makes the point that in ascribing "content" to intentional 

states, we are simply using a heuristic device in order to come up with an interpretation 

of the behaviour of the system in question. According to Dennett, our beliefs and desires 

have no ontological reality. Rather, talk about beliefs and desires can be used to help in the 

interpreta tion of the behaviour of systems which can be described in huictionalist terms. 

I maintain that Dennett has remained tnie to the daim that "mind" is not part of the 

physical universe from 1969 to the present and that it is his strong cornmitment to this 

notion that requires an eliminativist approach to conscious mental states. 

What c m  seen to be present in Dennett's account (and not in Van Gulick's) is a 

certain "angst" with respect to what degree of realism to hold in relation to the beliefs and 
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desires of folk psychology. Is it necessary to move in the direction of reductive materialism 

in order to explain the connection between the mental and the physical, or is an 

instrumentalist stance with respect intentional systems the only (or mos t practical 

approach) to take? Of the three philosophers 1 have discussed in this thesis, Dennett 

appears to be the most uncertain about the answer to this question. 

As discussed above, Van Gulick has reconciled himself to the fact that the 

hnctionalist account he offers is simply a theoretical model which can be used to 

understand the nature of our mental states. He maintains that there is no reason to set the 

standards with respect to the explanation of mind so high that we are forced to admit 

defeat in the face of insoluble mystery. Van Gulick, then, takes Dennett's advice with 

respect to the intentional stance and is content with the notion that beliefs and desires 

cannot (and don't need to be) reduced. Dennett, however, doesn't seem able to stick with 

his own advice. The direction he takes in Consciousness Explnined shows that he is not 

satisfied ~5th an intentional interpretation of our mental states but must push on to what 

he refers to as an empincal theory of mhd. 

1 conduded above that Van Gulick's representational model of mind fails to provide 

any sort of robust account of how abstract entities such as mental states relate to the 

physical structure that is said to underlie them and that, therefore - according to Kim's 

principle of explanatory exdusion (Baker, 1995, p. 490) - his account is threatened by 

Cartesian and/or epiphenomenal womes. Van Gulick's reply would likely be that if his 

account is not entirely robust, it is robust enough. It c m  be of some use in helping us to 

understand how mind and brain relate. Dennett, however, is not that easy to please. From 

the beginning, his aliegiance to a fairly strong form of verificationism has kept him 
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committed to eiiminativism with respect to mental entities such as beliefs and subjective 

experience~.~ 

In "From Supervenience to Superdupervenience," Horgan states that those who 

cannot accept nonreductive materialism as a viable metaphysical position, generally head 

(badc) in one of two directions: reductive materialiçm or eliminative materiaikm (Horgan, 

1993, p. 575). In Dennett's case it looks Lüce he cm? quite decide which of these two 

directions to take. He is eager to provide a reductive account of consciousness and yet, at 

the same t h e ,  he appears to acknowledge that a serious explanatory gap exists when it 

comes to explaining the comection between conscious mental states and the functionalist 

design he proposes. His solution, therefore, is to elirninate (Le., treat as illusory) prob- 

lematic entities such as beliefs and conscious selves . 

Dennett, then, can be described as a paragon of instability and, as such, he provides 

a good example of the baiancing act that is required in order to keep the hctionalist 

account of rnind afloat. It is important to keep in rnind that Dennett's intentional stance 

was designed to accommodate his cornmitment to an eliminativist/behaviorist approach 

to mental states. In the end, however, the taking of a "stance stance"' with respect to the 

explanation of mind - since it entails the adaiowledgement that there are multiple ways 

of interpreting the same system - comes too close (for Dennett's cornfort) to the admission 

that Uiere are two kinds of properties, physical and mental. His solution to this discornfort 

is to reconfirm his allegiance to an eliminativist description of xnind and consciousness. 
p p p p p  

Putnam describes Dennett's eeliminativism as another instance of the phenornenon of "recoii" in philosophy 
when he writes; "It is, 1 suspect, just becauseconsciousness and reference c m o t  be identifieci with a definite brain 
function (respectively, a de finite physical relation) that Dennett is led to the denial of both subjective consciousness 
and objective reference" (Putnam, 1994, p. 476-7). 

' See Dretske's (1988b) artide detailhg DenneKs attitude with respect to stances entitled "The stance stance." 
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These vacillations - between the elimination, and explanation, of mental states - 

demonstrate dearly the type of instability that 1 am claiming underlies the functionalist 

account. 

5.4 Dretske's Alternative to Eliminativism: "Naturai" Representation 

Dretske's representational account of mind and consciousness refuses to give in to 

defeatist worries when it comes to explaining how mental states take a role in the 

causation of behavior. Dretske, as opposed to Dennett, is a full-fledged realist with respect 

to beliefs and, therefore, is committed to providing a detailed account of "how beliefs and 

desires - in virtue of their representational content, not their neural-physical properties - 
c m  cause, and causaiiy explain, behavior and action" (Kim, 1991, pp. 52-3). in chapter 4, 

however, 1 argued that Dretske's representational account of intentionality nuis into the 

same (or, at least, very sunilar) prûblems that led one hctionaiist (Van Gulick) to fa11 

back on a very flexible version of nonreductive materiaiism and another (Dennett) to opt 

for an eliminativist approach to beliefs and qualitative experiences. 

In "How Reasons Explain Behavior," Jaegwon Kim provides a critique of Dretske's 

account of intentionality which fits into the argument that 1 have been making in relation 

to the hctionalist account of mind (i.e., that it is plagued by instability). Kun's discussion 

deals with '%roadly metaphysical issues" (Kim, 1991, p. 53) and these are just the sort of 

issues (as opposed to the specific details of Dretske's account) which 1 want to look at here. 

As discussed above, Kim maintains that the main roadblodc when it comes to 

explaining the causal role of the intentional properties of mentai states is related to the 

problem of causal-explanatory exclusion (Kim, 1991, p. 57). To put it in very simple terms, 
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this is the problem of showing how non-physical properties are able take part in a physical 

causal process. If every physical event has a physical cause, then any mental properties 

associated with this event appear to be entirely epiphenomenal since to daim that a given 

event has huo causes is to succumb to a form of overdetermination, or dualism. It is Kim's 

claim that it is this threat of overdetermination that lies behind the iwtability of the 

functionalist account. When faced with this threat, the functionalist appears to have two 

dioices. He can eliminate the problem by retreathg to some form of elllnuiativist 

behaviorism (in which mental entities such as beliefs, etc. are declared to be illusory). 

Altematively, the functionalist is forced to loosen up on the formal definition of 

physicalism - what Kim refers to as "the rejection of causal-explanatory closure of the 

physical domain" (Kim, 1991, p. 56). As we saw with Van Gulick, however, this latter 

choice appears to head badc in a direction which condones some form of Cartesian 

description of the co~ec t ion  between mind and body, and this, unforhuiately, is what the 

functionalist is motivated to avoid at aU costs. 

In "Dretske on How Reasons Explain Behavior," Kim first refers to Dretske's method 

of getting around the problem of overdetennination as his "dual explanadum strategy" 

(Kim, 1991, p. 58). in other words, he daims that Dretske's account requires two 

explanations - one for what causes behavior, and one for what causes bodily movement. 

This presents a problem and, according to Kim, "a successfil exenction of the shategy requires 

commihnent tu dualism" (Kim, 1991, p. 59). But, Kim says, being a committed physicalist, 

Dretske can't really mean to support this strategy. Kini goes on to interpret Dretske's 

representationalist account of intentionality as rather a "redudiw account of content" (Kim, 
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1991, p. 61). Kim, of course, has an agenda here and this is to daim that Dretske's account 

can be improved by relying on a truly reductive (Le., strongly supervenient) approach. 

1s it a question, then, of Dretske's just not giving enough of what is required (e.g., 

reduction) or is his approach basically unstable, as 1 am daimjng al i  functionalist accounts 

of intentionality must be? Not surprisingly, 1 opt for the latter interpretation. Dretske, as 

a realist, is highly motivated to fight the threat of ephiphenomenalism with a naturalist 

account of mind but, in doing so, he seems to be (once again) hanging somewhere between 

reduction and Cartesianism. His account of the causal efficaq of intentional states takes 

him in the direction of reduction since it is based on t a k  of the reconstituting of effector 

switches by structuring causes, and so on. At the same tirne, his representationai account 

appears to rely on some unexplained intelligence in order to make the daims that it does 

with respect to natural representational systems. The fact that a discussion of Dretske's 

representational mode1 contains references to both reductionism and Cartesianism is a 

good indication that his account of mind (just like Van Gulick's and Dretske's) is basicdy 

unstable. 

5.5 Looking at Nonreductive Materialism from a Different Angle 

1 have made the daim that the huictionalist approach to mind is plagued by a certain 

instability which invariably results in it's falling badcon some earlier explanation of mind. 

In the "Dewey  lecture^,"^ Hilary Putnam discusses the issue of the instability of certain 

philosophical positions from a broader perspective. He argues that philosophy since the 

The hii titk of these published lectures is "Sense, nonsense, and the senses: An inquiry into the powers of the 
human mind.'' 
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17* century seems to have kept itself in a dironic state of "recoil" (Putnam, 1994, p. 446) 

in which it has "oscillated between equally unworkable realisms and idealisms (Putnam, 

1994, p. 488). This suggests that the cunently popular mode1 of mind is always motivated 

by, and therefore defined in tenns of, a reaction to a previous (and now debunked) 

position. For example, and as desaibed earlier, in reaction to the dualist threat, 

philosophers either eliminated all refecences to the mind with behaviourism or attempted 

to reduce mental states to physical states by means of the identity theory. Problems with 

these two approaches, however, led philosophers back in the direction of nonreductive 

materialism (what Putnam refers to as Cartesianism cum materiaiism). Nonreductive 

materialism, however, reopens the issue of Cartesian division which requires extreme 

measures such as eliminativism, and so on. 

In the "Dewey Lectures," Putnam urges that we break this cycle of recoil by 

"examinhg the central metaphysical issue of realism" (Putnam, 1994, p. 446) and the 

motivation that lies behind the inevitable retum to a realist account of mind. He makes the 

daim that when it cornes to realism, taking an extreme position in either direction (i.e., the 

daim that objective reality exists in a state of absolute independence from our perception 

and experience of it, versus the daim that the wodd as we know it is nothing more than 

a product of our own mind) is not productive. hstead, Putnamencourages those involved 

in philosophy to work on redefùillig what the important metaphysical and epistemological 

issues are before corning up with solutions to problems that may, or may not, existe 

What, if anything, has Puhiam's discussion of realism versus subjectivism got to do 

with my daim Uiat the huictionalist account of mind is, by definition, unstable? In the 

1960s, Putnamattempted to idenüfy propositional attitudes with computational states but 



by the mid-1980s, he became convinced that the type of reduction he was proposing was 

not feasible (Putnam, 1994, p. 480). He recounts how his eariy formulations of intemal 

realism were an unsatisfactory attempt to resolve the apparent anthony hvolved in the 

re lahg of mind and world? Putnam desaibes how his idea of "functionaüsm" employed 

the notion of theoretical identification, or reduction, of "intentional talk to physical cum 

computational t e m "  (Putnam, 1994, p. 479). He acknowledges that it wasn't too long 

before he realized that the fonnal properties of computational states were entirely unlike 

the forma1 properties of psychological states and that, therefore, reduction (in the form of 

theoretical identification) was not a possibility. 

ui discussing the project of reducing intentional tak to physical/computational 

terms, Putnam is forced to adaiowledge what he sees now as his own past mistakes. He 

wams that the attempt to define muid in functional terms is not "the straightforward 

scientific project it might seem at first blush to be, but a dUmera" (Putnam, 1994, p. 479). 

No one, says Putnam, has any idea what a tnily scientific psychological theory - one 

whose tenns could be reduced to the tenns of computer functionalimi - rnight look me. 

One hears a lot of talk about 'cognitive science' nowadays, but one needs to 
distinguish between the putting forward of a saentific theory, or the flourishing of 
a scientific disapline with well-defined questions, hom the proffering of promissory 
notes for possible theories that one does not even in principle know how to redeem. 
If 1 am right, the idea of a theoretical reduction in this case - the reduction of the 
entire body of psychology implîcit in out ordinary practices of mental-state 
attniution to physics cum computet science - is without any dear content. One 
cannot make precise the unexplained notion of "identity" of "sense data" with 
"functiondy characterizes [sic] states of the brain" with the aid of the concept of the 
reduction of one theory to a n o h  if one has no idea of the nature of the theory to 

He writes: "1 soll thought of the mind as a thhg, and, hence, saw no recourse but just ta identiQ it with the 
brain" (Putnam, 1994, p. Ml). 



which we are s u p e d  to do the reduchg (and only a very problematic idea of what 
theo y we are supposed to reduce). (Pu tnam, 1994, p. 480-1) 

Tn discussing what he sees as the inadequacy of the hctionalist account of mind, Putnam 

is not suggesting a retreat to identity theory, behaviorism, or dualism. On the contrary, his 

point is that must stop the pattern of recoil in relation to the most recent (problematic) 

theory of mind and look at the way in which the mind relates to the world in an entirely 

new way. Putnam's new way is what he refers to as nntural renlism which is based on the 

claim that Our cognitive processes are in direct contact with the world at large. According 

to nahiral realism, we interact with the world directly - not induectly by means of some 

sort of interface (e.g., functional system) whidi represents it." Putnam blames the 

misconceptions of functionalism on what he refers to as "the mathematkation of nature" 

(Putnam, 1994, p. 468)" His daim is that since the 1Th century, it has corne to be 

increasingly accepted that natural entities, and the connections between hem, c m  only 

be described according to mathematical laws which are expressible in terms of algebra and 

calculus. He maintains that the push to describenature in this manner erroneously implies 

that the "everyday descriptions" of the world we live in must be false (Putnam, 1994, p. 

468). 

It would be easy to see Putnam's reaction to functionalism as yet another exarnple 

of recoil in the sense that naturai realisrn appears to have sprung from the ashes of the 

unsatisfactory functionalist account of mind. Putnam, however, daims that his new way 

" In this respect, Putnam's interpretation is very simiiar to that of McDowell who daims that the main pmblem 
with current materialist models of mind is the erroneous idea of an interface (representational or otherwise) which 
is said to exist between mind and world. See McDoweil's Mind md World (1994). 

The ceference he gives for this phrase is Husseti's nit CNis of the Eumpm Scimns und Tmscmdmtal 
Phomenology (IWO). 
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of looking at the mind is not intended to provide (yet another) alternative metaphysical 

account. Rather, it involves "seeing the needlessness and the unintelligibility of a pichire that 

imposes an interface between ourselves and the world" (Putnam, 1994, p. 487). 

Kim makes the daim that anyone who takes a realist attitude with respect to mental 

states is under a certain obligation to provide an account of how mental causation is 

possible (Kim, 1991, p. 52). But Kim is a philosopher for whom there is only one way to 

understand the connection between body and mind and this way entails a cornmitment 

to strict physical reduction and strong supe~enience. 

What is interesthg is that Kim and Putnam (and Horgan and Dennett and Van 

Gulick, for Uiat matter) are in agreement up to a certain point. They ail acknowledge that 

a nonreductive materiaüst account of mind such as functionalism cornes with a set of 

dironic and unresolved problems. Where they disagree, however, is in their reaction to 

these problems. Van Gulick, for example, would likely accept both Putnam'ç argument 

against the mathematization of nature and his subsequent daim that "abandonhg 

'identiv theory' does not commit us to a form of dualism (Putnam, 1994, p. 483). At the 

same tirne, however, Van Gulidc gives every appearance of behg committed to his 

functionaiist/representationalist account of mind. 

The question to ask is: are the representationalist accounts of mind 1 have discussed 

in this thesis simply in need of adjustments and modifications, or is the entire functionalist 

undertaking simply wrong-headed as Putnam would have us belief? Van Gulick, and 

Dennett, and Dretske never daim to have resolved al l  the problems that corne with the 

territory On the other hand, they all seem optimistic that th& (or some other 

functionalist's) next project will be the one that gets us where we want to go. 
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Putnam appears to counsel the abandonment of the functionalist project; but thh, 

surely, would be seen as too drastic a step by those who have spent the last few decades 

refining their functionalist models. Furthemore, if current day philosophers of mind did 

give up on the functionalist project (as Putnam, McDowell, and others seem to suggest 

they should), what options are left for hem? 

5.6 uPhilosophers ate better at questions than answers" (Dennett, 1996, p. vii) 

Putnam's conclusion in the "Dewey lectures" is that "what has weight in our lives should 

also have weight in philosophy" (1994, p. 517). 1 believe it would be wrong, however, to 

interpret these words as a rejection, or a discounting of, the connection that has developed 

during the last century between philosophy of mind and saentific discipiines such as 

psychology and/or cognitive science. After dl, in the year 2000, "what has weight in our 

lives" can't help but be influenced by the results of the ongoing scientific investigation of 

the natural world which has been taking place since the üme of the Ancient Greek 

philosophers. 

McDowell states that, as philosophers, our aim should be "not to answer sceptical 

questions, but to begin to see how it might be intellectually respectable to ignore hem, to 

treat them as unreal, in the way that common sense has always wanted to" (McDowell, 

1994, p. 113). 1 maintain, however, that the role of comrnon sense is not to discourage us 

from a s h g  questions but, rather, to point us badc in the right direction when our 

questions get bogged down in circularity. 

In this thesis, 1 have attempted to show that the hctionalist account of mind, at 

least in its present state, is not up to the task of explainhg the connection between mind 
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and matter. My conclusion is not, as Putnam and McDowell seem to suggest, that the 

hinctionalist projed should be abandoned. On the contrary, it is the questions and 

problems inherent in the functionalist accounts of mind provided by Van Gulick, Dennett, 

and Dretske that help to remind us of the role that philosophy could play in a very non- 

philosophic age. 

According to 

mind) and Dennett 

my interpretation, Putnarn (who rejects the functionalist mode1 of 

(who embraces it) end up saying the same Uiing. But Dennett (as he 

often does) perhaps says it better: "Finding better questions to ask, and breaking old habits 

and traditions of asking, is a very dif f idt  part of the grand human project of 

understanding ourselves and our world (1996, p. vii). It is the work of philosophers such 

as Dennett and Putnam that helps to show us the direction we should take next in the 

"grand human project" to which Dennett refers. 
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