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Abstracts

Optimality Theory (Prince and Smolensky 1993) makes the claim that well-formedness
constraints are ranked and minimally violable. This dissertation examines the consequences
of constraint ranking in three areas of phonology: segmental phonotactics (nasal-voiceless
consonant sequences), metrical theory (English stress), and in phonological development
(child English). These studies demonstrate that the introduction of constraint ranking allows
for more principled descriptions of the facts in each of these domains, and often yields the

correct predictions about the range of cross-linguistic variation.

La théorie d'Optimalité (Prince et Smolensky 1993) propose que les contraintes de bonne
formation sont rangées sur une échelle de préséance et que c'est possible de les violer. Cette
thése examine les conséquences de cette proposition dans trois domaines de la phonologie:
au niveau des segments (les séquences nasale-consonne non voisée), au niveau de ['accent
(en anglais), et dans le développement phonologique (de l'anglais d'enfant). Ces études
démontrent 'que I'introduction du classement des contraintes permet de meilleures decriptions
des données, et fait aussi souvent de prédictions correctes au sujet des différences possibles

entre les langues.
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Preface to the Thesis

The primary concern of research in phonological theory in the 1980's was the nature of
phonological representations (see Anderson 1985; Goldsmith 1990 for overviews). Perhaps
as a consequence of this focus, the research took an essentially modular approach (see esp.
Halle and Vergnaud 1987), with sub-theories being developed for various levels of
representation, such as segmental, syllabic, and higher level prosodic structure. This contrasts
with earlier research. represented by Chomsky and Halle (1968) and following work (see e.g.
Dinnsen 1979; Kiparsky 1982a), which sought to uncover overarching principles that
controlled the application of rules.'

In the last few years, attention has shifted away from the representations themselves
back to the principles governing them, though now ordered rules have largely, if not
completely, been replaced by constraints on structural well-formedness (see e.g. Goldsmith
1993; Paradis and LaCharité 1993; Prince and Smolensky 1993). One result of this shift of
focus is a return to a more unified approach to phonological theory, in which claims are made
that have implications across representational levels. To assess these claims, then, often
requires an examination of an extremely wide range of data.

Such is the case with Prince and Smolensky's (1993) Optimality Theory. This
approach to generative grammar has as its fundamental joint premises that constraints are
ranked, and minimally violable. When one constraint is ranked above another, the
requirements of the higher ranked constraint take precedence in determining

well-formedness, and the lower ranked constraint is violated when necessary to meet those

! This program has continued to be developed in the framework of Lexical Phonology (see e.g.
Kiparky 1982b).
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requirements. As this is a general theory of constraint interaction, the introduction of
constraint ranking has consequences at various levels. The aim of this dissertation is to
examine these consequences in several domains where they have not been previously
explored. The rationale for each of these explorations will be presented following a brief note
on the format of the thesis.

Each of the chapters of the dissertation consists of an independent paper that has
been, or will be, submitted for publication (see the acknowledgements for the papers). As per
the guidelines of the Faculty of Graduate Studies, the following indented paragraphs are
included to inform the reader of Faculty regulations concerning the manuscript-based
dissertation format:

Candidates have the option of including, as part of the thesis, the text of one

or more papers submitted or to be submitted for publication, or the clearly-

duplicated text of one or more published papers. These texts must be bound
as an integral part of the thesis.

[f this option is chosen, connecting texts that provide logical bridges between
the different papers are mandatory. The thesis must be written in such a way
that it is more than a mere collection of manuscripts; in other words, results
of a series of papers must be integrated.

The thesis must still conform to all other requirements of the “Guidelines for
Thesis Preparation”. The thesis must include: a table of contents, an abstract
in English and French, an introduction which clearly states the rationale and
objectives of the study, a review of the literature, a final conclusion and
summary, and a thorough bibliography or reference list.

Additional material must be provided where appropriate (e.g. in the
appendices) and in sufficient detail to allow a clear and precise judgement to
be made of the importance and originality reported in the thesis.

In the case of manuscripts co-authored by the candidate and others, the
candidate is required to make an explicit statement in the thesis as to who
contributed to such work and to what extent. Supervisors must attest to the

22-
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accuracy of such statements at the doctoral oral defense. Since the task of the

examiners is made more difficult in these cases, it is in the candidate's interest

to make perfectly clear the responsibilities of all the authors of the co-

authored papers.

[ will now introduce each of the papers that make up the dissertation.

The first paper in this dissertation examines some of the consequences of constraint
ranking within the domain of segmental phonology. In “Austronesian Nasal Substitution and
Other NC Effects”, [ present evidence of a heretofore undiscussed constraint against
nasal-voiceless obstruent sequences, termed *NC. While postnasal voicing, nasal
substitution, nasal deletion, and denasalization are well-known processes {see e.g. Herbert
1986), the hypothesis that they are formally related as alternate means of avoiding a single
constraint is novel to this paper. In Optimality Theory, this variety of NC effects can be
straightforwardly generated by varying the ranking of *NC relative to the family of
constraints that restrict the degree of deviance of the Qutput from the Input representation
(i.e. the Faithfulness constraints of McCarthy and Prince 1995). Neither the traditional
rule-based analyses of nasal substitution and postnasal voicing, nor the treatment of postnasal
voicing in the Optimality Theoretic analysis of [td, Mester, and Padgett (1995), capture the
relationship between these processes.

Particularly striking evidence for the need to formally express the connection between

hesis guidelines require me to make clear the degree of originality of this research. In that respect,
[ should note that Bruce Hayes independently arrived at the conclusion that post-nasal voicings driven by a
phonetically-based constraint against NC sequences. However, a written version of my paper, which did not
differ substantively from the present one, was fairly widely circulated before Hayes first presented lis research,
and before | became aware of his results. As the focus of his work is mostly on thephonetic motivation for this
constraint, and mine on its cross-linguistic motivation, the convergence of complementary results is parsularly
encouraging.

-3-
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the NC effects is provided by several languages that have conspiracies between them, where
*NC is satisfied in one way in one environment (e.g. by post-nasal voicing word-medially),
and in another way in another context (e.g. by nasal substitution word-initially). These
conspiracies point to the importance of substantive output constraints to an understanding
of phonological phenomena, and thus support their promotion to a central role within
phonological theory, as in Optimality Theory.

What sets Optimality Theory apart from other constraint-based theories is the notion
of minimal violation, that a violated constraint continues to be satisfied wherever there is no
conflict with the dominating constraint. This formal innovation is in fact crucial to the
account of these conspiracies (see the preface to chapter 2). However, because Faithfulness
constraints, which are unique to Optimality Theory, are here being minimally violated, and
because these segmental processes are usually given a rule-based rather than a
constraint-based treatment, it is very difficult, if not impossible, to contrast an account of
these facts that incorporates minimal violation to one based on full satisfaction.

To make this sort of theoretical comparison, we must therefore turn to an area in
which we find minimal violation in the application of structural constraints, and which is
usually treated primarily in constraint-based terms. Both of these criteria are well met by
English stress. English stress provides particularly fertile grounds for theory comparison,
since it has been the subject of a number of detailed theoretical studies, starting with
Chomsky and Halle (1968). "On the nonuniformity of weight-to-stress and stress
preservation effects in English" demonstrates that minimal violation allows for a more
satisfactory account of English stress than was possible given the assumption of full

4-
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satisfaction that underlies earlier analyses. This paper shows that minimal violation permits
an explanatory treatment of instances of nonuniform constraint application, where a
constraint is satisfied in one environment, but not another. Quantity Sensitivity, ‘cyclic’ stress
preservation, and lexically based exceptionality, all apply nonuniformly in English. These
phenomena have resisted explanation in theories in which constraints are simply either on,
or off, but can be dealt with elegantly in a theory in which constraint conflict is resolved
through constraint ranking.

The final paper presented in this thesis, "Minimal Violation and Phonological
Development”, discusses the consequences of constraint ranking for the study of
phonological development. Children's early sound systems are subject to a number of
restrictions that must be overcome in order to achieve adult-like pronunciations. This paper
provides evidence that when constraints are overcome, they are outranked, rather than turmed
off. This evidence comes from a comparison of constraints active in child language to those
of the adult system, from aspects of child language itself, and from a comparison of
developmental stages. The child language phenomena studied include truncation, onset
selection, and consonant harmony, with data being drawn from a computer-aided aqalysis
of an extremely large, previously unpublished corpus of spontaneous produced child English
collected by a team under the direction of A.J. Compton in the 1970's (see Compton and
Streeter 1977).

The dissertation concludes with a summational discussion of the types of analytic

improvements that constraint ranking permits in each of the studies.
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Preface to Chapter 1

In Optimality Theory (Prince and Smolensky 1993), a grammar consists of a set of
constraints, rank ordered with respect to one another. When one constraint is ranked above
another, the demands of the higher ranked constraint take precedence in determining
well-formedness. Vanation between languages is captured by variation in constraint ranking;
the constraints themselves are held to be universal.

With the exception of a few proposed fixed rankings, there are no limits on how the
constraints can be ordered. The prediction this makes is that all possible rankings should yield
possible languages (see Prince and Smolensky 1993 on Factorial Typology). Constraints can
be broadly divided into two groups: those that demand well-formed output structures, and
those that demand a match between input and output (underlying form and surface form).
These can be called structural and Faithfulness constraints respectively. The ranking of a
structural constraint, for example "no coda [voice]", over a faithfulness constraint such as
"retain input [voice]" is what yields a phonological regularity, in this case, no [voice] in codas.
The opposite ranking, with the Faithfulness constraint over the structural constraint, would
allow a voice contrast in that position.

Since there are a number of different Faithfulness constraints, Optimality Theory
predicts a range of possibilities for any given well-formedness constraint, depending on its
ranking vis-g-vis the faithfulness constraints. Unfortunately, little work has been done to test
the resulting predictions. This chapter consists of a case study of the cross-linguistic effects
of a particular constraint, with the goal of testing whether all the predicted possibilities are
attested. In the case of this constraint, *NC, the cross-linguistic possibilities are for the most

part robustly attested.
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Chapter 1
Austronesian Nasal Substitution and other NC effects

1.0 Introduction

Nasal substitution occurs in Austronesian languages as far flung as Chamorro (Topping 1969,
1973), and Malagasy (Dziwirek 1989), as well as in several African languages (Rosenthall
1989: 50). However, it is most famous for its appearance in the Indonesian ma/N- prefixation
paradigm (see e.g. Halle and Clements 1983: 125).! Nasal substitution refers to the
replacement of a root-initial voiceless obstruent by a homorganic nasal (1a). If the obstruent
1s voiced, a homorganic cluster results instead (1b). As illustrated by the data in (1c¢), NC

(nasal/voiceless obstruent) clusters are permitted root internally:

(1) a. /meN+pilil/ mamilih 'to choose, to vote'
/meN+tulis/ menulis 'to write'
/meN-+kasih/ manasih 'to give'
b. /maN-+beli/ membali 'to buy'
/maN+dapat/ mandapat 'to get, to receive'
/maN+ganti/ manganti 'to change’
C. ampat 'four untuk ‘for mupkin  'possible’

Though familiar to most students of phonology, Austronesian nasal substitution has not
engendered much theoretical discussion. The standard analysis invokes two ordered rules to

generate the single nasal from the underlying pair of segments: nasal assimilation, followed

) ! Though the dialects of Malay spoken m Malaysia and Indonesia are distinct in some ways. unless noted
otherwise the phenomena discussed here are common to both Bahasa Indonesia as described i Lapoliwa (1981),
and Cohn and McCarthy (1994), amongst others. and the Johore dialect of Malay described in (1980) and
Tmh(l%&“l‘he Indonesian data cited are all from Lapoliwa (1981). Both Chamorro and Malagasy aiso display
essenhally th smlcpa_neannasthnm(l).asdoanumberofother lan gokeninthe Indonesian archipelago.

nasal m

The unspe underlying only as a matter of convention. and
does not imply any particular analysis of the assimilative

ing form of the /meN-/ prefix is emg \
imi gehaviour of the prefix.
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by a language- and construction- specific rule of root-initial, post-nasal, voiceless consonant
deletion (e.g. Topping 1973: 49; Onn 1980:15; Herbert 1986:252; Teoh 1988:156; though
cf. Lapoliwa 1981:111, Uhrbach 1987:72).

In this paper, I reanalyze nasal substitution as fusion of the nasal and voiceless
obstruent, driven by a general, phonetically motivated constraint that disallows nasal/voiceless
obstruent clusters (*NC). This analysis is cast in the framework of Optimality Theory, as
developed by Prince and Smolensky (1993), and McCarthy and Prince (1993a,b, 1994a,b,
1995). In particular, aspects of Correspondence Theory, and the theory of morphology-
phonology interaction expounded in McCarthy and Prince (1995), play a central role.

The generality of the *NC constraint is demonstrated by the fact that nasal substitution
is just one of a range of processes that languages make use of to rid themselves of NC
clusters, which also include post-nasal voicing, nasal deletion, and denasalization. Permutation
of the constraint rankings posited for nasal substitution is all that is needed to provide a
unified account of these NC effects. Nasal substitution occurs when the anti-fusion constraint
LINEARITY is dominated by *NC and the other Faithfulness constraints. Each of the other NC
effects is similarly generated when the Faithfuiness constraint that it violates falls to the
bottom of the hierarchy.

This approach to NC effects has important advantages over both the standard analysis
of nasal substitution, as well as the recent analysis of post-nasal voicing in It6, Mester, and
Padgett (1995). The postulation of a voiceless consonant deletion rule renders completely
opaque the relationship of nasal substitution to the other NC phenomena, and aiso predicts

the existence of postnasal voiceless consonant deletion without prior nasal assimilation, an

-8-
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unattested process. Similarly, Ito, Mester, and Padgett’s analysis of post-nasal voicing, which
i1s based on conditions on the licensing of redundant features, fails to extend to nasal
substitution, and generates unattested patterns of nasal-obstruent voicing. The failure of these
other approaches to provide a unified account of the full range of NC effects is particularly
acute in light of the existence of languages in which two processes act in 'conspiracy’
(Kisseberth 1970) to avoid NC clusters. A wide range of these conspiracies, found in Bantu
languages and in dialects of Greek, are documented in this paper.

The analysis of nasal substitution, and the other NC effects, appears in § 1.1 through
1.3. Section 1.1 introduces the *NC constraint. In section 1.2, I discuss the segmental
violations of Input-Output Faithfulness that satisfy *NC (e.g. fusion and deletion), and
provide an account of the morphological restrictions on Indonesian nasal substitution. Section
1.3 is concemned with the Input-Output mismatches in the featural makeup of NC sequences
(e.g. denasalization and post-nasal voicing), and contains a modification to the formulation
of Featural Identity that is necessitated by the Identity violations incurred by fusion. In §1.4,
[ discuss some problems with the standard voiceless consonant deletion analysis, and show
how the fusional analysis overcomes them. Section 1.5 focuses on the inability of redundant
feature licensing to cope with nasal substitution, and introduces the OshiKwanyama facts, as
well as other cases of conspiracy between NC effects. The results are summarized in the final

section, with directions for further research.
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1.1 *NC

In a wide vanety of languages, NC clusters seem to be disfavoured. That is, Input NC!
(nasal/voiced obstruent) sequences are represented faithfully in the Output, while NC’s are
somehow altered. The usual result is for the obstruent to be voiced, though there are other
possibilities, as enumerated in the Introduction, and below.

The fact that these NC effects, in particular post-nasal voicing, occur with such
frequency has long been assumed to stem from the ease of articulation of NC! clusters relative
to NC, though a specific hypothesis about the articulatory difficulty inherent in NC’s has yet
to emerge (Kenstowicz and Kisseberth 1979: 37). However, Huffman's (1993: 310)
observation that the raising of the velum occurs very gradually during a voiced stop following
a nasal segment, with nasal airflow only retumning to a value typical of plain obstruents during
the release phase, suggests an articulatory basis for a *NC constraint, since an NC' cluster
allows a more leisurely raising of the velum than an NC. Put another way, an NC cluster
requires an unnaturally quick closure. The fact that this constraint is asymmetrical (i.e. *NC,
and not *CN - see the discussion in §1.5), can then be understood in light of Zuckerman's
(1972) finding that 'the velum can be lowered more quickly and with greater precision than
it can be raised' (Herbert 1986 195).2 Ohala and Ohala (1991: 213 - cited in Ohala and Ohala
1993: 239) provide the following complementary perceptually oriented explanation for nasal

deletion in the NC configuration:

*lam grateful to John Km.gﬁton and Donca Steriade for very helpful discussion of the tphon::tu: facts.
though [ hasten to claim sole responsibility for any errors of interpretation. See also Hayes (1995) for a somewhat
different hypothesis about the phonetic grounding of *NC.

-10-
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(2) Among the auditory cues for a voiced stop there must be a spectral and
amplitude discontinuity with respect to neighbouring sonorants (if any), low
amplitude voicing during its closure, and termination in a burst; these
requirements are still met even with velic leakage during the first part of the
stop as long as the velic valve is closed just before the release and pressure is
allowed to build up behind the closure. However, voiceless stops have less
tolerance for such leakage because any nasal sound - voiced or voiceless -
would undercut either their stop or their voiceless character.

Additional evidence for the markedness of NC clusters comes from Smith’s (1973: 53)

observation that they emerged considerably later than NC!’s in his son’s speech, with the

nasal consonant of adult NC’s being deleted in the child’s production. This pattern has also

been observed in the speech of learners of Greek (Drachman and Malikouti-Drachman 1973)

and Spanish (Vogel 1976). Thus, data from typology, phonetics, and acquisition all converge

on the existence of a universal, but violable, *NC constraint:

(3) *NC
No nasal/voiceless obstruent sequences

One of the primary strengths of a constraint-based theory like Optimality Theory is that

phonetically grounded contextual markedness statements like *NC can be directly

incorporated into the phonology (Mohanan 1993: 98, Prince and Smolensky 1993 § 5). In
what follows, I demonstrate how the interaction between *NC and constraints on Input-

Output Correspondence creates grammars that generate nasal substitution, as well as the

other NC effects.’

? The discussion here abstracts from two other NC effects: nasal devoicing and obstruent aspiration.
These processes cannot be captured by the simple statement of *NC in (3). It is concervable that the articulatory
or perceptual difficulties of post-nasal voicelessness could be overcome by enhancement with aspiration and/or
extension of the duration of voicelessness. However. a proper treatment of these phenomena would force a long
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1.2 *NC and Segmental Correspondence
1.2.1 Segmental Fusion
McCarthy and Prince (1995) propose that the relationship between Input and Output is
directly assessed by constraints on Correspondence (cf. McCarthy and Prince’s 1994 theory
of reduplicative Correspondence). This contrasts with the indirect method of using purely
Output-based constraints, and stipulating that the phonological and morphological properties
of the Input must be contained in the Output, by the principles of Containment and
Consistency of Exponence (Prince and Smolensky 1993, McCarthy and Prince 1993a&b).
In the Containment approach to Input-Output Faithfulness, the constraint PARSE
SEGMENT forces the realization of underlying segments (unpronounced Input segments are
present in the Output, but unparsed). The equivalent in Correspondence terms is a constraint
demanding that every segment in the Input map to a segment in the Output, in other words,
that every Input segment have an Output correspondent. McCarthy and Prince 1995 call this
constraint MAX. Thus, unlike a Containment-based theory, 'deletion’ does involve a loss of
structure between Input and Output. The constraint against ‘insertion’ is the mirror image
formulation DEP, which requires a mapping of all Output segments to Input correspondents.
Rather than positing discrete steps of nasal assimilation and voiceless consonant
deletion, or of complete assimilation of the voiceless consonant to the nasal and degemination

(Uhrbach 1987:72; cf. Herbert 1986:252) [ will argue that the relationship between Input

digression from the central concerus of this . since at least the following rather lex ions would have
to be answered: What is the nature of tge mteraction between these roc&ocsoﬁes m%ing resuit from
aspiration. or vice versa 9§cf. Herbert 1986, Nurse and Hinnebusch 1983)? Are voiceless nasals [-Voice], or
[+Aspirated] (Lombardi 1991, Huffinan 1994)? Are the voiceless nasals in fact even entirely voiceless (Maddieson
and Ladefi 1993: 262)? Related to the last question, are these processes categorical or more implementational
in nature? Therefore. for present purposes I leave *NC in its perhaps overly simple form.
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maN-pilih and Ouput mamilih is mediated by fusion, or coalescence of segments (Lapoliwa
1981:111; see also Stahlke 1976 for early arguments for fusion, one of which is recapitulated
in §1.4.1 below, as well as Gnanadesikan 1995 and Lamontagne and Rice 1995 for recent
discussion within Optimality Theory). The replacement of PARSE SEGMENT with MAX allows
an interpretation of fusion as a two-to-one mapping from Input to Output: two Input
segments stand in correspondence with a single Output segment (McCarthy and Prince 1995).
This results in the satisfaction of MAX, though under a strict interpretation of Containment,
PARSE SEGMENT would be violated in this situation (McCarthy and Prince 1993a:163, Myers
1994, Russell 1995). I illustrate the difference between Input and Qutput in (4), where

subscripting is used to indicate the crucial correspondence relationship:

(4)  meN;+p,ilih (Input) mem,,iltih (Output)

Even though fusion does not involve deletion, and so satisfies MAX, it does incur violations
of other constraints.

At the featural level, fusion between non-identical segments violates constraints
demanding Identity between Input and Output segments (see section 3 below for elaboration
of Identity constraints, and for an example in which NC fusion is overruled by a Featural
Identity constraint). Because fusion incurs violations of Featural Identity, it tends to occur
between segments that are identical, or nearly so (cf. McCarthy and Prince 1993a: 163, where
fusion is restricted to identical elements). However, even fusion between identical segments

is not automatic or universal, so it must violate at least one constraint other than Featural
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Identity. Coalescence contravenes LINEARITY, a constraint which is independently needed in
Correspondence Theory to militate against metathesis.* McCarthy and Prince’s (1995)
formulation of LINEARITY is as in (5), where S, and S, refer to Input and Qutput strings (or
any other string of correspondent segments, such as Base and Reduplicant):

(5) LINEARITY

S, reflects the precedence structure of S, and vice versa.

In the fusional I,O relationship depicted in (4), /N/ precedes /p/ in the Input, but not in the
Output, so LINEARITY is violated.” To command a violation of LINEARITY, *NC must be
ranked above the Faithfulness constraint, as illustrated in the tableau in (6). A check mark
indicates a grammatical form, and exclamation marks show where other candidates fail. Solid
lines between constraints are used when the constraints are ranked, and dashed lines when
there is no evidence for their ranking. Unless noted otherwise, all of the following tableaux

apply to Indonesian.

* The use of LINEARITY to block fusion was suggested by John McCarthy (p.c.). McCarthy and Prince

(1995, this volume) invoke a separate UNIFORMITY constraint for such cases. I'have retained the LINEARITY

approach because it is still not entirely clear that a separate UNIFORMITY constraint is needed. and because

{..hB\'EARn'Y seems to have some mteresting possible extensions in the featural domain, which are noted below in
e text

~ “Herelam ing that the Input is made up of a linearly sequenced set of morphemes. It is in fact not
crucial to the analysis that Es position be maintained, since it is ﬁy LINEARITY withm the root that must be
obeyed. and there are other ways of ruling out trans-morphemic nasal substitution. as discussed in the next section.
If the linear sequence of motplﬁv;ns is unspecified in the phonological Input, there would be no Linearity violation
incurred by nasal substitution. Instead, only Morpheme Disjointness wouid be at issue.
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(6) Nasal substitution: *NC >> LIN

¥ a.mem,  ilih v

b, mam, p,ilih

With the ranking reversed, the candidate without substitution (6b) would be optimal. Such

a ranking characterizes languages that tolerate NC clusters.

1.2.2. Morphological conditions on fusion

The fact that fusion violates LINEARITY leads to a straightforward account of the lack of
root-internal nasal substitution in Indonesian. McCarthy and Prince (1994b) show that a large
number of disparate phonological phenomena, reduplicative and otherwise, result from stricter
Faithfulness requirements within the root than elsewhere in the word, that is, from the relative
markedness of roots. The greater markedness of roots is no doubt driven by the need to
maintain more contrasts between roots than between affixes. McCarthy and Prince formalize
this difference in markedness by proposing a general ranking schema in which root-specific
versions of Faithfulness constraints are intrinsically ranked higher than the general, or
affix-specific version of the constraints. If nasal substitution were to apply within the root,
massive neutralization would result. A root-specific ranking of LINEARITY (ROOTLIN) above
*NC stops this from happening. A tableau illustrating the blocking of substitution within the

root appears in (7):
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(7) Rootinternal NC tolerance: ROOTLIN >> *NC

Roonn |_nc_ | o

ROOTLIN rules out fusion within the root because fusion destroys the precedence relationship
between Input root segments /m/ and /p/ (7a). Since the nasal in /meN+pilil/ is not part of
the root, nasal substitution across the morpheme boundary does not disturb the precedence
structure of root elements, and ROOTLIN is obeyed.

ROOTLIN is effective in blocking substitution within the root because it is a constraint
on the relationship between Input and Output strings, rather than between individual Input
and Output segments, or features. If we attempted to rule out root internal fusion with a
root-specific constraint on Identity between Input and Qutput correspondents, substitution
in the middle of the root, and at the beginning of it would be assessed equally, since both
would turn a voiceless obstruent belonging to the root into an Output nasal. As Donca
Steriade (p.c.) has pointed out, it is not at all clear how a theory with Faithfulness constraints
demanding only faithful segmental and featural parsing would handle these and other
segmental 'derived environment’ effects (see Kiparsky 1993 for recent discussion). The main
difference between Indonesian nasal substitution, and more commonly discussed cases such
as the Sanskrit Ruki rule and Finnish assibilation, is that the latter involve segmental change,
rather than segmental fusion. However, if linearity is generalized to sub-segmental elements,
such that it forces their underlying precedence relationship to be maintained, and if these

cases can all be analyzed as involving partial segmental overlap, then root-specific rankings
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of sub-segmental linearity would generate non-derived environment blocking effects. Clearly,
a great deal of work needs to be done to determine the empirical coverage of root-specific
LINEARITY constraints, but it seems plausible that the ranking of morpheme specific
Faithfulness constraints above phonotactic constraints is the source of this sort of
phenomenon.

Fusion is not, however, free to occur between any two morphemes. Both the

prefix+prefix and root+suffix boundaries are impermeable to nasal substitution (8a & 8b

respectively):
(8) a. /meN+per+besar/ [memperbesar] ‘to enlarge’
b. /maN+yakin+kan/ [mayakinkan] ‘to convince’

The example in (8a) is particularly interesting, as it shows that it would be wrong to
somehow conceive of nasal substitution as a property of the prefix maN- itself. This is further
brought out by the fact that nasal substitution also occurs between the root and the noun-

forming prefix paN- (though cf. Lapoliwa's 1981 underlying representation of paN- as

potmaN-):
(9)  a./peN+pimpin/ [pemimpin] Teader’
b. /peN+tulis/ [penulis] 'writer'
c. /peN+karar/ [penaran] 'composer, author'

These facts lead to the conclusion that nasal substitution is limited not to a particular
morpheme, but rather to the prefix+root juncture.
To encode this sort of morphological conditioning, a set of constraints is needed to

render particular morpheme boundaries opaque to fusion. This situation is somewhat
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reminiscent of a restriction on fusion in Axininca Campa, in which coalescence between /a/
and the velar glide is blocked if it would result in the root and suffix being entirely contained
within a single syllable. To express this restriction, McCarthy and Prince posit a constraint
of ROOT-SUFFIX-SEGREGATION, which shares with the present set of constraints the property
of keeping particular pairs of morphemes separated. The constraints needed here can be
formulated as demanding that morphemes have no correspondent segments in common, that
is, that their sets of correspondents be disjoint:
(10) M,-M,-DISJOINTNESS

A|B

Where A and B are the sets of elements in correspondence with the elements of M,

and M, respectively
When fusion occurs between two morphemes, they share an Qutput correspondent, and M;-
M,-DISJOINTNESS is violated.®

As NC fusion is allowed between a prefix and a root, *NC dominates

PREFIX-ROOT-DISJOINTNESS:

(11) Prefix-Root nasal substitution: *NC >> PRE-RT-DISJOINT

Input: *NC | PRE-RI-
maN, +p,ilih DISJOINT

a.mem,,ilih ¢

b. mem,p.ilih

All other M;-M,-DISJOINTNESS constraints, including PRE-PRE-DISJOINTNESS, rank above

® A nearly identical constraint is independently proposed in McCarthy and Prince (1995).
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*NC, prohibiting nasal substitution across other morpheme boundaries:

(12) Prefix-Prefix NC tolerance: PRE-PRE-DISJOINT >> *NC

PRE-PRE- *NC
DISJIOINT

*1

[nput:
| meN,+p,ar+besar

| a.mem, ,arbesar

b. mem,p,arbesar v

This might seem an overly circuitous method of restricting nasal substitution to root-initial
position, if it were not for the fact that the DISJOINTNESS constraints are of considerable
generality, with observable effects elsewhere. In particular, their existence explains the
tendency for geminate integrity and inalterability phenomena to be limited to morpheme
internal contexts (Hayes 1986: 468, see Kenstowicz 1994: 412 for further references and
discussion), since they would favour 'fake geminate' sequences of unlinked identical

consonants over fused 'true' geminates when the segments straddle a morpheme boundary.

1.2.3 Segmental Deletion and Insertion

So far we have only considered candidates with and without NC fusion. Deletion, and
epenthesis could also satisfy *NC, without incurring violations of LINEARITY. This means that
in Indonesian, the constraints MAX, and DEP, which are violated by deletion and epenthesis
respectively, must be ranked above LINEARITY. In fact, these constraints must be placed even
higher in the hierarchy, above *NC, since neither deletion nor epenthesis is used to resolve

*NC violations root-internally, where fusion is ruled out by ROOTLIN:
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(13) Deletion and epenthesis blocked by Max, DEP >> *NC

-

a. ampat v

*

: b. apat

| c. amapat

If MAX, or DEP were ranked beneath *NC, deletion (13b), or epenthesis (13c) would be
wrongly preferred over the optimal candidate (13a).

Though neither deletion nor epenthesis is resorted to in Indonesian to avoid *NC
violations, permutation of the rankings of these constraints (Prince and Smolensky 1993 §6)
predicts the existence of other languages in which MAX and DEP are dominated by *NC and
the other Faithfulness constraints, producing NC deletion and NC epenthesis.

Examples of segmental deletion in the NC configuration include the aforementioned
cases of child English (Smith 1973: 53), child Greek (Drachman and Malikouti-Drachman
1973), and child Spanish (Vogel 1976). Amongst the adult languages with NC deletion is the
Kelantan dialect of Malay, which differs from standard Johore Malay in that it lacks nasals
before voiceless obstruents, though it permits homorganic NC! clusters (Teoh 1988) -This
pattern is replicated in African languages such as Venda (Ziervogel, Wetzel, and Makuya

1972: cited in Rosenthall 1989: 47), Swahili’ and Maore (Nurse and Hinnebusch 1993: 168),

7 Swahili nasal deletion is historically preceded by aspiration of the followin&;oicclms consonant. which
spread to the nasal, though there is no evidence for this mtermediate stage in the other languages cited here (see
erbert 1986: 252, Nurse and Hinnebusch 1993: 168).
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as well as several others cited by Ohala and Ohala (1993: 239).®

What unites all of these examples is that the nasal, rather than the obstruent is deleted.
This parallels the nasal/fricative cluster effects detailed in Padgett (1994), which sometimes
involve nasal, but never fricative, deletion. The constraints posited thus far assess obstruent
and nasal deletion equally, as violations of MAX. How to formalize nasal-obstruent
asymmetries in deletion, as well as in assimilation, remains unaddressed in Optimality Theory
(and more generally, in phonology: see Mohanan 1993). One possibility is to introduce
intrinsic rankings of the Faithfulness constraints. For example, the fact that nasals tend to
assimilate in place to obstruents, rather than the other way around, could be captured by a
fixed ranking of OBSPLACEIDENT >> NASPLACEIDENT (i.e. the identity requirement between
an obstruent and its underlying correspondent is intrinsicaily higher ranked than that between
a nasal and its correspondent). For deletion, a ranking of an obstruent specific MAX
constraint (OBSMAX) above the nasal specific NASMAX achieves the desired result.
Establishing the phonetic basis, and typological correctness of this presumed fixed ranking
is beyond the purview of this study, but it can be noted that its univerality is supported by the
observation that a few languages lack nasals, but none are without oral segments (Maddieson
1984, cited in McCarthy and Prince 1994, who provide a different explanation for this
generalization).

The tableau in (14) demonstrates how an /NT/ cluster would be treated in a language

! In discussing these African languages I follow. for ease of ‘exposition, Herbert (1986) and P ett

(1994) i treating derived prenasalized stops as segmental (cf. Piggott 1992, and Steriade 1993 for o
v'lewsonprenasahzmon) It should be emphasized, tho that ‘segmen! mCorrespond:ncetheorylmghtwell
be understood as the equxvahntowhatmfeannegeaneu-lctumslsthemotnodcmdev erything it dominates (i.e.

a melodic element). Two root node theories of rcmsahzed prugosed by Piggott (1988),
Roseathall (1989), Trigo (1993), and to some extent.. Steriade (l ) mdPlggott (1995)
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such as Kelantan Malay, in which *NC dominates MAX (note that all other Faithfulness

constraints, including LINEARITY, are also ranked above MAX):

In future tableaux, [ will merge the two MAX constraints, and show only the candidate with
the deleted nasal.

For some reason, languages seem not to make use of epenthesis to resolve *NC
violations. One might stipulate that DEP universally dominates *NC, but without any
independent motivation for this fixed ranking, such a formalization would remain in the realm
of description, rather than explanation.® With this potential gap in the typology of NC effects
duly noted, I will now turn to the featural changes that can be used to satisfy *NC, and
propose constraints to rule them out in Indonesian. In these instances, we will see the

predicted factorial typology is indeed fulfilled.

) ® One path to explanation may lie in the fact that NC sequences tend to be place assimilated. and thus
resist epenthesis due to some version of geminate integrity. However, this explanation is difficult, if not impossible
to formalize in Optimality Theory (why should place assimilation have precedence over *NC?), and faces the
empirical challenge that NC effects do occur m the absence of place assimilation i several languages (see § 1.4.1).
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1.3 *NC and Featural Faithfulness

1.3.1 Denasalization

Instead of completely deleting the nasal, another way to meet the *NC requirement is to
change the underlying nasal into an obstruent. There are at least three languages that take this
route: Toba Batak'® (Hayes 1986), Kaingang (Henry 1948; cf. Piggott 1995), and Mandar
(Mills 1975). Mandar, a language spoken in South Sulawesi, is particularly interesting
because it has a prefixation paradigm that differs minimally from that of Indonesian. A
homorganic nasal appears before voiced obstruents (16a), but instead of nasal substitution
with the voiceless ones, there is gemination (16b) (in Toba Batak and Kaingang, the resulting
obstruent retains its place specification, and can be heterorganic with the following
consonant).

(16) Mandar maN- prefixation

a. /maN+dundu/ mandundu 'to drink’
b. /maN+tunw/ mattunu 'to bum’

In Mandar, unlike Indonesian, the prohibition against NC extends throughout the language

(17)  Nowhere in my material nor in Pelenkahu's extensive lists of minimal pairs is
there a single instance of nasal plus voiceless stop.'' Where such a cluster
would be expected, because of cognate items or at certain morpheme
boundaries, there is invariably a geminate voiceless stop. In this respect,

' In Toba Batak. the obstruents produced by denasalization fail to undergo the debuccalization that
affects other obstruents in the same position. ﬁzg’o@s (1986) attributes this to a type of geminate inalterability. with
the double of a [-Voice] feature spread from the following voiceless consonant inhibiting debuccalizauon.
More plausibly. this a case of avoidance of neutralization. That is, underlying nasals fail to go all the way to %lsmgls
s0 as to avoid neutralizing the distinction between them and underlying obstruents. See Flemming (1995) for
discussion of the formal issues involved in setting up contrast-maintaining constraints.

t Mills does not comment on nasal-/s/ clusters. but as far as I can tell from Pelenkahu et al. (1983). the
same restriction holds as for the stops. since there are many examples of /-ss-/, but none of /-ns-/.
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[Mandar] is far more consistent than [Buginese]; perhaps it reflects greater

freedom from outside influence (Mills 1975: 82).
There are number of potential constraints, or sets of constraints that could rule out
denasalization in Indonesian, as well as in languages like Kelantan Malay that have nasal
deletion. Before turning to them, a short discussion of featural Faithfulness within
Correspondence theory is in order.

To replace the containment-based PARSE FEATURE (see e.g. [td, Mester, and Padgett
1995) in Correspondence Theory, McCarthy and Prince (1994a, 1995) outline two
approaches. One is to extend Correspondence into the featural domain, and require mappings
between instances of features such as {voice] in the Input and Qutput. A less elaborate
theory, and the one that McCarthy and Prince adopt, invokes a set of identity requirements
between segmental correspondents. A general formulation for such constraints is given in
(18):
(18) Featural Identity - IDENT-(F)

Correspondents are identical in their specification for F
Formulated in this way, featural Faithfulness is not violated if a segment is deleted, since if
an Input segment has no Output correspondent, Identity constraints do not come into force.
On the other hand, if there were a whole set of Correspondence constraints that examined
features, then every time an underlying segment failed to be realized in the Qutput, all of the
applicable Featural Correspondence constraints would be violated. This would force all of

the Featural Correspondence constraints to be dominated by whatever constraint favoured
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deletion. Whether this is a fatal flaw, or a happy result,'* can only be assessed through careful
study of the relationship between segmental deletion and feature changing processes, but it
is evident that Featural Identity has the advantage of analytic convenience, especially when
considering reduplication, which often involves long strings of Correspondence violations."?

In cases of fusion, however, the simple statement of Featural Identity given in (18)

does lead some complications. Consider the Input-Output mappings in (19):

(19) Input a. nt b.

~
~
t— 3
+t — ¢t

Output n

Nasal substitution is represented in (19a), and denasalization in (19b)."* One consequence of
the symmetrical nature of Identity is that IDENT[NAS] is violated to the same degree in (19a)

and (19b), since in both instances a nasal and a voiceless obstruent stand in correspondence

12 Since this was first written. Lombardi (1995) has found a happy result’ in one domain. while Alderete
ct al.(1996) find a 'fatal flaw' in another. Needless to say. the issue is far from settled.

13_ One could even imagine a hybrid theory. Features that display clear independence from segments,
most prominently tones, might be subject to Correspondence requirements, while those that do not would be
by Identity. A theory mcorporating only Correspondence (or PARSE FEATURE) would seem to predict that
all features should behave quite independently. For instance, an ALIGN RIGHT constraint. combined with a
coustraint aﬂns multiple association, could make a feature leave its Input host at the left edge, and migrate to a
segment at the right edge of the word. However. rather than a groblem with Featural Correspondence. this might
be a problem with the idea that ALIGN is the driving force behind harmony, instead of constraints on featural
agreemenBet‘Lse:mKT)mky s 1968 morpheme structure conditions. and the discussion in Kenstowicz 1994: 351, as
well as 995 against Alﬂnan in Correspondence Theory). Further licating the t&icnn'e is the fact
that there are strategies such as fusion for explaming some apparent featural stability effects. that do not require
Featural C so that the only incontrovertible evidence for featural independence would be examples
in which the Input source of a particular feature is represented without that feature in the Qutput (though even this
might be analyzed as fissiog mn Identity theory).

'* It should be noted that these di do not represent autosegmental mappings: rather. they illustrate
the set-theoretic relationship between the Input and Output sets of segments. In adﬁ?uon. there is no theoretical
stance implicit in the representation of the geminated /t/ as a pair of segments. This representation is used because
denasalization sometimes produces a non-assimilated segment (Kaingang and Toba Batak), and because the results
m terms of C andIdentitymﬂ:esamcifasmgh/t/isuseﬁforaggmmate.Diﬂ'ereptmultsinterms
of LINEARITY might obtain depending on whether geminates were considered a smgle segment with a mora. or two
segments with hinked features.
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with one another. Nasal substitution also violates LINEARITY, so in terms of the constraints
considered thus far, it is impossible for a language to prefer (19a) over (19b), since the
Faithfulness violations incurred by (19b) are a subset of those for (19a).

One might consider ruling out (19b) with constraints against coda obstruents, and/or
gemination. By using a syllable structure constraint to rule out denasalization, however, the
resulting prediction should be that languages that display nasal substitution have tight
restrictions on possible codas. To some extent, this is borne out. However, Chamorro, which
has nasal substitution in man- and fan- prefixation, also has geminates and coda obstruents
(Topping 1973: 36-49), even in prefixes, such as hat-, chat-, and tak- (Topping 1973: 66).
Thus, nasal substitution does not appear to be driven by a desire to avoid coda obstruents,
or gemination.

Another response to this problem is to elaborate Identity somewhat, so that we have
a way of stating that in nasal substitution an Input nasal maps to an Output one, while in
denasalization an Input nasal maps to an obstruent. With this shift away from symmetry the
theory of featural Faithfulness begins to look more like segmental Correspondence, which
has separate MAX and DEP constraints. However, I will preserve the analytic advantage of
Identity noted above by stating the constraint in such a way that featural Faithfulness is not
violated in cases of deletion:

(20) IDENTI-O[F]

Any correspondent of an Input segment specified as F must be F

Nasal substitution does not violate IDENTI-O[NAS], while denasalization does. [NAS] here

would refer to the feature [Nasal] in monovalent feature theory, or [+Nasal] if bivalent
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features were assumed. The choice is not crucial, but since the feature [-Nasal] seems not to
be active in any phonological process, I will assume there is but a single monovalent feature
[Nasal] (Piggott 1993, Rice 1993, Steriade 1993, Trigo 1993, cf. Cohn 1993). Note that if
bivalent features were used, and Featural Identity were stated without any reference to the
value of the feature (i.e. ‘any correspondent of Input segment X must be identical to X in its
spectfication for F’), then the the effects of this constraint would remain symmetrical, and the
problem of differentiating I-O and O-1I Identity would remain unresolved.

For a language like Mandar, IDENTI-O[NAS] is ranked beneath *NC and the rest of
the Faithfulness constraints. In Indonesian, IDENTI-O[NAS] is ranked above LINEARITY, so

that fusion is preferred over denasalization. A tableau for Mandar is given in (21):
(21) Mandar denasalization: *NC >> IDENTI-O[NAS

Input: ; i LINEARITY IDENTI O
maN +t,unu 5 [NAS]

a. man, ,unu

| b. man,t,unu
h. mat, t,unuy”
rd. mat,unu

€. mamn,at,unu

]
1
4
[}
[}
I
]
I
|
+
I
{
!
t
]
[}
1
l
]
]
]
]
]
1

ceefeee e ]
r [

Some further motivation for the recognition of separate IDENTI-O[NAS] and IDENTO-I[NAS]
constraints comes from the fact that there is at least one language in which a2 geminate nasal
is created to avoid a *NC violation (the South Sulawesi language Konjo - Friberg and Friberg
1991: 88). To distinguish Konjo from its near neighbour Mandar, IDENTO-I[NAs] can be
ranked beneath IDENTI~-O[NAS], so that having an Output nasal in correspondence with an
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Input obstruent (i.e. NT - NN) is a better resolution of *NC than having an Input nasal in
correspondence with an Qutput obstruent (i.e. NT - TT). In Mandar, of course, the ranking

between these constraints would be reversed.’*

{.3.2 Post-nasal voicing

The most common, and most widely discussed NC effect is post-nasal voicing. A particularly
relevant, and perhaps less familiar example is that of the Puyo Pungo dialect of Quechua (Orr
1962, Rice 1993). As shown in (22), post-nasal voicing only affects affixal consonants. Root-

internally, post-nasal consonants can remain voiceless.

(22) Puyo Pungo Quechua
a. Root-internal NC:
Sipgki 'soot’ cuntina ‘'to stir the fire' pampal’ina 'skirt’
b. Suffixal alternations:

sinik-pa 'porcupine’s’ kam-ba 'yours'
saca-pi 'in the jungle' hatum-bi 'the big one'
wasi-ta 'the house' wakin-da ‘the others'

Obviously, post-nasal voicing satisfies *NC. Again, the question of what it violates is not as
straightforward as it might at first seem. Compare the O correspondences for nasal

substitution and post-nasal voicing:

'% This leaves a not msignificant problem mnresolved. How do we distinguish between nasalization of the
voiceless stop. and nasal substitution? In terms of the constraints considered thus far. nasal substitution incurs all
the violations that nasalization does, plus a LINEARITY violation that is avoided by nasalization. One possibly key
difference is that in fusion, one of the underlying correspondents of the Output is a nasal. while in nasalization
the second member of the cluster has as its sole correspondent a voiceless obstruent. I should also note here that
Konjo nasalization is subject to considerable hokml conditioning. In fact, the prefix that causes nasalization
has a homophonous counterpart that diﬂ’ersm(‘::ry in it fails to nasalize the following voiceless obstruent.
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(23) Input a. n t b.

~

~
0D -9
-t

Output n

If we assume full specification of the traditional set of features (i.e. those of Chomsky and
Halle 1968), IDENT[VOICE] is the only constraint violated in (23b), yet it is also violated in
(23a) since Input /t/ corresponds to Output /n/. Nasal substitution violates LINEARITY, while
post-nasal voicing does not, so again, there is some difficulty in establishing how Indonesian
could prefer (23a) over (23b).

In this case, it is pointless to consider constraints that would rule out the NC!
configuration itself, since this does occur in Indonesian as the Output of an underlying NC!
sequence. Nor does the problem lie in the symmetry of Identity, since in both cases a
voiceless Input segment stands in correspondence with a voiced Output segment. Rather, it
is due to the mistaken assumption that [Voice] on a sonorant, and on an obstruent, are
equivalent in markedness. A clear explanation for why [Voice] is more marked in obstruents
is provided by Kenstowicz (1994: 36) (see Chomsky and Halle 1968: 300):

(24) Vocal cord vibration is influenced by several factors; but the most important

is airfflow. The folds cannot vibrate if no air is passing through the glottis. In

order for air to flow, the supralaryngeal pressure must be less than the

sublaryngeal. The degree of stricture made during the articulation of a sound

may increase the supralaryngeal pressure and hence tend to shut off voicing

unless other adjustments are made. Stops and fricatives have a stricture that

inhibits spontaneous voicing. The stricture associated with [+sonorant]

segments does not disrupt airflow enough to inhibit voicing. Thus, the natural

state for sonorants is [+voiced] and for nonsonorants...is [-voiced].

The usual way to formalize this difference in markedness is to assume that sonorants bear no

underlying specification for [Voice] (i.e. are unmarked), and that [+Voice] is filled in during

.29.



the denvation by a redundancy rule. Underspecification and respecification, however,
requires the proliferation of derivational stages, which should rightly be anathema in a
parallelist conception of Optimality Theory (see Mohanan 1991 and Steriade 1995 for
extensive critical discussion, as well as Smolensky 1993).

An alternative, non-derivational method of capturing the markedness of obstruent
voicing is to postulate that there is a feature borne by voiced obstruents, but not voiced
sonorants, the presence of which violates a constraint, perhaps of the *STRUCTURE family
(Prince and Smolensky 1993; Smolensky 1993). Based on the fact that obstruents do require
an articulatory adjustment to produce voicing that is not required of sonorants (specifically,
expansion of the supralaryngeal cavity), as well as on Trigo's (1991) work on
consonant/vowel interactions, Steriade (1995) proposes that voiced obstruents are specified
for both a feature [pharyngeally expanded] and a feature [vibrating vocal cords], whereas
sonorants are only specified for the latter (cf. the proposal in Rice and Avery 1989, Piggott
1992 and Rice 1993 that sonorant voicing is marked with an SV node/feature). I will adopt
Stertade's proposal, using [Voice] as the feature common to sonorants and obstruents, [Exp]
as the feature specific to obstruents. Furthermore, I will assume an unviolable configurational
constraint such that [Voice] on obstruents requires [Exp].'¢

With asymmetrical constraints on Featural Identity, as well as the assumption that a
feature like [Exp] is monovalent (Steriade 1995), the constraint needed here is

IDENTO-I[EXP]. This constraint ensures that any voicing present on an Output obstruent

) ' An alternative to an unviolable constraint xmgn be that it is basic structural requirement to have
[Voice] dependent on either [E: } or [Son] (cf. Piggott 1994, and Kawasaki to appear for a variant on this that
assumes a Sonorant Voice uoz . The idea here 1s that plain [Voice], without sonorant stricture or [Exp]. is
uninterpretable phonetically, in much the same way as a non-coronal [-Anterior] specification might be.
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must be present underlyingly, that is, it militates against the neutralization of the obstruent
voicing distinction in the post-nasal position. As it targets only obstruent voicing, this
constraint is not violated by nasal substitution. Indonesian thus has IDENTO-I-[EXP] >> *NC.
In Puyo Pungo Quechua, there is a root specific version of IDENTO-I-[EXP] above *NC,
while the general IDENTO-I-[EXP] ranks below *NC, thus producing affixal post-nasal
voicing only. As this completes the analysis of nasal substitution, it is appropriate to provide

an illustrative tableau:

(25) Final tableau for nasal substitution

Input:
/maN,+p,ilib/

a. mam,,ilih v/

SR

b. mem,p,ilih

C. map,p-ilih

*

d. mem,b,ilih

e. mop,ilih

*

__-4---»-—__.4.._.._-1-..-.._4;.___-

N ETRUS VRN NN W —
B ataiais el sl DX T

»*

Noteworthy in this tableau is the fact that all of the non-optimal candidates, with the
exception of the epenthetic (25f), do turn up as optimal in other languages, and that each of
these cases can be generated simply by having one of the constraints fall beneath all the
others. Candidate (25b) is generated if *NC ranks beneath the Faithfulness constraints, as in
languages that permit NC clusters. With IDENTI-O[NAS] at the bottom of this hierarchy,
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candidate (25c) is made optimal, as we have seen in Mandar. Candidate (25d) is preferred
when IDENTO-I[EXP] is lowest ranked, as in Puyo Pungo Quechua. Finally, candidate (25e)
wins with MAX dominated by the others, as in Kelantan Malay.

With the introduction of constraints such as ROOTLIN that disallow one of the NC
effects in a particular environment, we would also expect to see cases where an alternate
process takes place in the environment in which the usual one is ruled out. Such conspiracies
between NC effects can be modeled simply by having both of the relevant Faithfulness
constraints ranked beneath *NC. It is a powerful argument for the *NC approach to NC

effects, and against competing ones, that this expectation is indeed fulfilled.

1.3.3 NC fusion overruled by Featural Identity

In this section, I show how a high ranking Featural Identity constraint can disallow fusion
between particular segments. This discussion also serves to introduce evidence of a
conspiracy between nasal substitution and nasal deletion. The data to be accounted for
involve a parametric difference between Austronesian and African nasal substitution. In all

the Austronesian examples of which I am aware, the fricative /s/ undergoes substitution:'’

o '7 These examples also demonstrate the well-known complication that /s/ becomes a palatal nasal under
substitution. The apparent oddness of this alternation is somewhat tempered by the mcian-g,cndcnt evidence from a
Javanese morpheme structure constraint that Austronesian /s/ is i fact itself phonolo}gi y palatal (Mester 1986).
A related complication is that nasal substitution also often fails to occur with a /c/ initial root (/c/ is varioush
described as a palatal stop or an alveo-palatal affricate). Based on the fact that avoidance of homophony with /s/
initial roots seems to determine whether substitution with /c/ can occur or not, Onn (1980: 62) suggests that
resistance to substitution arose as a property of the roots, rather than of /c/ itself, which is s spreading to
other /c/ initial roots by analogy (the generalizations about the occurrence of substitution with /c/ reported by (
for Johore Malay were confirmed for Bahasa Indonesia by my consultant, Choiral Djamhari). Lexical exceptions
such as these can be captured by means of lexically specific constraint % for which we might extend the
schema for Root-specific constraints, so that constraints ﬁply to a specified t of lexical items. For instance.
these words might stlbjectmale:vdcallyspeciﬁclgf,hr g of a featural IDENTITY constraint, forcing all [nput
oral. voiceless consonants to be faithfully represented as such in the Output. See the next chapter for development
of this approach to lexical exceptionality m the context of English stress.
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(26) /meN+sapu/ [mefapu] 'to sweep' (Indonesian)
/man+saga/ [majaga] 'stay’ (Chamorro: Topping 1973: 50)
/N+sambur/ [nambup] 'to connect’  (Javanese:Poedjosoedarmo 1982:51)
African languages with nasal substitution demonstrate a split in behaviour between stops and

fricatives, as in the following examples cited by Rosenthall (1989: 49) (see also Odden and

Odden 1985 on Kihehe):

(27) a. /N+tuma/ [numa] T send’
/N+seva/ [seva] T cook’ (Umbundu: Schadeberg 1982)
b. /N+tab/  [nabi] 'prince’
/N+supa/ [supa] 'soup’ (Si-Luyana: Givon 1970)

As in Indonesian, fusion with the voiceless stops can be attributed to the ranking of
LINEARITY beneath *NC and the rest of the Faithfulness constraints, including MAX.
However, unlike Indonesian, deletion occurs with root-initial voiceless fricatives instead of
fusion. This indicates that preservation of Input continuancy is more highly valued than
preservation of the Input nasal segment in these languages, in other words, that
[DENTI-O[CONT] dominates MAX. The fact that deletion does occur rather than a *NC
violation places *NC above MAX. Combining these rankings, we get *NC, IDENTI-O[CNT]
>> MAX >> LINEARITY. The following tableaux show how this hiearchy generates the

different responses to *NC violations in fricative-initial and stop-initial roots:
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(28) Fusion with stops

Input: *NC | IDENTI-O Max LN
N,+t,abi 1 [CoNT]

a. n,t,abi * | é

b. n, ,abi v ? *
c. t,abi E *|

With a stop-initial root, IDENT[CONT] is satisfied in fusion, so MAX is free to choose fusion
(28b) over deletion (28c) as the best alternative to a *NC violation (28a). When the root
begins with fricative, as in (29), fusion creates a violation of IDENTI-O[CONT], since an Input
fricative has a stop as an Output correspondent (assuming an undominated constraint against
nasal fricatives in all these languages - cf. Cohn 1993, Padgett 1994, along with a dominant
IDENTI~O[NAS] constraint that forces the realization of nasality). With IDENTI-O[CONT] >>

MAX, the candidate with deletion (29c) becomes optimal in this instance:
(29) Deletion with fricatives

| Input: *NC
N;+s,upa

| a. n;s,upa

Austronesian nasal substitution evinces the opposite ranking MAX >> IDENT[CONT], since

loss of Input continuancy, as in (29b), is preferred to deletion.
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As Kisseberth (1970) originally pointed out, cases like this in which two processes
conspire to avoid a single configuration provide strong motivation for the formal recognition
of output constraints.'® Under a purely rule-based analysis of nasal substitution, such as the
standard one of nasal assimilation followed by voiceless consonant deletion, the functional
connection between nasal substitution and nasal deletion would have to be stated
independently of the rules themselves. This contrasts with the present Optimality Theoretic
analysis of African nasal substitution and nasal deletion, in which the functional motivation
for these processes is directly incorporated into the formal explanation, thus allowing for a

perspicuous account of the conspiracy between them.

1.4. Fusion vs. voiceless consonant deletion

One way to improve the standard analysis might be to treat voiceless consonant deletion as
one of several repairs that can be used to fix violations of *NC, since this would at least
formally express the relationship between the rule and the phonotactic constraint. However,
besides the theoretical problem that the ordering between this repair and place assimilation
would still have to be stipulated, there are two empirical reasons to abandon voiceless
consonant deletion in favour of fusion: one is from typology, the other is internal to the

phonology of Indonesian.

'¥ To stem any su?ncwn that deletion before the fricatives is motivated solely by the markedness of
nasal/fricative clusters (: adgett 1994), [ should note that voiced fricatives undergo post-nasal hardening in
Kihehe (Odden and Odden 1985 598). This shows that *NC is needed for deletion i m a nasal/voiceless fricative
sequence. since one would otherwise predict that /us/ should surface as [nt].
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1.4.1 Evidence from typology

The first argument for fusion over voiceless consonant deletion comes from an examination
of the typology of NC effects. As Stahlke (1976) notes, ordered rule analyses predict that
each of the rules should be independently observable. While the first of the rules in the
standard analysis, nasal assimilation, is of course extremely common, as far as [ know there
is not a single instance of post-nasal voiceless consonant deletion, without the prior
assimilation of the nasal. There are examples of other NC effects applying without place
assimilation, such as Zoque post-nasal voicing (Wonderly 1951, Kenstowicz and Kisseberth
1979:36, Padgett 1994), and denasalization in both Toba Batak (Hayes 1986) and Kaingang
(Henry 1948, Piggott 1995). By using fusion rather than ordered rules, we avoid the ‘false

step’ of voiceless consonant deletion.

1.4.2 Evidence from reduplication
There is also evidence from within the phonology of Indonesian for the fusional analysis.
Lapoliwa (1981: 110) notes that reduplication copies a substituted nasal (30a), while prefixal

nasals preceding a voiced obstruent (30b), or a vowel (30c), fail to be copied:

(30) a. /meN+kata+RED+i/ maratarnatai 'to speak ill about someone’
b. /meN+gerak+RED/ mengerakgerak ‘to move something repeatedly
c. /meN+elu+RED+kan/ menslualukan 'to praise'

Lapoliwa formulates the rule of nasal substitution as one of phonological and morphological
coalescence, so that the substituted nasal in (30a) becomes part of the morphological stem,

unlike the unassimilated nasal in (30c¢).
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Building on work by Uhrbach (1987), Cohn and McCarthy (1994) propose an entirely
prosodic approach to these facts. In addition to the reduplicative evidence, they provide
several other reasons to believe that the prefixal nasal added to a vowel-initial root remains
in coda position, outside of the prosodic word, rather than being incorporated as the initial
onset of the prosodic word. This violation of the ONSET constraint is attributed to the
operation of a higher ranked ALIGN-WD constraint, which in Correspondence terms, demands
that the segment at the left edge of the Input root have a correspondent at the left edge of
the Output prosodic word. As they note, it is also crucial to this prosodic account that the
nasal resulting from substitution be formed by coalescence with the root-initial consonant.
If nasal substitution were in fact the result of root-initial voiceless consonant deletion, then

there would be no obvious way to explain the difference between (30a) and (30c).

1.5 *NC vs. redundant feature licensing

It6, Mester, and Padgett (1995) propose an analysis of post-nasal voicing based on the
licensing of redundant features. One might wonder whether redundant feature licensing could
be extended to nasal substitution. In this section, I demonstrate that it cannot, and argue that
this failure casts doubt on the suitability of redundant feature licensing as an analysis of
post-nasal voicing itself, especially since post-nasal voicing and nasal substitution act in
concert in OshiKwanyama to rid the language of NC sequences. I then go on to provide
additional examples of NC conspiracies involving post-nasal voicing and each of nasal
deletion and denasalization, which also resist treatment by redundant feature licensing.

Further evidence of the inadequacy of redundant feature licensing as an explanation for
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post-nasal voicing comes from its ability to generate pre-nasal voicing, an unattested process.

1.5.1 Post-nasal voicing

The basic premise of Ito, Mester, and Padgett’s analysis is that because {Voice] is redundant
in sonorants, it cannot be licensed by sonorants. With this restniction, a nasal specified for
[Voice] violates the constraint LICENSE[VOICE], as in the first candidate in the tableau in

(31):

31 oas oin as rdnt fatucesin

LICENSE[VOICE]

SONVOI

[VOICE]

b. NT

c. ND
|/
[VOICE] v

As can be seen in (3 1b), the alternative of leaving the nasal unspecified for [Voice] runs atoul
of the implicational constraint SONVOI, which demands that sonorants must be specified for
[Voice]. The final candidate manages to satisfy both LICENSE[VOICE] and SONVOI by having
a single [Voice] feature linked to both the nasal and the obstruent, the latter of which is able
to license it. This candidate is optimal when the Faithfulness constraint that is violated by
non-identity between the voicing specification on Input and Output obstruents, which I have

simply labelled FAITH for present purposes, is ranked beneath LICENSE[VOICE] and SONVOI
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1.5.2 Nasal substitution?
To understand why redundant feature licensing cannot deal with nasal substitution, consider

the table in (32):

(32) Nasal substi d redundant feais

? LICENSE[VOICE] |  SoNVol
a. N *

o o ———— "

[VOICE]

{ b.N

c. NT

[VOICE]

In a language with nasal substitution, either (32a) or (32b) must be optimal. However, the
violations incurred by each of those candidates are a superset of those of one of the faithful
ones, (32c) and (32d) respectively. Therefore, fusion couid not be the resuit of any ranking
of this set of constraints.

Intuitively, one might think that nasal substitution and post-nasal voicing are in some
way related, since both act to get rid of NC sequences. This intuition is borne out by the facts
of OshiKwanyama, a western Bantu language discussed by Steinbergs (1985), which

demonstrates a conspiracy between nasal substitution and post-nasal voicing. While there are
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no altemnations, root-internal postnasal voicing is evidenced by the complementary
distribution of [k] and {g] - [k] appears word-initially and intervocalically, while [g] occurs
after nasals. Furthermore, loanwords are modified by voicing the postnasal obstruent. The

following are borrowings from English:

(33) Postnasal voicing in OshiKwanyama loanwords

[sitamba] ‘stamp’
[pelendal ‘print’
[oinga] ‘ink’

- ..

Root-initially, nasal substitution, rather than postnasal voicing, occurs to resolve underlying
NC sequences (nasal/voiced obstruent clusters remain intact, though Steinbergs provides no

examples):

(34) Root-initial nasal substitution in OshiKwanyama

/e:N+pati/ [e:mati] ‘ribs’
/oN+pote/ [omote] ‘good-for-nothing’
/oN+tana/ [onana} ‘calf’

A straightforward analysis of OshiKwanyama is obtained under the assumptions of the
present study. As in Indonesian, root-internal nasal substitution can be ruled out by a Root-
specific ranking of LINEARITY above *NC, while root-initial substitution is permitted because
the general LINEARITY constraint is dominated by *NC. However, unlike Indonesian,
IDENTO-I[EXP] is also ranked beneath *NC, so that post-nasal voicing occurs root-internally.
Also crucial here is the ranking of IDENTO-I[EXP] >> LIN, since the reverse ranking would

result in post-nasal voicing everywhere, as can be verified in the following tableau by
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comparing the violations incurred by candidates (35b) and (35¢):
(35) Root-initial nasal substitution

{ Input:N #T, ROOT-LIN | *NC
| ; |

post-nasal voicing

ROOT-LIN |

Since redundant feature licensing cannot generate nasal substitution, it cannot express the
OshiKwanyama conspiracy. This must be counted as serious inadequacy, especially within

Optimality Theory, in which output constraints play such a central role.

1.5.3 Other NC conspiracies
The phonology of Greek dialects (Newton 1972)"? provides us with examples of conspiracies

between post-nasal voicing and each of nasal deletion and nasal deletion. This yields further

'* Thanks to Adamantios Gafos for bringing Newton (1972) to my attention.
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evidence for the treatment of NC effects as a unified phenomenon.
In Modern Greek, post-nasal voicing (37a&c) applies except when the post-nasal
obstruent is itself followed by a voiceless obstruent (a fricative). In this situation, nasal

deletion applies instead (37b&d):

(37) a. /pempto/ [pembo] ‘I send’
b. /e+tpemp+s+a/ [epepsa] -aorist
¢. /ton+topo/ [tondopo] ‘the place’
d. /ton#psefti/ [topsefti] "the liar’ (Cypriot)™

Here we have a transparent case of conflict: between post-nasal voicing, and a robust pattern
of regressive obstruent voicing assimilation. As a proper analysis of voice assimilation lies
beyond the reach of this chapter, I will simply posit a constraint VOICEASSIM that baldly
demands regressive voicing assimilation between obstruents. This constraint is violated not
only by MBS, but also by MBZ, which is in fact the Output for MPS in some dialects.

A ranking of VOICEASSIM and *NC above MAX and IDENTO-I[EXP] produces the
Greek conspiracy between post-nasal voicing and deletion. VOICEASSIM has nothing to say
about an Input that contains a single post-nasal obstruent, so ND is preferred as the Output

for an NT cluster, as depicted in (38).

* In all dialects. the nasal is deleted within the word (Sb), and in most dialects. including Cypriot. it is
deleted in an article preceding a noun. except in ‘slow. deliberate speech’ (5d).
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*NC

- -

*

MAx

The Greek Conspiracy: VOICEASSIM, *NC >> MaX >>IDENTO- I[Exp

| et Bttt 2

However, when the Input is MPS (TS clusters are independently illicit), deletion becomes

optimal, as seen in (39):

Input: MPS VOICEASSM | *NC

MAx

39) The Greek Conspiracy: VOICEASSIM, *NC >> MAX >>IDENTO-I

IDENTO-1 ’
[ExP]

To produce the deletion pattern for MPS, the only crucial ranking is for both VOICEASSIM

and *NC to dominate MAX. The ranking between VOICEASSIM and *NC is inconsequential,

as both are fully satisfied.

In contrast to the straightforward account that *NC affords, it appears that redundant
feature licensing cannot capture the conspiracy between post-nasal voicing and nasal

deletion. This is due to its inability to generate nasal deletion, as illustrated in the following

-43-




pq

tableau, which places MAX beneath LICENSE[VOICE] and SONVOL

(40 'asal dti' as redunant ature insi

| Input: MNT LICENSE[VOICE] | SoNVor MAX

[VCE] [VCE]

N _._____.+....___-_.,..._______-..______.._..

This ranking does in fact lead to a preference for nasal deletion over the violation of either
LICENSE[VOICE] or SONVOIL. However, the optimal outcome is for all nasals to be deleted
(40e), not just those adjacent to voiceless obstruents (40b or d). If, as this result suggests,
redundant feature licensing cannot generate NC nasal deletion, then it of course fails to
express the Greek conspiracy.

The Greek dialect spoken on Karpathos (Newton 1972) displays a conspiracy
between post-nasal voicing and denasalization. Post-nasal voicing applies except when the
obstruent is word-initial, in which case denasalization occurs instead, as in (41):

(41) /tintporta/ [tipporta] ‘the door’
/tin+korV/ [tikkori] ‘the girl’
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There are at least two possible interpretations of initial blocking. One is to invoke
Positional Faithfulness (Selkirk 1994; Beckman 1995; cf. Steriade 1993), so that a constraint
on [voice] identity in initial position blocks post-nasal voicing. The other would be to pursue
the following suggestion of Newton (1972:98), and provide an account in terms of paradigm
uniformity:

(42) ..itis tempting to suppose that what we have is rather a failure of the stop to

voice through analogical pressure of positions other than the postnasal one,

followed by some process of gemination.

In McCarthy and Prince’s (1995) Correspondence Theory, paradigm uniformity can be
formalized in terms of a Faithfuiness constraint that demands Identity in [voice] specification
between correspondent Output segments (Benua 1995, McCarthy 1995; see also Burzio
1994, 1995, Kenstowicz to appear, Steriade 1994).

As the choice is of no immediate consequence, [ will simply call the constraint that
blocks initial voicing SPECIALFAITH. Following the general schema for conspiracies that we
have seen in previous example, the ranking of SPECIALFAITH and *NC above IDENT{NAS]
and IDENTO-I[EXP] captures the Karpathian conspiracy. As (43) shows, this ranking

generates PNV medially.
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a. NT

43) SPECIALFAITH, *NC>> IDENT >2IDENTO - I[EXF

SPECIALFAITH | *NC | IDENT{NAS] IDENTO-I |
| | E [ExP] |

b TT

However, denasalization is favored at the word boundary:

44) SPECIALFAITH, *NC >> IDENT[NAS] >> IDENTO-I[EXP

Input: N=T SPECIALFAITH | *NC | IDENT[NAS] IDENTO-I
; [ExP]

Any attempt to deal with this conspiracy in terms of redundant feature licensing

would face the same problem as such an account of the post-nasal voicing/deletion

conspiracy. When IDENT[INAS] is ranked beneath LICENSE[VOICE] and SONVOL all nasals

are deleted, not just those that abut voiceless obstruents:
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(40) Denasalization’ as redundant featurelicensing
Input: NVNT LICENSE[VOICE] E SoNVoI
| a NVNT * ¥ |

[
[VCE] [VCE]

! bNVTT
I

(VCE]}

c. NVNT

d. NVT1

3.4 Pre-nasal voicing
At least as problematic as the inability of redundant feature licensing to generate nasal
substitution is its ability to generate pre-nasal voicing. The result of supplying an Input /TN/

cluster to exactly the same hierarchy that produces post-nasal voicing is illustrated in (46):
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(46) Pre-nasal voicing as redundant feature licensing

LICENSE[VOICE] SonVol

a. TN
} [VOICE]

b. TN

c. DN
\
voice] v |

With just the three constraints discussed thus far, all sonorants would be [Voice]-linked to
adjacent obstruents. Itd, Mester, and Padgett single out nasals as the only sonorant triggers
of [Voice] spread by introducing a set of constraints that have the effect of prohibiting
linkage between obstruents and segments that are more sonorous than nasals (the NOLINK
constraints). However, both this solution, and the alternative of changing SONVOI to NasVoi
(see Itd, Mester, and Padgett 1993, and the discussion in [t6, Mester, and Padgett 1995)
would equally limit pre-sonorant voicing to nasals. Though post-nasal voicing is extremely
widespread, there are no reported cases of regressive voicing triggered by nasals only. The
progressive nature of nasal-obstruent voicing is particularly striking since more general forms
of voicing assimilation tend to be regressive (Lombardi 1991; Mohanan 1993). This
directional asymmetry, which is a fundamental property of post-nasal voicing (hence the

name), completely escapes the redundant feature licensing analysis.*

! See however Kawasaki (1995). in which redundant feature licensing is supplemented by a principle
of government that produces the required asymmetry in nasal-obstruent voicing.
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1.5.5 Lyman's Law and redundant feature licensing

Redundant feature licensing was not designed solely as a means of voicing post-nasal
obstruents. Its other job is to ensure that in other environments, sonorants remain unspecified
for [Voice]. This is accomplished by the ranking LICENSE[VOICE] >> SONVOIL, as shown in

(47):

(47) Underspecification by redundant feature licensing

“

a. N

LICENSE[VOICE] SonVol

| (voicg]

Without the adjacent obstruent as host for the parasitic licensing of [voice], the nasal
without [voice] is optimal. The significance of this result within Yamato Japanese is that
Lyman's Law, a morpheme structure constraint which allows only a single voiced obstruent
in a root, can be stated as an OCP restriction against adjacent [voice] features, if sonorants
lack [voice]. Furthermore, the fact that a post-nasal voiced obstruent is a target for Lyman's
Law, which is probiematic under a ruie-based account, fails out naturaily from redundant
feature licensing.

The elegance of capturing post-nasal voicing and [voice] underspecification with the
same small set of constraints is deceptive, however, since as we have seen, redundant feature

licensing fails to properly characterize post-nasal voicing. Given the limited utility of
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underspecification elsewhere in Optimality Theory (see e.g. Smolensky 1993; cf Inkelas
1994), it is well worth seeking alternative explanations for the invisibility of sonorants to
Lyman’s Law. Here I suggest two promising avenues for further investigation.

If the obstruent specific voicing feature [Exp] is accepted, there is no need for
[Voice] underspecification, since Lyman's Law would then be a prohibition against multiple
occurrences of [Exp] (Steriade 1995). Post-nasal voicing results in an obstruent specified
for [Exp], so long as there is an implicational relationship between [Voice] and [Exp] on
obstruents (see 1.3.2 above). It6, Mester, and Padgett (1995: fn. 12) criticize this approach
because post-nasal voiced obstruents involve ‘little expansion of the pharynx, if any’.
However, as Steriade (1995) notes, the feature [Pharyngeal Expansion] cannot be identified
with a particular articulatory adjustment, as languages vary in how they compensate, when
producing voicing, for the increase in supralaryngeal pressure in obstruents (see also
Westbury 1979 for evidence of such variation within English). It is not surprising that the
adjustment in the post-nasal context is relatively minor, given the overlapping of the opening
of the velum into the obstruent portion of the cluster (see section 1). In fact, the very
presence of an open velum on the obstruent may be considered the phonetic correlate of
[Exp] in post-nasal voiced obstruents.

Even if we retain the traditional feature set, the work on segmental interaction that
informs the sonority driven NOLINK constraints proposed by It6, Mester, and Padgett (1995)
provides a means of dealing with Lyman's Law without resorting to sonorant
underspecification. Morpheme structure constraints that prohibit identical place specifications

are often sensitive to sonority, permitting sonorants homorganic to obstruents, but ruling out
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both homorganic sonorants and obstruents (see e.g. Selkirk 1988, 1993, Yip 1989,
Pierrehumbert 1993, Padgett 1995b). Similarly, long distance place assimilations often apply
between members of a particular sonority class only. Since the structural properties encoded
in a feature geometry offers little insight into these facts (cf. Yip 1989), Padgett (1995b)
suggests that the QCP is directly influenced by the sonority of segments, such that
‘interaction in place between two segments is more likely as they are more similar in
stricture/sonority’. While the formal details of this analysis remain to be worked out, nothing
would seem to rule out extending it to the fact that Lyman's Law only targets [Voice] on

obstruents, or that only obstruents interact in Russian voicing assimilation.”

1.6 Conclusions

[ have argued that nasal substitution is best analyzed as fusion of a nasal and voiceless
obstruent, driven by a phonotactic constraint against this sequence, *NC, which can also be
satisfied by nasal deletion, denasalization, and post-nasal voicing. The traditional analysis of
nasal substitution, and the recent analysis of post-nasal voicing in Ito, Mester, and Padgett
(1995), were shown to capture both too much, and too little, when cross-linguistic
possibilities are taken into consideration. In contrast, the factorial typology predicted by the
permutation of the ranking of *NC and the Faithfulness constraints is nearly completely
fulfilled.

The fact that languages exercise a range of options in dealing with *NC violations,

Jaye Padgett (p.c.) notes the following complication. Though voicing interactions are Eerlmps S0n0!
sensitive in making a distinction between obstruents an% sonorants. they do notgappear to divide the sonority sc';ltz
m the sla‘l(me way as place mteractions. Cases in which only fricatives imteract in voicing, for instance. seem rather
unlikely.
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along with the existence of conspiracies between these NC effects, provides strong support
for the Optimality Theoretic program of decoupling phonotactic constraints from Faithfuiness
constraints, and allowing them to be freely ranked with respect to one another. However, the
apparent lack of NC epenthesis raises an intriguing question for future research: Is it the case
that every phonotactic constraint is satisfied in all of the ways predicted by the permutation
of thg rankings between it and the Faithfulness constraints? Gaps in factorial typologies often
serve as indications that constraints must be reformulated, but persistent links between
marked configurations and the processes used to repair them would seem to force a more
fundamental shift in theoretical assumptions. Either that, or we could settle for a theory of
grammar that is in some respects only 'exegetically adequate’, as opposed to 'explanatorily
adequate’, that is, we could rest content with having 'made some progress in understanding
the facts as they are, though not in the sense of showing that they could not be otherwise’
(Anderson 1979: 18). Such resignation would be disappointing though, in light of the strides
that Optimality Theory has made toward predictive explanatory adequacy in many areas of
phonology.

There are also some broader conclusions to be drawn from these data. The
asymmetry of nasal-obstruent voicing discussed in §1.5.4 shows the futility of attempting to
construct a restrictive theory of segmental phonology on the basis of a restrictive set of
features freely combined with operational parameters (or constraint-based reformulations
thereof). If nasal [voice] can spread right, then why could it not spread left? At least this
apparent case of spreading must be attributed to a substantive constraint. Furthermore, the

NC conspiracies can be added to the evidence for a theory of phonology based on output
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constraints (starting with Kisseberth 1970: see §1 of Prince and Smolensky 1993). Since
substantive output constraints (along with Faithfulness constraints) are the building blocks
of Optimality Theoretic grammars, it should not be surpnsing that Optimality Theory handles

these facts in an elegant fashion.
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Preface to Chapter 2

The examination of NC effects in the preceding chapter served to provide arguments for two
aspects of a constraint-based theory of phonology. First, the fundamental point that output
constraints must be formally recognized; the evidence for this came from the conspiracies
between NC effects, which cannot be captured by a purely rule-based theory. The second
point is the importance of substantive, as opposed to purely formal, criteria in the
determination of what constitutes a marked configuration (see e.g. Chomsky and Halle 1968:
§9, Archangeli and Pulleyblank 1994). A great deal of evidence was found for the constraint
*NC, while evidence of its putative symmetrical counterpart *CN was entirely lacking.
Formally, these constraints are equivalent, but only *NC appears to have any substantive
phonetic motivation.

Both phonologists, and acquisitionists, have long recognized the importance of
substantive constraints, but have disagreed on how (and to some extent whether) they are to
be formally incorporated (see Prince and Smolensky 1993: chapter 1 in the context of
phonological theory, and Menn 1980 in acquisition). Optimality Theory is therefore far from
unique in its use of constraints to account for phonological patterns. What does separate
Optimality Theory from other constraint-based theories, though, is its claim that a constraint
can be at the same time active, and violated. In most theories, there is a usually implicit
assumption that when a linguistic principle is in force, it is unviolated. This tenet can be
referred to as inviolability, or full satisfaction. In Optimality Theory, full satisfaction is
replaced by minimal violation (Prince 1993). Under minimal violation, a constraint can be
violated if and only if it conflicts with a higher ranked constraint. Crucially, the lower ranked

constraint remains active, even though it is violated in situations where its satisfaction would
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entail the violation of a higher ranked constaint.

In the study of NC effects in the previous chapter, it can be seen that minimal violation
played a crucial role in the account of conspiracies. In these cases, the structural constraint
*NC is fully satisfied, but the means by which violation is avoided depends on the context.
For example, in Greek, postnasal voicing is the usual way to resolve underlying NC sequences
(see §1.5.3). This indicates not only that *NC ranks above the Faithfulness constraint
demanding obstruent [voice] identity (IDENT-EXP), so as to allow the obstruent to become
voiced, but also that other Faithfulness constraints, like MAX, dominate IDENT-EXP, so as to
rule out deletion. However, in situations in which post-nasal voicing is blocked by higher
ranked constraints, the nasal is deleted. In this example, MAX is violated when it is necessary
to satisfy *NC, but is nonetheless active in blocking deletion when postnasal voicing is
possible. MAX is thus neither fully satisfied nor freely violable, but mimmally violable.

Because Faithfulness constraints are particular to Optimality Theory, and because
postnasal voicing normally gets a purely rule-based treatment in earlier analyses, it is
impossible to contrast this analysis which invokes minimally violable constraints to one based
on full satisfaction. Therefore, we tum next to a domain that provides numerous examples of
minimally violated structural constraints, and is typically analyzed using a combination of fully
satisfied constraints and rules.

The following chapter demonstrates that minimal violation allows for a more
satisfactory account of English stress than was possible given the assumption of full
satisfaction that underlies earlier analyses. Generally speaking, minimal violation permits an

explanatory treatment of instances of nonuniform constraint application, where a constraint
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is satisfied in one environment, but not another (see Prince 1993, McCarthy 1996). Quantity
Sensitivity, 'cyclic’ stress preservation, and lexically based exceptionality all apply
nonuniformly in English. These phenomena have resisted explanation in theories in which
constraints are simply either on, or off, but can be dealt with elegantly in a theory in which
constraint conflict is resolved through constraint ranking.

In the rest of the preface, I provide a short history of how the interaction between
syllable quantity and stress has been treated in the previous literature on English, which serves
as a background to the discussion in the text. English stress provides an excellent arena for
theory comparison, since it has been the subject of intense empirical and theoretical scrutiny
ever since the publication of Chomsky and Halle's 1968 The Sound Pattern of English (SPE).
One of the many observations made in SPE, which have guided subsequent work, is that
syllable weight plays a determining role in main stress placement. For example, nouns are
stressed on the penultimate syllable if contains a long vowel (e.g. aroma), or a coda
consonant (e.g. agénda). When the penuit is light, consisting of only a short-voweled syllable
(e.g. Canada), stress is antepenuitimate.

The phonological framework presented in SPE does not actually make use of the
notion "syllable weight" (or even the syllable). The fact that syllables with long (tense) vowels
and those with coda consonants pattern together is simply stipulated in the formulation of the
rules of stress placement (Chomsky and Halle 1968: §3).

That (C)V syllables act differently from (C)VV and (C)VC is by no means an
idiosyncracy of the English stress system. Cross-linguistic surveys (e.g. Ohsiek 1978, Hayes

1995) show that heavy syllables attract stress in a large number of the world's languages,
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including many completely unrelated to English. In contrast, no language prefers to stress
light syllables. There is no reason that an SPE-style rule could not be written that stresses a
syllable only if it is light, so this asymmetry is not captured by the theory. More generally,
SPE provides no characterization of what is a possible, and an impossible stress system,
beyond the quite loose limits of what can be expressed by the rule formalism (see the
discussion in Kaye 1989).

Starting with Liberman and Prince 1977, and Hayes 1981, 1982, recent theories of
metrical phonology have aimed to more precisely restrict the set of possible stress systems
(see Kenstowicz 1995 and Kager 1996 for useful theoretical overviews, Dresher and Kaye
1990 on learnability, Fikkert 1994 on L1 acquisition, and Archibald 1993 and Pater to appear
on L2). In the principles-and-parameters framework (see e.g. Chomsky 1986), in which this
work is usually cast, universal grammar contains fixed principles that hold true of all
languages, and multi-valued (usually binary) parameters whose settings vary between
languages. Under this view, the extent to which languages can vary is restricted by the
available settings of the parameters. This restrictiveness has accompanying benefits in
learnability, for the learner is no longer faced with the relatively complex task of inductively
composing rules, but instead must only deductively choose from a limited set of parametric
values.

In this framework, the propensity for heavy syllables to be stressed is usually captured
by positing a parameter of Quantity Sensitivity, which for present purposes can be stated as

in (1):
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(1) Quantity Sensitivity {on/off}

Heavy syllables must be stressed

Languages that require heavy syllables to be stressed have an {on} setting for Quantity
Sensitivity, while those that do not have it set to {off}. As there is no principle or parameter
that forces light syllables to be stressed, the theory correctly rules out the existence of a
language with a preference for light syllable stress.

Along with the change from a rule-based to a principle and parameters view of the
grammar, metrical theory in the 1980's introduced a concomitant shift in the nature of
representations. In SPE, representations are simply sequences of segments, composed of more
basic features, along with word and morpheme boundaries. No phonological structure above
the level of the segment was posited. In current theory, phonological representations are
generally held to encode not only syllable structure, but also higher level prosodic structure.
The principles and parameters determine how this prosodic structure is created, which in turn
determines where stress falls.

Just as segments are grouped into syllables, syllables are grouped into feet, and feet

themselves into a Prosodic Word.' This yields the prosodic hierarchy in (2):

! The literature contains a variety of proposals about the nature of metrical representations. Since the
publication of Halle and Vergnaud (1987). it has generally been accepted that representations must encode both
constitency and headship (which for present purposes is equivalent to prominence: cf. Hayes 1995). Exactly how
this is doune appears to be of no consequence to the matters at hand in this dissertation. so I retain the traditional
vocabulary of prosodic theory (cf. e.g. Halle and Idsardi 1996).
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(2) Prosodic Hierarchy (Selkirk 1980)

Prwd Prosodic Word
|
Ft Foot
|
o Syllable

Within each constituent (PrWd, Ft, a), one of the elements is picked out as the head. The
head of a foot is the syllable that receives stress. The head of the Prosodic Word is the foot
that bears primary stress.

In the account of Hayes 1981, 1982, adopted in Dresher and Kaye 1990, and most
principles-and-parameters based acquisition work, Quantity Sensitivity interacts with several
other parameters to create the pattern of stress placement observed in English.” These
parameters form maximally bisyllabic left-headed feet, starting from the right edge of the
word, but skipping the final extrametrical syllable in nouns. When the penultimate syliable is
light, a maximal bisyllabic foot is formed that incorporates both the penultimate and
antepenultimate syllables, which places stress on the antepenultimate syllable. In the bracketed
grid representation used here, parentheses indicate foot boundaries, angled brackets

extrametricality, and x's prominence and headship.

? In research subsequent to Hayes 1981, the existence of a parameter of Quantity Sensitivity has been
questioned (see esp. Hayes 1987, 1995). It was discovered that languages with iterative. left-headed quanuty
sensitive feet are exceedingly rare. if not unattested. In the revised theory. the weight sensitivity of English main
stress placement would be explained by positing a moraic trochee, which can take the form H. or LL (but not XH}).
This revision has no effect on the present arguments, however, since just as the Hayes 1981 parametric framework
has difficulty with the partially quantity sensitive nature of secondary stress placement, so does that of Hayves 1987.
1995: it would have to explain why a moraic trochee is used for main stress placement, but something like a
syllabic trochee is used for secondary stress, and also why this syliabic trochee displays partial quantity sensitivity.
I retain the traditional Quantity Sensitivity parameter for ease of comparison with other work in learnability and
acquisition. and also with Optimality Theoretic work incorporating 8 WEIGHT-TO-STRESS constraint.
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4) 3
{x x)<x>
Cana da
If a word with a heavy penuit were parsed in the same way as Canada, the heavy syllable

would not be in head position, and would be stressless, in violation of Quantity Sensitivity.

Instead, the nghtmost foot incorporates only the penultimate syllable:

&) X X
x(x)<x> x{x)<x>
agenda aro ma

The rightmost foot becomes the head of the Prosodic Word, and hence the main stressed foot,
due to a {right} setting for word level headedness. In a word with more than one foot, such
as Apalachicola, this parameter setting makes the rightmost foot the most prominent:
(6)
X

(x x x)

(x x){x x}(x)<x>

apa lachicola
While this basic principles and parameters approach to English stress is adequate for primary
stress placement, when we turn to secondary stress assignment, we must confront the
problems raised by nonuniformity. If secondary stress placement were governed by the {on}
setting of the Quantity Sensitivity parameter, then one would expect to find stress on all heavy

syllables. That this is not the case has led to significant complications in prior analyses of

English stress; the resolution of this problem is one of the main goals of the following chapter.
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Chapter 2
On the nonuniformity of weight-to-stress and
stress preservation effects in English
2.0 Introduction
Since Chomsky and Halle 1968, it has been agreed that syllable weight plays a determining
role in main stress placement in English. Nouns, for example, are stressed on the penultimate

syllable if it is heavy, where either a long vowel (1a), or a coda consonant (1b) makes a

syllable heavy. When the penult is light (1c), stress is antepenultimate.

(1) a aroma balalaika hiatus horizon aréna Minnesota angina
b. agénda uténsil appéndix placénta synopsis amalgam

c. Canada América cinema arsenal analysis javelin vénison

The relationship of syllable weight to secondary stress is less straightforward, and so has been
the subject of more dispute. As Halle and Kenstowicz (1991) emphasize, it is to some extent
arbitrary whether heavy syllables bear secondary stress or not.' Corresponding to the stressed

heavy syllables in (2a) are the unstressed heavies in (2b).

) a. incarnation  osténtation  chimpanzée Halicarnassus rodomontade

b. Pénnsylvania répercussion sérendipity  Kilimanjaro  Nebughadnézzar

!| take the standard view that a syllable with a reduced vowel or a syllabic sonorant consonant
is unstressed. and one with a full vowel is stressed, modulo the effects of word-finality (see Burzio 1994
for another stance). [ will not discuss finer distinctions between levels of stress than secondary, primary,
and the complete lack of stress because neither syllable weight, nor stem stress, seem to determine
whether a syllable has tertiarv or secondary stress (on the non-determination of the secondary/tertiary
distinction by stem stress, see Halle and Vergnaud 1987 and Kager 1989; cf. Kiparsky 1979).
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Although the existence of these near minimal pairs does indicate that the lexicon has a role
to play in the stressing of heavy syllables, the weight-to-secondary stress relationship is not
entirely arbitrary. A clear demonstration of this comes from the fact that syllable weight does
unequivocally determine secondary stress placement in some environments (more subtle
arguments against simply arbitrary weight-to-stress for even the words in (2) are presented
in §2.1 and §2.3). For example, the "initial dactyl" effect (3a; see Prince 1983:49), in which
a temary string of light syllables receives initial stress, is blocked when the second syilable is

heavy, as in (3b) (Chomsky and Halle 1968: 114 and many subsequent others).

3) a. Tatamagouchi abracadabra Kalamazéo Winnepesaukee Wapakonéta

b. Monongahéla Valénciénnes geroptophilia Beluchistan

Stress preservation yields a strikingly similar pattern of sometimes arbitrary, and sometimes
unequivocal determination of secondary stress placement. Whether or not stem stress is
preserved on medial pretonic heavy syllables is basically arbitrary, as a comparison of the

words in (4a) with those in (4b) bears out.

4) a. advantageous augmeéntation authénpticity condémnation condénsation

b. information lamentation congervation fragmentation transportation

However, stress preservation, like weight-to-stress, consistently overrides the preference for

initial dactyls (Hammond 1989, Burzio 1994):
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5 accreditation imagination originality medicinality divisibilty phengmendélogy

This brief sketch of English secondary stress is sufficient to show that principles of weight-to-
stress, and stress preservation are not uniformly active or inactive, on or off. Nor is their
application determined purely lexically (cf. Halle and Kenstowicz 1991); such an account
would predict arbitrary variation in the application of these principles to the words in (3b) and
(5), where none in fact exists.

To the extent that it has been dealt with, this nonuniformity (Prince 1993) of weight-
to-stress and stress preservation effects has created tremendous complications in prior
analyses of English stress.” For example, in the standard treatment of weight-to-stress
nonuniformity, instituted by Liberman and Prince 1977 and Hayes 1982 (see also Halle 1973),
primary stress is first assigned in a quantity-sensitive fashion, then secondary stress
assignment proceeds without regard to quantity, followed by a set of very specific quantity-
sensitive destressing rules (cf. Kager 1989).

Nonuniformity is problematic because of the usually implicit tenet of full satisfaction,
or inviolability, which claims that when a linguistic principle is in force, it is never violated.

A theory based on this tenet often has little to say about a principle that is only satisfied in

? Burzio (1994) avoids the complications of these patterns of nonuniformity by denving that
the syllables in (2a) and (4a) are in fact stressed, in conformance with his basic theoretical premise that
a foot made up of a single heavy syllable is universally ill-formed (a premise which should rightly be
attributed to Kager 1989: 129). This premise is at odds with most other work in metrical theory, and
requires a number of equally idiosyncratic assumptions to maintain (e.g. that words like bandana have
a null initial vowel, that vowel reduction is far more context-sensitive than usually assumed). This is
not necesarily a criticism of Burzio's extremely thorough account of English stress: it is intemally
consistent, and contains a number of important descriptive and theoretical advances that have been made
use of here. These idiosyncracies do, however, seriously impede any attempt to systematically compare
Burzio's analysis with other analyses of English, as well as situate it in the wider cross-linguistic
typology of stress systems (see e.g. Hayes 1981, Halle and Vergnaud 1987, Idsardi 1992, Hayes 1995).
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certain contexts. Under full satisfaction, nonuniformity in the data tends to lead to the
following theoretical consequences:

1. the proliferation of otherwise unmotivated derivational stages or levels between

which the principle (rule/constraint/condition) is turned on and off

ii. a lack of generality in constraint or rule formulation: nonuniformity is simply

stipulated

ili. descriptive gaps: nonuniformity is simply ignored
As will be detailed below, the particular cases of nonuniformity examined in this paper have
in fact inspired instances of each of these less than elegant analytic moves.

As brought out most forcefully by Prince (1993), and McCarthy (1995),
nonuniformity is an expected consequence of Optimality Theoretic constraint ranking and
violability, instead of an unwelcome burden. The basic distinguishing characteristic of
Optimality Theory (Prince and Smolensky 1993) is that it abandons full satisfaction in favor
of minimal violation: a constraint is violated only to the extent necessary to satisfy a higher
ranking one. In a theory based on minimal violation, nonuniformity receives an absolutely
direct treatment. A constraint is violated in a particular environment because its satisfaction
would conflict with the satisfaction of a higher ranked constraint. If in another conte.\;t the
higher ranked constraint makes no conflicting demands, the lower ranked one is obeyed

The ease with which Optimality Theory handles cases of nonuniformity suggests that
applying it to the domain of English stress may lead to a more principled treatment of the

massively nonuniform effects of syllable weight and stress preservation on secondary stress.
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In what follows, I show that constraint ranking does in fact permit explanatory gains on a

number of fronts.

2.1Weight-to-secondary stress

2.1.] The 'Arab’ rule

[ will start with a particularly complex case of nonuniformity which has to this point defied

principled analysis, and which can in fact be reduced to the ranking of a handful of basic

metrical constraints. Kager 1989 cites data such as the following to show that an obstruent-

final syllable (0,) is unstressed if it is preceded by a light syllable (2a), but stressed if preceded

by a heavy syllable (2b):

2) alLog,- alexinder anaptyxis arithmétic (adj.) collectania Epictétus
Erechtétum  résignation surreptitious Mazatlan molybdénum

b.HG, - déléctation caoutchouc incognito (alt.) ticktacktoe Timbucktoo

Post-tonically, this behavior of 6,'s produces what has been called the 'Arab’ rule, due to the
covariance of final syllable stress with the length of the tnitial vowel in two idiolectical
pronunciations of Arab (i.e. {£]rab vs. [ey]rab; see Fidelholtz 1967; Ross 1972).

Also relevant here are the following near minimal pairs:

3) a. annexation adaptation affectation
b. indeéxation relaxation éxpéctation
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Though the stems of the vertically aligned words display nearly identical stress patterns. the
derived words with initial light syllables (3a) can have stressless medial heavy syllables, while
those with heavy initials (3b) must have stress on both of the first two syllables

Words in which the first two svllables are parsed as a single leftheaded foot, which
I will notate as '(Lg,)’, are in violation of Quantity Sensitivity when the second syllable is
heavy, since the heavy syllable is unstressed. The Optimality Theoretic equivalent of Quantity
Sensitivity is the WEIGHT-TO-STRESS constraint, which Prince and Smolensky (1993:53) state
as in (4).
(4) WEIGHT-TO-STRESS

Heavy syllables are prominent in foot structure and on the grid
This constraint requires that a heavy syllable be the head of a foot, and dominated by an
accentual grid mark indicating stress. In most cases, prominence and headship are
coextensive, and for present purposes can be regarded as equivalent (cf. Kager 1989, Prince
and Smolensky 1993, and Hayes 1995 on prominence without constituency within
frameworks that grant a role to constituency).

In Optimality Theory, varation between languages is captured not by
parameterization, but by constraint ranking. The constraints themselves are held to be fixed
and universal, but languages vary in how they are ranked. Since under minimal violation,

constraint violation must be compelled by some higher ranking constraint(s), English must

3 Kenyon and Knott 1953 gives annexation, adaptation, and affectation with either a full or
a reduced vowel in the second syllable. See section 2.3 for discussion of variation in this domain.
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have at least one other constraint ranked above WEIGHT-TO-STRESS, which the (La,) parsing
manages to satisfy, and which would be violated if WEIGHT-TO-STRESS were respected.
One such constraint is PARSE-0, which demands exhaustivity of constituent
construction (see McCarthy 1993, Prince 1993, Mester 1994, Cabré and Kenstowicz 1995,
and especially Prince and Smolensky 1993 on Latin for closely related PARSE-0 effects in
other languages). In contrast with Halle and Vergnaud (1987), Halle and Kenstowicz (1991),
and earlier work, Exhaustivity of constituent construction is in one way or another regarded
as violable in most recent work in metrical phonology (see Kager 1989, Idsardi 1992, Halle
and Idsardi 1995, Hayes 1995, and especially Burzio 1994, where it plays an active role in
determining the well-formedness of metrifications). As a minimally violable constraint,

PARSE-0 can be stated as in (5).

(5) PARSE SYLLABLE (PARSE-G):

Syllables must belong to feet

Syllables not parsed by feet are parsed by the Prosodic Word (see It and Mester 1992,
McCarthy and Prince 1993a).

If PARSE-0 is ranked above WEIGHT-TO-STRESS, the fully parsed (Lg,) is preferred to
L(0,), in which the heavy syllable is the head of the foot and bears stress. The tableau in (6)
illustrates this result for the pretonic string Alex- of Alexander (as primary stress placement
is discussed in §2.2, until then violations will be assessed only for the underlined pretonic

string of syllabies).
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j a. (Alex)(an)der v
1 b. A(lex)(an)der

Constraints separated by a solid line in the tableau are ranked with respect to one another, and
those separated by a dashed line are unranked. In this case, the solid line between PARSE-0
and WEIGHT-TO-STRESS shows that the former dominates the latter. Constraint violations are
indicated by an asterisk, and an exclamation mark shows the violation that rules out a
particular candidate. Here, (6a) violates WEIGHT-TO-STRESS, and (6b) violates PARSE-G.
Because of the ranking between these constraints, the violation of PARSE-o rules out
*A(léx)(dan)der. The optimal candidate, (dlex)(anjder, which is the grammatical form,
receives a check mark in the tableau.

The analysis is not complete, because there are other candidates and other constraints
to consider. As things stand, nothing discriminates against the parsing (L)}(0,), where the two
syllables form separate feet, fulfilling the requirements of both constraints. What rules this out

is FOOT BINARITY (P&S 1993: 47, see also McCarthy and Prince 1986 and 1993a):

(7) FOOT BINARITY (FTBIN):

Feet are binary at some level of analysis (., ).
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The mora (1) is the unit of syllabic weight: a light syllable is monomoraic, and a heavy syllable
bimoraic. The requirement that a foot must be binary disallows the (L) foot needed for the
(L)(o,) parsing, since it is neither bimoraic nor bisyllabic.

All of FTBIN, PARSE-0, and WEIGHT-TO-STRESS could be satisfied by parsing (Lg,)
as a single right-headed foot (e.g. Alexdnder). However, this would violate a constraint
demanding left-headed feet. which could be formulated as either aligning the head syllable of
a foot with its left edge (McCarthy and Prince 1993b) or as Rhythmic Type = Trochaic
(Prince and Smolensky 1993, McCarthy and Prince 1993a). As the exact formulation is of no
consequence here, [ will simply call the constraint "TROCH'.

With FTBIN, PARSE-0, and TROCH ranked above WEIGHT-TO-STRESS, left-headed

(Lag,) is chosen as optimal (8a), instead of L(a,) (8b), (LX0,) (8c), or right-headed (La,) (8d).

WEIGHT f
-TO-STRESS ‘

Since the heavy syllable in the optimal form is unstressed, this candidate violates WEIGHT-[0)-

STRESS. As shown by the other candidates, the satisfaction of WEIGHT-TO-STRESS requires

the violation of one of the higher ranking constraints — FTBIN, PARSE-a, or TROC!.
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When the initial syllable is heavy, the conflict between WEIGHT-TO-STRESS and FTBIN
disappears. Because of this, stress on the pretonic syllable is correctly generated, as tableau

(9) shows.

 b. Tim(buck)(t60)
| c (Timbuck)(t60)

The difference here is that the initial syllable contains a coda consonant, so that it can be
parsed alone as a bimoraic foot, without causing a violation of FTBIN. This eliminates the
conflict between FTBIN and WEIGHT-TO-STRESS satisfaction, allowing the lower ranked
WEIGHT-TO-STRESS to choose the candidate with heavy syllable stress. Thus, this complex
case of nonuniformity, in which the weight of the preceding syllable determines whether a g,
gets stressed or not, is reduced to the ranking of three extremely well-motivated constraints
above WEIGHT-TO-STRESS.

The difficulty this case poses for a theory based on full satisfaction is attested to by
the fact that in pre-Optimality Theoretic analyses, this generalization has either been left
unaccounted for (see Prince 1985: 486 for an explicit discussion of the inability of then
current theories to cope with it), or simply stipulated (amongst metrical theorists, see Hayes

1982: 256 and Kager 1989).
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2.1.2 Sonorant-final syliables

As the obstruent-specific formulation of the Arab rule implies, sonorant-final syllables (o)

behave differently. The stressing of a o, does not depend on the weight of the preceding

syllable. This is demonstrated by the data in ( 10), in which pretonic 6,'s preceded by both light

and heavy syllables are uniformly unstressed.

(10) a. Lo, affirmation lamentation dissertation repercussion sérendipity simultaneous
tarantélla

b. Ho, compensation  information  usurpation Pénnsylvania Mozambique

gorgonzola  gopsultation
With just the constraints introduced above, the string Ho, would be treated like Ho,,, and
parsed as (H)(0,). However, the productivity of pretonic (HG,) is demonstrated not only by
the vast numerical superiority of (Ho,) over (H)(o,) (Kager 1989: 123), but also by the
existence of derived words in which a syllable that is stressed in the stem becomes stressless,
so as to conform to the (HO,) pattern (e.g. information and consultation from inform and
consult — see further §2.3).

To rule out (H)(0,), there must be an active constraint that disfavours stress on the
pretonic syllable. Such a constraint can be derived from the "Stress Well" environment of
Halle and Vergnaud 1987: 238, which is used to target stressed syllables adjacent to the main
stress for destressing and shortening (see also Liberman and Prince 1977: 285 and intervening

work on English stress for similar notions). I assume the formulation in (11).
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(11) STRESSWELL

No stressed syllable may be adjacent to the head syllable of the Prosodic Word

This constraint may be regarded as a slightly more specific instantiation of the general
prohibition against adjacent stresses, or stress clash (Prince 1983, Hammond 1984). The
evidence from within English for this specific formulation is that adjacent stresses per se are
well tolerated. Words like Ticonderoga show no tendency toward becoming clash-less;
examples parallel to *Ticonderoga are in fact completely unattested (see §2.3.3). Further
exemplification of the strong dispreference for pretonic stress, and the lack of a parallel
intolerance of mere adjacency, is provided in §2.3.2.

It is not easy to marshall cross-linguistic evidence for this constraint, as its effects are
often indistinguishable from simple *CLASH. However, Hayes (1995: 157) notes that Maithili
has specifically pretonic shortening, which could be reduced to the combined effects of
STRESSWELL and WEIGHT-TO-STRESS, as pretonic shortening would result in the satisfaction
of both of these constraints.

Before proceeding to rank STRESSWELL so as to produce (HG,), it must be ensured
that its introduction does not alter the results obtained for obstruent-final syllables. The fact
that a o, is usually stressed when adjacent to a primary stress, in defiance of STRESSWELL,

can be attributed to the ranking of WEIGHT-TO-STRESS above STRESSWELL:
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(12) WEIGHT-TO-STRESS » STRESSWELL

Input: - | WEIGHT STRESSWELL |

| 2. (Timbuck)(t60)

- (Tim)(buck)(té0) v/

This tableau shows that the heavy syllable stresslessness required to satisfy STRESSWELL leads
to a violation of the higher ranked WEIGHT-TO-STRESS, and is thus ruled out.

The ease with which a o, is unstressed relative to a o, may at first seem unexpected,
given the cross-linguistic generalization that if a subset of consonants contributes a mora to
the syllable, it is composed of the sonorants, rather than the obstruents (Prince 1985; see
Prince 1983: 57, Zec 1988 on the typological facts). However, the shedding of a mora is not
the only means by which the demands of WEIGHT-TO-STRESS can be escaped. The key here
is the longstanding observation that in English, post-vocalic sonorants are incorporated into
the nucleus when unstressed (see recently Liberman and Prince 1977: 299, Travis 1983,

Piggott and Singh 1985, Kager 1989: 166). As such, a 0, is monomoraic (13a),* rather than

bimoraic (13b):

(13) a. ¢ b. o
I I\
5 HH
I\ [
(V) v C

* The fact that the V is enclosed within parentheses means that | am taking no position on whether the
schwa here is present phonologically, or is inserted phonetically.
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Being a light syllable, a stressless o, then incurs no WEIGHT-TO-STRESS violation, and

STRESSWELL is free to choose pre-tonic stresslessness.

{ Input: WEIGHT STRESSWELL |
| Pennsylvania _-TO-STRESS [ ]

! 2. (Penns(va)nia v/
b, (Pennsyl)(vania

Following Liberman and Prince (1977), a sonorant nucleus is indicated by the omission of the
vowel in the spelling.

From this perspective, the greater attraction of stress to o,'s than to a,'s can be
derived from the cross-linguistic generalization that sonorants make better nuclei than do
obstruents (Prince and Smolensky §8). To express this generalization, I will invoke a pair of
constraints, and a universally fixed ranking between them (cf. Prince and Smolensky §8) If
*SONNUC is violated by a nuclear sonorant consonant, and *OBSNUC by a nuclear obstruent,
then the fixed ranking *OBSNUC » *SONNUC creates a universal dispreference for obstruent
nuclei relative to sonorants. So long as *OBSNUC dominates WEIGHT-TO-STRESS and
STRESSWELL, obstruents will resist integration into the nucleus, even at the cost of violating
the latter two constraints. With *SONNUC ranked beneath these constraints, they will continue
to compel sonorant nuclei. The tableau in (15) shows how this ranking stops obstruents from

behaving like sonorants in the face of a STRESSWELL violation.
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finpu. | *OBsNuC |  WEIGHT STRESSWELL |
| Zimbucktoo ______ } | -TO-STRESS |

a. (Timbck)(té0) * |

The ranking *OBSNUC » STRESSWELL rules out a nuclear obstruent, as in (15a), in favor of
pretonic stress, as in (15c). The final candidate would remain optimal if *OBSNUC and
WEIGHT-TO-STRESS were unranked, since all that is necessary to rule out the second candidate
is the ranking of WEIGHT-TO-STRESS » STRESSWELL. The necessary dominance of *OBSNUC

is displayed only in a situation in which WEIGHT-TO-STRESS is violated by the optimal

candidate:

[Input: | *OBsNuc |  WEeiGHT |
| Alexander -TO-STRESS  §
| a. (Alx)(an)der

b GAlex)(ander

Sonorant nuclei, on the other hand, continue to be preferred over pretonic stress, since

STRESSWELL dominates *SONNUC:
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(17) STRESSWELL » *SONNuC
 [nput: STRESSWELL *SoNNuc |
| Pennsylvantia | | ]
2. (Pennsi)(vaynia v/ |
| b. (Penn)(syl)(va)nia

Before turning to further data and analysis, it is worth noting the contribution of the
theoretical assumption of Parallelism (see Prince and Smolensky 1993, McCarthy 1993,
Cohn and McCarthy 1994, McCarthy and Prince 1995) to this treatment of the ¢/ag,
asymmetry. It appears to be crucial that syllabification and stress assignment be evaluated in
parallel, rather than established and evaluated in sequence (see P&S 1993: §3.2 for arguments
to this effect for Tongan). Whether the second syllable in a Ho- pretonic sequence is
unstressed depends upon whether the syllable-final consonant can be parsed as a nucleus.
Whether a sonorant is parsed as a nucleus in turn depends upon whether it is unstressed. This
sort of interdependence between the well-formedness of stress and syllable structure is
extremely difficult to express in a theory in which syllabification derivationally precedes stress

placement.

2.1.3 Odd-parity strings

Combining the rankings motivated thus far, the complete hierarchy stands as follows:

(18) FTBIN, PARSE-a, TROCH, *OBSNUC » WEIGHT-TO-STRESS » STRESSWELL » *SONNUC
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An interesting and encouraging property of this hierarchy is that it needs very little
embellishment to generate the correct results for odd-parity pretonic strings of syllables. In
accounting for the stressing of bisyllabic strings, we have established that PARSE-o dominates
WEIGHT-TO-STRESS (V/(Alex)(an)der, *A(léx)(an)der) and that WEIGHT-TO-STRESS
dominates STRESSWELL (V/(Tim)(buck)(too), *(Ilimbucki(too)). This means that by
transitivity, PARSE-g dominates STRESSWELL, which leads to the prediction that a single
pretc"mic syllable should be parsed, even at the expense of a STRESSWELL violation.

This prediction is borne out in the difference between a single pretonic o,, and one that
is preceded by another syllable. As we saw in the last sub-section, when a o, follows another
syllable, light or heavy, it is parsed as the weak member of a bisyllabic foot, in obedience to
STRESSWELL. However, when there is but a single syllable, PARSE-o forces it to be parsed
alone, and stressed, in contravention of STRESSWELL. [llustrative data appear in (19), and an

illustrative tableau, in (20).

(19) bandana Nantucket pontoon cantéen ceénturion cantankerous
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(20) Tableau for o.- L

| Input: PARSE-0 | WEIGHT- | STREss | *Son §
| bandana TO-STRESS | WELL Nuc |

a. (ban)(dana)v”

| b. bn(dina)

Notice that the availability of a nuclear sonorant (20b) as an alternative to a WEIGHT-TO-
STRESS violation (20c) has no effect on the outcome, because in this instance, PARSE-a, rather

than WEIGHT-TO-STRESS, is the constraint motivating heavy syllable stress.

When a o, is the last member of a trisyllabic pretonic string, it also usually receives

stress, as the examples in (21) illustrate.

(21) a ago, Halicarnassus rodomontade pithecanthropus
b. aao, argumeéntation instrumeéntation sacramentation sédimeéntation
élephantiasis

The words in (21b) are based on roots without stress on the final syllable, which precludes
an analysis in which the stress is stored underlyingly, and points to the productivity of this
pattern of secondary stress assignment (Kager 1989: 123). The productivity of pretonic stress

in this environment also follows from the dominance of PARSE-0:
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| 2 (Hali)car)(nassus)y”

| Input: STRESS *SON
Halicamassus o TO-STRESS | WELL Nuc §

| b. (Hali)car(nassus)
c. (Hali)cr(nassus)

| d. Ha(licr}(nassus)

Here too, leaving a syllable unparsed is fatal, due to the dominance of PARSE-0 over the other
constraints (22b-d). A fifth candidate, not shown in this tableau, in which all of the pretonic
syllables are grouped into a single foot, would violate FTBIN, since such a foot is neither
moraically nor syllabically binary (more on this below).

[n this environment, a 6, behaves in the same way as a o,:
(23) bactéria Qctober éxtrinsic cognition dpothégmatic animadvérsion

This is as expected, since there is nothing in this analysis that differentiates o, and g, in
relation to PARSE-0. And as we will see in the next subsection, pretonic long vowels arg also

stressed in this environment, and stressless when preceded by a single syllable.

2.1.4 Pretonic long vowels
We have yet to examine the stressing of pretonic open syllables. Syllables with underlying

long vowels for the most part pattern with ,'s. Halle and Vergnaud (1987: 240) observe that
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long vowels usually retain their length and are stressed in initial position (24a), but surface

as stressless and reduced medially, after both heavy and light syllables (24b).

(24) a privation vgcation citation gjéction gradation
b. deprivation invocation éxcitation révelation dégradation

There are, however, no reported monomorphemic words that have a pretonic long vowel in
the same position as the stressed o, in Halicarnassus. Given the small number of underived
words with trisyllabic pretonic strings, it is difficult to know if this is an accidental gap. In
derived words, at least, we do find such pretonic long vowels (see further §2.3, and Appendix

B):*

(25) retrogradation civilization standardjzation parasitology

To account for the patterning of long vowels with o's, the constraint requiring the
preservation of input vowel length in the output form can simply be placed in the same
position in the hierarchy as *SONNUC: at the bottom. Constraints requiring a match between
input and output are referred to as faithfulness constraints. Following McCarthy (1995) and
Urbanczyk (1995), a formulation of this constraint in terms of McCarthy and Prince's (1995)

Correspondence Theory of faithfulness is provided in (26).

3 As will be discussed in §2.3, these words do have variant pronunciations in which the pretonic
vowels are reduced. In this respect too, long vowels parallel 0,'s (e.g. the underlined syllable in
representdtion can be either stressed or not).

-80-



{ (26) WEIGHT-IDENT

If « 1s bimoraic, then f{¢) must be bimoraic,

where f is the correspondence relation between input and output
This constraint states that if an input vowel is bimoraic, then the corresponding vowel in the
output must also be bimoraic. In the following tableaux, vowel length is indicated by
subscripted moras. When the long-vowelled syllable is preceded by another syllable, they are
parsed together, so as to satisfy STRESSWELL (27a). The satisfaction of WEIGHT-TO-STRESS
by the optimal candidate is even more obvious than in parallel o, cases (e.g. Pénnsylvania),

since the vowel surfaces as short and reduced. That vowel length is lost in this environment

indicates that WEIGHT-IDENT, like *SONNUC, is dominated by STRESSWELL:
(27) STRESSWELL » WEIGHT-IDENT

| Input: WEIGHT- |
| depri, vation TO-STRESS

| .. (dépri, Yva)tionv”

| b. (dépri,,M(vation

§ c. (deXpr,)(va)tion
Again, as tableau (28) shows, the stressing of a single pretonic syllable is due to the

requirement that it be parsed (PARSE-0), rather than the need for heavy syllables to be

stressed (WEIGHT-TO-STRESS), or for vowel length to be preserved (WEIGHT-IDENT):

>
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(28) Tableaufor V:

WEIGHT-

2.1.5 Pretonic light syllables and left alignment
So far, the dominance of PARSE-0 has played a central role in the analysis. It causes both the

lack of stress on obstruent-final syllables when they are preceded by light syllables, and the
presence of stress on lone pretonic heavies. That two apparently unrelated, and in some sense

contradictory, phenomena can be motivated by the same constraint is a positive, and

intriguing result.
Even this robustly satisfied constraint is not uniformly satisfied, however. Single light

pretonic syllables, as exemplified by the words in (29), are almost always unstressed, and

hence unparsed:
(29) L baniana Ameérica terrific ceramic Eellini [agdon gorilla Jamaica crevasse

Satisfaction of PARSE-0 in these instances would lead to a violation of FOOTBIN, as the
resulting foot consists of a single monomoraic syllable. With FOOTBIN » PARSE-g, these

syllables remain unparsed:
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(30) FOOTBIN» PARSE-0 __________
Input: FOOTBIN { PARSE-O
banana

| a ba(nanay/ *

b. (ba)(nana) .

It is in fact possible to avoid violations of both of these constraints, by altering the segmental
composition of the word. For instance, the initial syllable could be truncated, leaving a fully
footed (nana), which would violate neither FOOTBIN nor PARSE-0. To rule out this possibility,
a faithfulness constraint demanding that input segments be preserved in the Output, must be
ranked above PARSE-0, so that the candidate with an unparsed initial syllable is correctly
chosen over a candidate in which the initial syllable is not realized at all.® A tableau including

this constraint, dubbed MAX by McCarthy and Prince (1995), is provided in (31):

(31) MAX,FOOTBIN» PARSE-0
| Input: MaX | FOOTBIN | PARSE-0 |
banana ‘

| a. ba(néna)/

| b. (ba)(nana)

[}
]
'
|
)
|
|
I
{
L
]
]
1
]
t
I
1
|
t

¢ Also needed here, and anywhere else that FTBIN is invoked to rule out a non-final monomoraic
foot, is a high ranking ONSET constraint, which would rule out ban.ana, and, if ambisyllabicity is
permitted, a constraint to rule out ambisyllabicity across a foot boundary. See McCarthy and Prince
(1993b), and Pater (1994) for relevant discussion. See also section 2.3 for an account of penultimate
vs. antepenultimate stress in banana vs. Canada.
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Though candidate (3 Ic) satisfies PARSE-o, the higher rank of MAX renders it ungrammatical
in adult English. The ranking between MAX and FOOTBIN cannot be ascertained, as we have
no examples in which either is violated, so they are left unranked. In the next chapter, we will
see that (3 1c) is in fact the optimal candidate in early child English, which will be taken to be
evidence of a low ranking MAX constraint in the early grammar.

Just as there is a parallel between the behaviours of lone pretonic heavy syllables in
initial and medial positions, so is there one between light syllables in these contexts. [n (32)
appears a list of examples of medial unstressed light syllables that parallel the initial ones in
(29).

(32) LLL Tatamagouchi abracadabra Kalamazoo Winnepesaukee Wapakonéta
délicatéssen Lollapalooza

With the first two syllables parsed into a binary foot, the third, pretonic syllable is left

stranded. For it to be parsed would require a violation of FOOTBIN, so it remains unparsed,

in conformity with the ranking FOOTBIN » PARSE-G.

Yet to be explained, however, is why the first two, rather than the second two
syllables, are paired into a foot. Either parsing would fair equally well on the constraints
discussed thus far. In McCarthy and Prince (1993b), the initial stress in these words is
ascribed to one of a family of Align constraints, which in this case forces the alignment of the

left edge of the Prosodic Word with the left edge of a foot:
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(34) ALIGN (PRWD, L, FT,L)- ALIGN-LEFT

‘Align the left edge of the Prosodic Word with the left edge of a foot.’

When the initial string is made up of three light syllables, FTBIN demands that one of them
must remain unparsed. This is because FTBIN states simply that a foot must be binary, so that
constituents must be not only minimally binary at either the syllabic or moraic level, but
maximally binary at one of these levels as well (P&S 1993: 47 - this restates the principle of
Strict Binarity of foot size proposed by Prince 1985, see also It6 and Mester 1992). The job

of ALIGN-LEFT is to ensure that the unparsed syllable is not the initial one:

[ (Tatama)(gou)chi

| Ta(tama)(gou)chi

(Tta)ma(géu)chi v

This tableau shows that ALIGN-LEFT can be ranked below PARSE-0, and still force initial
stress. To see why this ranking is necessary, we must consider other data, since left alignment
in Tatamagouchi-type words will obtain under any ranking of these two constraints, as
inspection of the above tableau should reveal. The data that motivate a low rank for ALIGN-
LEFT are those in (36). Here we see that if the second syllable in a temary pretonic string is
heavy, it, rather than the initial syllable, is stressed. While there are few examples of this
pattern, it appears to be exceptionless, and native speaker intuitions are strong on the

unacceptability of initial stress for these words:
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(36) L(HL) Monongahéla Valénciénnes gerontophilia Beluchistan

Since even a g, or a long vowel in the second syllable inhibits left alignment, ALIGN LEFT must
be ranked at the bottom of the hierarchy elaborated thus far. The tableau for Monongahela

shows that the ranking between ALIGN LEFT and *SONNUC is crucial:

37) *SONNUC » ALIGN LEFT:

mm; ~ | FIBN[ Parst-o L_ﬁ_‘ “ALIGN- |
| Monongahela TO-STRESS] NUC LEFT

[a Momnga)hela) | * | RN |
{b. (Monon)ga(héla)
c. (Monn)ga(héla)

4. Mo(nonga)(héla) v/

The topmost candidate is immediately ruled out by FTBIN. The remaining candidates all
violate PARSE-0, so evaluation is passed on to the next constraint, WEIGHT-TO-STRESS, which
rules out (37b). With *SONNUC » ALIGN-LEFT, the candidate with left mis-alignment (37d)
is correctly chosen over the one with the nuclear sonorant (37c). In sum, even though a o, can
behave as a light syllable in order to avoid a STRESSWELL violation, left alignment is not a
sufficiently potent force in English to warrant the requisite violation of *SONNUC.

The addition of ALIGN-LEFT, WEIGHT-IDENT, and MAX, and of the ranking between
FOOTBIN and PARSE-g, is thus all that is needed to complete the account of the regular
patterns of heavy syllable stress and stresslessness in secondary stress assignment (though see

Appendix C on light syllable stress). The final hierarchy is as depicted in the tree diagram in
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(38), which is used because FTBIN and MAX dominate PARSE-0, but all three are unranked

with respect to TROCH and *OBSNUC.

(38)
FTBIN, MAX TROCH, *OBSNUC
1 I
PARSE-0 |
\ |
WEIGHT-TO-STRESS

I
STRESSWELL

I
*SONNUC, WEIGHT-IDENT

[
ALIGN-LEFT

At this point, it is worth drawing attention to how another nonuniform weight effect (besides
the Arab rule) has been dealt with here in terms of constraint ranking and minimal violation,
and contrasting this analysis with one based on full satisfaction.

The most obvious source of nonuniformity comes from the different behaviors of
heavy syllables in initial, and medial position. In initial position, heavy syllables are regularly
stressed (e.g- S¥vania, prvation); in between initial and tonic position, abstracting from o,'s
and the Arab rule, they are usually unstressed (e.g. Pénnsylvania, déprivation). Here this
positional difference is derived from the ranking of PARSE-0 » STRESSWELL. STRESSWELL
demands pretonic stresslessness, but is overruled when it would lead to non-exhaustive
parsing.

Halle and Vergnaud (1987: 240) explicitly discuss the long vowel cases. They do

account for them without making their rule of stress deletion refer to the word-medial
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environment; this is done, however, by positing a rule of shortening that applies only medially.
Thus, the existence of nonuniformity is accounted for by stipulating it in the formulation of
arule.

More generally, the absence of medial heavy syllable stress is attributed to the quantity
insensitive nature of secondary stress assignment, as expressed in Strong Retraction (Hayes
1982), and the set of rules Halle and Vergnaud (1987) call "the Alternator”. But as we have
seer, in many environments, pretonic heavy syllables are regularly stressed. In fact, the only
environment in which they are regularly unstressed is precisely the one under discussion:
when they are adjacent to both the initial and tonic syllables. To produce the perhaps more
usual cases of heavy syllable stress, Hayes (1982) invokes rules of pre- and post- stress
destressing that are quantity sensitive (following in some respects Halle 1973 and Liberman
and Prince 1977). Stress is assigned equally to banana and bandana, to Tatamagouchi and
Monéngahéla, but removed from only the light syllables.” Here we have the tack of positing
a derivational stage during which the principle does not apply, and then tuming it back on to
trim back the misplaced stresses. Within a derivational theory, such a move is by no means
illegitimate; it is actually the prime means by which both simple description, and descriptive
gaps can be avoided in dealing with nonuniformity. However, we can surely count it as an
advance if the facts can be accounted for more directly, and at the same time reduced to basic

universal principles. By assuming minimal violation, instead of fuil satisfaction, just this sort

7 An important step forward is made by Kager (1989), who assumes strictly bisyllabic foot
construction. so that the light syllables are simply left unparsed, rather than stressed and then destressed.
Kager's premise that (H) feet are impossible prefigures Burzio's (1994) theory, though their approaches
to dealing with apparent cases of (H) feet are quite different. Whereas Burzio posits empty syllable
structure, Kager invokes a Weight-to-Stress principle that grants stress to unfooted heavy svllavles.
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of advance in the analysis of the nonuniform weight effects in English secondary stress is

possible.

2.2 Weight-to-primary stress

2.2.1 Basic Account

An even more obvious source of nonuniform weight effects in English comes from the
distinction between primary stress placement and secondary stress placement. A complete
analysis of main stress placement, dealing with complexities such as stress retraction, and
lexically and morphologically determined stressing, is beyond the scope of this chapter (see
Kager 1989 and Burzio 1994 for comprehensive discussion and references). However, in this
section, I will discuss the basic pattern of main stress placement on nouns outlined in (1),
because with WEIGHT-TO-STRESS, and related constraints, such as WEIGHTIDENT and
*SONNUC, ranked so low in the hierarchy, one might wonder how quantity sensitive primary
stress placement is to be explained.

To see why this could be a problem, recall that in words such as agénda, synopsis, and
aroma, primary stress falls on the heavy penultimate syllable, but when the penult is light, as
in Canada, stress is antepenultimate. That stress is antepenultimate in Canada 1s u;ualty
explained by a rule of Extrametricality (Hayes 1982), or a constraint of NONFINALITY (P&S
1993) that disallows the footing of the final syllable, so that the parsing (Cdnajda occurs
instead of Ca(ndda) (cf. Burzio 1994). The apparent dilemma can be summarized in the

following question: If PARSE-0 is ranked above WEIGHT-TO-STRESS and the other weight
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related constraints, then why aren't agénjda, sy(ndp)sis, and a(ré)ma more exhaustively
parsed, and footed like (Cana)da?

To answer this question, we must consider the interaction of the constraints
responsible for main stress placement with the hierarchy established for secondary stress
placement. McCarthy and Prince (1993b) invoke the following constraint for English main

stress placement:

(39) Align (PrWd, R, Head(Prwd), R) - ALIGN-HEAD
‘Align the right edge of the Prosodic Word with
the right edge of the head of the Prosodic Word'
McCarthy and Prince (1993b) discuss only the interaction between this constraint and
ALIGN-LEFT, and are niot concerned with quantity sensitivity. In what follows, I will show that
the formulation of ALIGN-HEAD allows for a straightforward treatment of main stress specific
quantity sensitivity.

Following Prince and Smolensky (1993), I take headship to be transitive, so that 'head
of the Prosodic Word' is fulfilled not only by the foot that bears main stress, but also by the
syllable that is the head of that foot. Under this interpretation, an undominated ALIGN-HEAD
constraint would force the head syllable of the Prosodic Word to be the rightmost syllable,
resulting in final main stress.

That English does not have final main stress indicates that ALIGN-HEAD is dominated.
NONFINALITY, formulated as 'the head of the Prosodic Word must not be final' (Prince and

Smolensky 1993:52; cf. Hung 1994, Buckley 1995) is in direct competition with ALIGN-
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HEAD, and when ranked above it, forces main stress, and the main stressed foot, off the final
syllable.

A second crucial assumption, besides transitivity of headship, is that ALIGN-HEAD is
gradiently violable (see Prince and Smolensky 1993: 57, McCarthy and Prince 1993b, Prince
1993). This means that the constraint is not merely satisfied or violated, but that there is a
measure of degree of violation. In this case, a gradiently violable ALIGN-HEAD constraint
demands that the main stressed syllable be as close as possible to the right edge of the word,
with each syllable intervening between the head syllable and the edge counting as a violation.
The muinimal violation of ALIGN-HEAD, which satisfies NONFINALITY, is to have main stress
on the penultimate syllable.

The ranking NONFINALITY » ALIGN-HEAD thus is all that is needed to place main

stress on the correct syllable of agenda, and the other words with bimoraic penuits:

| a. a( gén)da/

i b (agen)da

With but a single violation of ALIGN-HEAD, (40a), with penuitimate stress, is optimal. As

noted above, a candidate like (40a), with initial stress, fares better in terms of exhaustivity
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than the optimal one does, as it leaves only the final syllable unparsed. This shows that ALIGN-
HEAD is ranked above PARSE-C.

Now that the penultimate stress on agenda is accounted for, our original question is
reversed. Why does Canada have antepenultimate stress? The answer is that penultimate
stress would violate constraints whose high rank we have already established: either FTBIN,
or TROCH?® If these constraints, along with NONFINALITY, outrank ALIGN-HEAD,

antepenultimate stress is optimal:

(41) FTBIN, TROCH, NONFINALITY » ALIGN-HEAD

} Input: FIBN | TROCH | NONFINALITY | ALIGN-HEAD|
Canada ?

a. (Cz'ma)da/
b. Ca(nada)

NN I S

* 1 *

| c. Ca(na)da *1

i ..-._-.‘__.._....._..-_.T...___ —————

; ____.F_——-T

d. (Cana)da

"Quantity sensitive" primary stress placement is thus achieved by simply placing the
independently necessary constraints of NONFINALITY and ALIGN-HEAD in the hierarchy

established for secondary stress placement.’ Cructally, ALIGN-HEAD dominates PARSE-a, so

¥ See Cohn and McCarthy (1994) and Kenstowicz (1994) for analyses of [ndonesian in which
an 1ambic foot is formed to place stress rightmost in the root, even though trochaic feet are preferred
elsewhere.

? The facts of primary stress retraction do introduce some complications (see especially Kager
1989 for thorough discussion and references). When there is final stress, the main stress usually occurs
on the next foot to the left. This is presumably an effect of NONFINALITY. With no elaboration, the
present account would predict that main stress should land on the next legitimate foot, either a heavy
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that primary stress does not shift to the left to incorporate a stray syllable, but is itself

dominated by FTBIN, TROCH, and NONFINALITY, so as to ensure antepenuitimate stress with

a light penult. This yields the hierarchy in (42).

(42) FTBIN, TROCH, NONFINALITY

I
MAX ALIGN-HEAD
\ | *0OBsNUC
PARSE-OQ /
! /

WEIGHT-TO-STRESS
|

STRESSWELL

|
*SONNUC, WEIGHT-IDENT

I
ALIGN-LEFT

It is important to note that the rankings needed for the account of primary stress placement
are consistent with those required for secondary stress. Crucial to the analysis of primary
stress placement is a ranking of ALIGN-HEAD below FTBIN and above PARSE-0. For
ALIGN-HEAD to be ranked in between these two constraints, FTBIN must dominate PARSE-G.
This was established on independent grounds in §2.1.5 (v ba(ndna), *(baj(ndnaj). The

ranking of ALIGN-HEAD above PARSE-0 also entails, by transitivity, that ALIGN-HEAD

svilable (e.g. stalactite), or pair of lights (e.g. acétyléne). However, main stress often ends up further to
the left, skipping the heavy syllable (e.g. désignate) or LL sequence (e.g. citamaran). One way to
capture these cases of 'strong’ and long’ retraction would be to use a constraint demanding the alignment
of the right edge of the Prosodic Word with a foot head (rather than the head of the Prosodic Word) to
place the rightmost stress, and position the ALIGN-HEAD constraint much lower in the hierarchy, so that
it cannot affect the placement of the other feet in the word. As both stress retraction. and the
weight-to-stress behavior of final syllables are quite complex, and rife with exceptionality, [ abstract
from these aspects of the English stress system in the present analysis.
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dominates ALIGN-LEFT. This is in fact the ranking that McCarthy and Prince (1993b) invoke
to explain the preference for rightmost main stress placement over left alignment, as
demonstrated in a word like A(méri)ca. This account of primary stress quantity sensitivity also
goes beyond being compatible with the analysis of secondary stress placement proposed in

the previous section: it has significant advantages over prior analyses.

2.2.2 Comparison with previous analyses

The integration of primary and secondary stress assignment achieved here can be contrasted
with the analysis in Halle and Vergnaud 1987: 228, in which an entirely separate rule stratum
is set up for secondary stress assignment, which differs from primary stress assignment almost
exclusively in its lacking the weight-to-stress rule (the Accent Rule) that causes quantity
sensitive primary stress placement. The present analysis is an improvement not only because
it avoids the redundancy of positing two levels of stress assignment, but also because it
provides an explanation for why only primary stress placement should be quantity sensitive,
as well as a tighter characterization of the cross-linguistic scope of this phenomenon.

This account is explanatory in that it reduces the observed facts to more basic
principles. ALIGN-HEAD is independently needed to choose which foot is to bear main s-tress‘
Here I have shown that by ranking it beneath FTBIN, the effect of quantity sensitive main
stress placement can also be derived. This makes for an interesting claim: that heavy syllables
in English bear primary stress not because of the attraction of stress to heavy syllables, but
because of the general delimitive quality of stress placement (that is, the tendency for stress

to mark the edges of domains, which is arguably the substantive motivation for many
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Alignment constraints; see Kager 1994). In contrast, by saying that the Accent Rule applies
only in primary stress placement, and not in secondary stress placement, Halle and Vergnaud
(1987) do not go much beyond simply stating the generalization. '

This analysis is also predictive in a way that the one of Halle and Vergnaud 1987 is
not. The pattern of having a single quantity sensitive foot for main stress, followed by iterated
quantity insensitive feet, is fairly common (relatively clear examples are Spanish: Harris 1982,
Halle and Vergnaud 1987, Hayes 1995, and Inga: Levinsohn 1976, Hayes 1995). What unites
these cases is that the single quantity sensitive foot is found at the right edge of the word
(abstracting from extrametricality and exceptionality). Trochaic languages that have primary
stress on the leftmost foot do not apparently display this sort of main stress specific quantity
sensitivity. In fact, the opposite scenario is sometimes observed. In Finnish (Kiparsky 1991,
Kager 1992), for example, secondary stress placement avoids left-headed (LH) feet, while the
main stress foot is strictly initial and bisyllabic, even at the cost of creating an LH foot. Here
only secondary stress is sensitive to syllable weight. As far as [ know, this main stress specific
quantity /nsensitivity has never been attested of trochaic languages with rightmost primary
stress.

The cross-linguistic picture that emerges, then, is that in trochaic languages, the
position of the main stress is closely tied to how it can differ in quantity sensitivity from the

secondary stress: quantity sensitivity can be restricted to the main stress foot only if it is at

1% Though this aspect of English has not been addressed in the Hayes 1987. 1995 framework. Haves
(1995) does analyze Spanish as having a single moraic trochee for main stress. followed by syllabic trochees for
secondary stress (the English main stress foot, at least. is claimed to be a moraic trochee). This analysis shares the
same deficiencies as that of Halle and Vergnaud 1987, since there is no reason that a language could not have a
syllabic trochee for main stress, and a moraic trochee for secondary stress.
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the right edge of the word, while quantity insensitivity can only be restricted to a main stress
at the left edge. No prior account of main stress specific quantity sensitivity (i.e. Halle and
Vergnaud 1987, Dresher and van der Hulst 1993, Hayes 1995) captures this correlation. It
is however. just what would be expected in view of the present Alignment based analysis, as
[ will explain.

Recall that in English, when the penult is heavy, ALIGNHEAD places stress on that
syllable, but when the penult is light, the dominance of FOOTBIN forces a violation of
ALIGNHEAD, and stress appears on the antepenultimate syllable. There is however, no such
conflict between FOOTBIN and the version of ALIGN-HEAD that places main stress on the
leftmost syllable (‘Align the left edge of the Prosodic Word with the left edge of its head'). No
matter how far an intial left-headed foot stretches to the right, ALIGN-HEAD(LEFT) will be fully
satisfied, since the head rests at the left edge. For instance, (manda) violates ALIGN-
HEAD(RIGHT), but not ALIGN-HEAD(LEFT). Because of this, ALIGN-HEAD(LEFT) has nothing
to say about the size of an initial trochaic foot, whereas ALIGN-HEAD(RIGHT) can affect the
size of the final one. ALIGN-HEAD(LEFT) is thus incapable of creating the apparent quantity
sensitivity achieved with ALIGN-HEAD(RIGHT).

With an LH sequence, there is also a crucial difference between ALIGN-HEAD(RIGHT),
and ALIGN-HEAD(LEFT). Above, we noted that ALIGN-HEAD(RIGHT) prefers L(H) to (LH),
when the foot is trochaic. ALIGN-HEAD(LEFT), on the other hand, is better satisfied by (LH),
and can thus override the general dispreference for LH feet seen in trochaic languages. In
Finnish and similar languages (see Kager 1992 for others), LH sequences are usually stressed

on the heavy syllable, rather than on the light one, even though other bisyllabic sequences
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receive stress on the first member of the pair. If an LH sequence is initial in the word,
however, the main stress falls on the light syllable. This can be explained by the domince of
ALIGN-HEAD over the constraint disfavouring such feet. In this way, at the left edge, we get

main stress specific quantity /insensitivity.

2.2.3 On the treatment of exceptionality

As mentioned at the outset of this section, primary stress placement is subject to a number of
lexical and morphologically-based uregularities that cannot be dealt with properly here, so this
account remains tn some respects incomplete. Here I will examine but one case of lexically
based exceptionality, to show how this account might be extended to cope with the rest of
the data. This discussion serves also to provide some background for the more in-depth
examination of secondary stress exceptionality that appears in section §2.3.

One might have noted that some of the nouns used as examples in §2.1 do not have
the antepenultimate stress that would be expected of words with light penults. Instead,
bandna, and other words like it, have stress on the penultimate syllable. The examples in (43)
demonstrate that this phenomenon is not confined to words with /2/ in the penultimate

syllable (see Pater 1994 for a relatively exhaustive list):
(43) vanilla Mississippi Kentucky confétti abscissa Philippa

These exceptions are well known, and the literature contains a variety of ways of dealing with

them.
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The proposals can be broadly divided into two groups: representational (more
properly, underlying representation-al, but this is cumbersome, to say the least), and
grammatical. The earliest treatment of these exceptions, found in Chomsky and Halle (1968),
is a representational one. The SPE solution is to posit underlying 'double consonants' between
the last two vowels of these words, so that the penuitimate syllables are made heavy for the
purposes of the stress rules. Following the assignment of stress, a degemination rule applies
to create the surface single consonant. In this account, the locus of the difference between the
exceptional words and the regular ones is at the level of the underlying representation. The
underlying geminate analysis has also recently been championed by Burzio (1994) and
Hammond (1994). Halle and Vergnaud (1987) take a slightly different representational tack
by directly supplying these words with an underlying line 1 asterisk, which marks prominence
in their framework. The rules of metrical constituent construction are constrained to respect
the placement of the asterisk, and form an exceptional monosyllabic foot on the penultimate
syllable.

In grammatical approaches, on the other hand, the locus of exceptionality is in the rule
or constraint system. To deal with these instances of exceptional penultimate stress, Selkirk
(1984), Kager (1989), and Jensen (1993), propose that dandna et al. are exceptions to

extrametricality, so that foot construction groups the final two final syllables together."!

u Selkirk’s (1984) proposal is in fact not truly a grammatical one, since in her account the final syllable
in a word like América is marked as extrametrical in the lexicon, and Kennicky is stressed according to the normal
rules of stress placement. This proposal is somewhat unusual, as it is at odds with the general practice of metrical
theory, and phonology in general. to capture generalizations by rule, and to reserve lexical markings for exceptions.
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In Optimality Theory, the burden of phonological explanation has generally shifted
from representations to constraints, and from underlying and intermediate levels of derivation
to the output. However, both representational and grammatical approaches to exceptionality
have continued to be proposed within this framework. Representational treatments of
exceptionality appear in Inkelas (to appear), Inkelas, Orgun and Zoll (1994) and in McCarthy
(1996), while grammar-based accounts can be found in Ité and Mester (1995b), Hammond
(1995), Inkelas (to appear), and Inkelas, Orgun and Zoll (1994) . In §2.3, I will demonstrate
that though there is some overlap between the devices of representational and grammatical
exceptionality, both must be incorporated into the theory (a conclusion reached on other
grounds by Inkelas to appear, and Inkelas, Orgun and Zoll 1994).

For the case at hand, Pater (1994) proposes an Optimality Theoretic recapitulation
of the Selkirk/Kager/Jensen 'exceptionally non-extrametrical' analysis, and defends it against
arguments that have been put forth against that approach. Here I adopt a slightly modified
version. '

For antepenultimately stressed words like (Cdna)da, it is the ranking NONFINALITY,
FTBIN » ALIGN-HEAD that rules out penultimate stress. With ALIGN-HEAD ranked above
NONFINALITY, penultimate stress becomes optimal. To create a grammar that has this ra}lking
only for certain words, we can introduce a lexically specific version of the ALIGN-HEAD
constraint that ranks above NONFINALITY. By lexically specific, I mean that this constraint

applies only to a subset of the lexicon, which could be delimited either by dividing up the

12 A plausible representational treatment could also be provided. though it appears somewhat difficult
to reconcile the ranking needed for that analysis with the one proposed for exceptional secondary stress in §2.3.
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lexicon in the set-theoretic manner proposed in It6 and Mester (19954, b), or by supplying
words with lexical diacritics like the '+Latinate’ of Chomsky and Halle (1968). The lexically
specific version of the constraint will be referred to as ALIGN-HEAD-S, where S is the set of
all words to which it applies. The lexically specific version of the constraint will be referred
to as ALIGN-HEAD-Y, where ¢ is the set of all words to which it applies. To show with
maximal perspicuity the effect of adding this constraint to the hierarchy, I provide in (44) a
tableau that contains both a word to which this constraint applies (banana), and one to which

it does not (Canada).

(44) FTBIN, ALIGN-HEAD-S » NONFINALITY » ALIGN-HEAD

FTBIN ALIGN- NONFINALITY | ALIGN-HEADJ
HEAD-Y

a. ba(néna)/
b. (bana)na

| c.(bana)(na)
“ a. (C{ma)da\/
b. Ca(nada)

d c. Ca(na)da

In the next section, we turn to exceptional secondary stress caused by the idiosyncracies of
the English lexicon, and by the influence of stem stress on derived words. There, once again,
a high ranking FTBIN constraint plays a central role, this time in controlling the extent to

which lexical and stem stress can disturb the usual patterns of secondary stress. In addition,
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the relative rankings of other constraints in the hierarchy, such as ALIGN-HEAD,

STRESSWELL, and ALIGN-LEFT, finds further support.

2.3 Special secondary stress

The generalizations about weight-to-secondary stress outlined in §2.1 are upset by two sets
of words: lexical exceptions, and derived words that retain stress from their stems. In this
section, | argue for a treatment of these special cases in terms of exactly two formal
mechanisms: prosodic faithfulness, and lexically specific ranking. In this domain as well,
minimal violation allows a principled account of nonuniformity that has been lacking from

prior analyses.

2.3.1 Lexical and 'cyclic’ stress as prosodic faithfuiness

A classic example of cyclic stress preservation is condénsation, which conflicts with the
clearly productive tendency for a pretonic o, to be unstressed and reduced in this environment
(see §1.2). Since Chomsky and Halle 1968, the pretonic stress in condensation has generally
been assumed to be due to the stress on the corresponding syllable of condénse (cf
contemplate -> contemplation). In Chomsky and Halle's analysis, primary stress is assigned
to condense on the first cycle, and preserved as a secondary stress when -ation is added on
a subsequent cycle. Some additional examples of stem based exceptions like condensation are

provided in (45).

(45) advantageous augmentation authénticity condémnation
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As pointed out by Halle and Kenstowicz (1991:460), parallel lexical exceptions also occur:
(46) incantation incarmation  oOsténtation chimpanzée

Since there are no independent stems of the form incdnt, incarn, ostént, or chimpan. the
pretonic stress in these words cannot be due to cyclicity (though cf. Fidelholtz 1967: 7). Halle
and Kenstowicz (1991) draw attention to these cases in proposing a radically novel treatment
of condensation-like words: that they too are simply lexical exceptions, subject to a lexically
conditioned weight-to-stress rule.

However, using a lexically conditioned weight-to-stress rule for apparent cases of
stress preservation, and denying that the stress pattern of the stem plays any role, leads to a
missed generalization. As Liberman and Prince (1977: 299) note, while a o, can be
productively destressed in this environment (e.g. inform -> informdation), there are no
instances of such a syllable becoming stressed in a derived word. That is, there are no words
like contempladte that become contémplation, with a stressed pretonic syllable (compare
argument -> arguméntation, discussed in §2.1.2, and further in §2.3.2 below). Thus, while
the presence of stress on the corresponding stem syllable does not ensure stress in this
position, a lack of stress on the stem syllable does guarantee stresslessness. . This
generalization shows that contra Halle and Kenstowicz (1991), Chomsky and Halle (1968)
were in fact correct in assuming that the stress patterns of condénse and contemplate
influence the stressing of condeénsation and contemplation.

We can thus conclude that this secondary stress pattern is unproductive, not only

because underived words with pretonic stress like those in (46) are extremely rare, but also
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because derived words productively destress (e.g. informdtion), but never stress syllables in
this position (e.g. *contemplation). 1 will now advance an analysis of these instances of lexical
and "cyclic” stress preservation that relies on a single mechanism of prosodic faithfulness,
which applies between lexical and surface forms, and between morphologically related items
(cf. McCarthy 1996). One benefit of this analysis is that it is consistent with the unproductive
nature of this pattern.

First of all, I assume that the lexical form of a word like incantation, or chimpanzee,
includes stress on the pretonic syllable. In order for this stress to be preserved in the output,
there must be a faithfulness constraint that outranks STRESSWELL, since STRESSWELL usually
forces such syllables to be stressless (see the tableau in (22) above). McCarthy (1996) shows
that prosodic faithfulness constraints can take at least two forms in the Correspondence
Theory of faithfulness, which as expounded in McCarthy and Prince (1995), premises
correspondence relationships between segments only. The edge of the foot can be kept in the
same place by requiring the correspondent of any edgemost segment to be edgemost itself (cf.
Idsardi 1992), or else stress can be kept in the same place by requiring the correspondent of
a segmental head of prosodic category to have the same role (cf. Halle and Vergnaud 1987).
As either formulation, or indeed, any of a score of others, would suffice for present purposes,
[ will assume the relatively informal (47) (though see Appendix A for some evidence that

English requires a formulation slightly different from those which McCarthy proposes).

(47) STRESSIDENT

If a is stressed, then &) must be stressed
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As for the related WEIGHTIDENT constraint in (34), here f is the correspondence relation
between input (lexical) and output (surface) strings of segments (see McCarthy and Prince
1995, McCarthy 1995 for formal details). The ranking STRESSIDENT » STRESSWELL leads to

the preservation of underlying stress, even adjacent to the main stress:

STRESSWELL |

(48) STRESSIDENT » STRESSWELL: Lexical stress preservation

With the added assumption that a correspondence relationship also exists between a stem and
its denvative (Benua 1995; McCarthy 1995; cf. also Burzio 1994, Steriade 1994, Kenstowicz
to appear), then an unstressed pretonic syllable in condensation also violates STRESSIDENT,
and STRESSIDENT » STRESSWELL generates stem stress preservation as well as lexical stress

preservation:

(49) STRESSIDENT » STRESSWELL: Stem stress preseryation

[ Input: ' STRESSIDENT | STRESSWELL
| condensation_ N — ;

(condn)(sa)tion

| (con)den)(sa)tionv” |

Because stress on these pretonic syllables is driven by faithfulness to prosodic structure in
either the lexicon, or in the stem of a derived word, stress will not emerge in this position
when it is absent underlyingly, or in the stem of derived word. This analysis thus captures the
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similanty between lexical and stem based stress that prompted Halle and Kenstowicz (1991)
to use a lexically specific weight-to-stress rule for both types of exceptionality, without
sacrificing the generalization that words like contémplation do not exist. For the data
considered thus far, one could equally proffer an analysis in terms of traditional derivational
assignment and preservation of stress. However, in the next few subsections, which focus on
nonpreservation, or ‘unfaithfulness', the advantage of formalizing stress preservation in terms
of a minimally violable constraint will become clear: it allows a precise and concise account

of the circumstances under which preservation does and does not occur.

2.3.2 Unfaithfulness I: Lexically Specific Ranking

The first case of nonpreservation that we will examine is displayed in words like information,

that do not preserve the stress of their stems. To explain the destressing of these syilables, we

need a way of formalizing the idea that STRESSIDENT exerts a greater influence on

condensation than it does on information. 1 will discuss two possibilities: morphological

reanalysis, and lexically specific ranking, and show that only the latter appears to be adequate.
An explanation based on morphological reanalysis would be that information has been

(diachronically) reanalyzed as an independent word, and no longer stands in correspondence
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with inform (cf. Chomsky and Halle 1968: 112", H&V 1987: 251). STRESSIDENT would not
apply, and information would be free to obey STRESSWELL instead.

The chief flaw of this explanation is that it generates regularization through reanalysis
in another environment, where none actually occurs. Transitivity of ranking entails that since
STRESSWELL is dominated by STRESSIDENT, so is the lower ranked ALIGN-LEFT. The ranking
STRESSWELL » ALIGN-LEFT produces the preference for stress preservation over left
alignment that is exhibited by the words in (50), in which the non-aligned leftmost stress

corresponds to a stressed syllable in the stem (i.e. accrédit, imdgine, original, etc.).**

(50) accreditation imagination originality medicinality divisibility phenomendlogy

That stress preservation is at work here can be clearly seen in the contrast between
academician, as derived from dacadémic, and academician, from acddemy (Fidelholtz 1967,

Kager 1987: 170).

13 Chomsky and Halle (1968: fn. 64) claim that informarion does not preserve the stress of its
stem because "information is not the nominalized form of inform, but rather a single noun presumably
represented as /mmform+At+Vr/. Thus we cannot have phrases like *his information of my friend about
the lecture related to he informed my friend about the lecture, as we have his relaxation of the
conditions related to he relaxed the conditions." Note, however, that their conservation of the forest,
and his lamentation of the loss can be related to they conserved the forest, and he lamented the loss.
even though the pretonic syllables of lamentation and conservation are reduced. A rejection of the idea
that there is a correlation between the morpho-syntactic facts of nominalization, and stress preservation,
is implicit in Halle and Vergnaud (1987:251)

14 | exical exceptions to left alignment also occur: apothedsis, Apollinaris, Epaminondas (Halle
and Kenstowicz 1991: 492). By treating these as bearing a lexical stress, we must assume, contra Halle
and Kenstowicz, that the vowel-initiality of these words is a coincidence. [n connection with this, note
that not all vowel initial LLL pretonic strings lack initial stress (e.g. abracaddbra), and that there 1s at
least one exception to left-alignment that has an onset (an alternate pronunciation of Navranlova
attested to by Alan Prince in personal communication).
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The fact that this instance of stress preservation falls out from rankings motivated on
other grounds provides a welcome indication that our analysis is on the right track. However.
what is of interest at present, and remains to be accounted for, is the complete lack of derived
words that value left alignment over stress preservation (Burzio 1994). If correspondence
could simply be ‘turned off’ by reanalysis, then one would expect to find that just as words like
information obey STRESSWELL when reanalyzed, words like imagination could be reanalyzed
and left aligned.

This conundrum is avoided if instead of morphological reanalysis for information, we
invoke a lexically specific version of STRESSIDENT for condensation.'® Designating the set of
words, including condensation, and chimpanzee, that are subject to the lexically specific
version of STRESSIDENT as 'd,', this constraint can be referred to as STRESSIDENT-&, By
placing STRESSIDENT-, above STRESSWELL, and the general version of STRESSIDENT
between STRESSWELL and ALIGN-LEFT, we generate lexically based variation in stress
preservation for the information condensation cases, and strict obedience to STRESSIDENT
for imagination and similar words. To show the effects this ranking has on these various sets

of words, an example of each is placed in the single tableau in (51):

15 Lexically specific constraints appear to handle the same range of data as the constraint domains. or
co-grammars. proposed in [t6 and Mester (1995a&b). and discussed in Inkelas, Orgun. and Zoll (1994). and Pater
(1994). I prefer the tack of proliferating constraints over that of proliferating grammars because I believe that it
gives a clearer view of the limits that a language imposes on reranking, and especially because the proliferation
of lexically specific constraints seems independently necessary (e.g. Alignment constramts that express the
prosodic subcategorization requirements of specific morphemes: see McCarthy and Prince 1993b).
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(51) STRESSIDENT-Y, » STRESSWELL » STRESSIDENT » ALIGN-LEFT

| Input: condensation
| information

| (infr)(ma)tion v

| (in)(for)(ma)tion

| i(magi)(naytion v

f (ima)gi(na)tion

As condensation is subject to STRESSIDENT-Y,, its ranking above STRESSWELL renders the
stress preserving condeénsdtion optimal, even with the attendant STRESSWELL violation. When
STRESSIDENT-Y, does not apply, as in irnformation, the ranking STRESSWELL » STRESSIDENT
creates a preference for pretonic stresslessness over stress preservation, leading to the
grammaticality of information. Finally, no matter whether a word like imagination is targeted
by the lexically specific version of STRESSIDENT or not, stress preservation, as in imadgindtion,
is always more highly valued than left-alignment, as in imagindtion, because of the dominance
of STRESSIDENT over ALIGN-LEFT.

The addition to the hierarchy of the prosodic faithfulness constraint STRESSIDENT, and
a lexically specific version of the same constraint, allows us to capture the fact that pretonic
stress preservation is subject to lexical conditioning, while stress preservation on syllables not

adjacent to the main stress occurs without exception. This case of nonuniformity has never
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been explained before, except by denying that condénsdtion is an example of stress
preservation (Burzio 1994: 185).'

In the present analysis, the lower bound of preservation is determined by the ranking
of STRESSIDENT above ALIGN-LEFT: preservation is always valued over left alignment. The
question to be addressed now is whether there is an absolute limit to faithfulness. Contrary
to Liberman and Prince's (1977:286) claim that "the reluctance...to obscure the shape of
unfamiliar words...can inhibit any reduction process in English”, it turns out that there is an
upper bound to stress preservation, which is provided by a constraint that rests at the top of

the hierarchy established for regular stress: FOOT BINARITY.

2.3.3 Unfaithfulness [I: FOOT BINARITY

[n the vast majority of situations in which STRESSIDENT conflicts with FTBIN, FTBIN always
triumphs. This can be seen both in the complete absence of lexical stress, and in the consistent
failure of stem stress to be preserved, in certain environments. In particular, a light syllable
is never stressed when it is the final member of a bisyllabic or trisyllabic pretonic string.
Lexical stress never tums up on the underlined syllable of words like Montebéllo, or
Tatamagouchi (Selkirk 1984), and in derived words, these syllables are always destressed
(Kager 1989). Corresponding to the absence of words like *Montébéllo are the following

alternations:

'8 It is in fact not entirely clear whether this denial constitutes an explanation. Burzio (1994)
claims that condensation-like forms are instances of vowel quality preservation, rather than the stress
preservation seen in imagination et al. However, he does not provide a formal account of vowel quality
preservation, and hence provides no reason why vowel quality preservation should be vanable, and
stress preservation consistent.
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(52) phonétic, phonetician; cosmetic, cosmetician; pathology, pathological;
specific, spécificity telépathy, télepathic; mechanic, méchanistic; philately, philatélic;
diameter, diameétric

And to the *7atamagouchi gap:

(53) académic, academician, theorétic, théoretician, mathematic, mathematician,
hematology, hematologic, military, militaristic; Indiana, Indianapolis

As we saw in §2.1.5, the same absence of stress usually occurs in pretonic light syilables in

word-initial position, such as in bgndna. Here too, we have productive destressing:

(54) grammar, grammarian, origin, original; médicine, medicinal; novel, novélla;

civil, civilian; majesty, majéstic; prophecy, prophétic; miracle, miraculous
Word-initially, though, we find some well-known lexical exceptions (e.g. racoon) as well as
some usually unrecognized instances of stem stress preservation (e.g. fascistic). I refer the
reader to the Appendix A for a discussion of the somewhat complex challenges these
"exceptional exceptions" present.

In §2.1.5, the lack of pretonic stress on words like bandna, and Tatamagouchi, was
attributed to the ranking of FTBIN above PARSE-0. The parallel blocking of lexical and stem
based stress preservation described here can likewise be ascribed to the high ranking of
FTBIN, so long as it dominates STRESSIDENT. Since the general version of STRESSIDENT is
dominated by STRESSWELL, which itself is several rungs lower in ranking than FTBIN, the
tendency for monomoraic syllables to be destressed is already built into the hierarchy.

However, that they are always destressed establishes a new ranking: FTBIN dominates the
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lexically specific STRESSIDENT-,. With STRESSIDENT-Y , intervening between FTBIN and
STRESSWELL, lexically based pretonic stress preservation is possible for words like
condensation and chimpanzee, but impossible for words like phonetician and Montebello, or
mathematician and Tatamagouchi, as well as mgjestic and banana. The following tableau
compares condensation and phonetician; the other word-types would be treated just like

Phonetician:

(55) FTBIN » STRESSIDENT-Y,

| Input: condensation
| phonetician

(condn)(sa)tion) L

| (con)(den)(sajtion v/ |

I (phone)(tician) v

[ (pho)(ne)tician)

Because words like condénsdtion incur no violation of FTBIN, stress preservation is possible.
However, in a2 word like phonetician, stress preservation creates a violation of FTBIN. As
STRESSIDENT-Y, is ranked beneath FTBIN, stress preservation is impossible in this context.

Since this analysis also applies to the distinction between possible exceptional
monomorphemic words like chimpanzée, and impossible ones like *Montébéllo, a useful
comparison can be made to the discussion of such cases in Kager 1989: 140. Kager also
posits lexical stress on the pretonic syllable of chimpanzée. This lexical stress blocks the rule

of 'Closed Syllable Adjunction’, which would ordinarily form a foot by adjoining the medial
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syllable with a preceding one. However, to express the absence of words like *AMontébéllo,
Kager is forced to invoke a bald restriction against lexical stress on light syllables, presumably
because there is no principled reason why lexical stress should block 'Closed Syllable
Adjunction’, but not 'Open Syllable Adjunction’. When preservation of underlying stress is
formalized as an Optimality Theoretic constraint, however, the extent to which lexical stress
can override the usual stress phonotactics of the language can be expressed with no such
added stipulation. This comparison serves to again highlight the difficulties nonuniformity
poses for a theory based on full satisfaction, and the ease with which it is dealt with under

minimal violation.

2.3.4 Unfaithfulness Ill: ALIGN-HE4D
The approach taken to ruling out stress preservation when it conflicts with FTBIN carries over
to an account of a couple of central facts left undiscussed until now. The instances of stress
preservation discussed here are what is referred to in the literature as weak preservarnion the
primary stress of the stem corresponds to a secondary stress in the derivative. Weak
preservation is not complete faithfulness — the segment bearing stress in the stem is the head
of the Prosodic Word, and its correspondent is but the head of a foot. A separaté. but
obviously related observation, is that preservation of the stem stress does not interfere with
main stress placement — stress is not preserved at all, instead of forcing the displacement of
main stress. Similarly, lexical stress does not force main stress placement to the left.

I will start with the second observation. An example of how stress preservation might

interfere with main stress placement can be found in the cases we have just looked at. If
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FTBIN » STRESSIDENT-Y, disallows *grammdrian, then what rules out *grammarian® This
would satisfy both FTBIN and STRESSIDENT. The problem with *grammarian, of course, is
that main stress is too far to the left. Assuming that these, and other stress placing suffixes,
are incorporated into the Prosodic Word (see Lamontagne and Sherer 1993), a ranking of
ALIGN-HEAD » STRESSIDENT-S, will ensure that main stress placement is unresponsive to the
demands of stress preservation:

(56) ALIGN-HEAD » STRESSIDENT-&; __
nput: ALIGN-

As discussed in §2.2, the dominance of ALIGN-HEAD by FTBIN, and NONFINALITY, entails
that the minimal number of ALIGN-HEAD violations is the two incurred by the optimal
candidate. The third violation rules out *grammarian, due to the ranking of ALIGN-HEAD
over STRESS-IDENT. Similar results obtain if one posits preantepenultimate lexical stress.
The same ranking can account for the subordination of the preserved stress to the
pnmary stress. To distinguish between strong and weak preservation, let us assume that
STRESSIDENT is a gradient constraint: it is satisfied if the correspondent of the head of the
Prosodic Word is itself the head of the Prosodic Word (i.e. strong preservation), one violation
is caused if the head of the Prosodic Word is in correspondence with only the head of a foot
(weak preservation), while two violations result if the head of the Prosodic Word is in

correspondence with a non-head (non-preservation). An attempt to better satisfy
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STRESSIDENT by making the preserved stress the head of the Prosodic Word, will

automatically increase the number of violations of the higher ranked ALIGN-HEAD:

Here the minimal ALIGN-HEAD violation is but a single one, since the vowel is bimoraic, and
FTBIN is obeyed. If the stem stress is preserved as a primary stress, the additional
ALIGN-HEAD violations are fatal. [ have omitted a candidate with two main stresses: this
would be ruled out by an independent constraint against joint headship.

To wind up the discussion of prosodic faithfulness, it is striking that the distribution
of exceptional and stem based stress requires high ranking FTBIN and ALIGN-HEAD, a low
ranking ALIGN-LEFT, and an intermediate STRESSWELL, all of which are provided by the
analysis of regular stress. This provides strong support for the approach taken here of
accounting for these special cases by interspersing STRESSIDENT constraints into the hierarchy
of constraints established for the usual patterns. Moreover, the close parallels between the
distribution of lexical and stem based stress fall out nicely from the use of a single mechanism
of prosodic faithfulness for them both (though cf. Appendix B). And above all, we have
accounted for a wide array of facts by simply adding one constraint, and its lexically specific

instantiation, to the independently motivated hierarchy. The resulting hierarchy is as in (58).
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(58) FTBIN, TROCH

|
ALIGN-HEAD-Y

l
NONFINALITY

|
ALIGN-HEAD
/ | *OBsSNuUC
/ PARSE-¢  /
STRESSIDENT-Y, I /

\  WEIGHT-TO-STRESS
\STRESSLVELL
STRESS[DENT/ ‘SCI)NNUC, WEIGHT-IDENT
TA.LIGN—ILEFT
In the following sub-section, we tumn to some more exceptions to the generalizations of §2.1,
which this time fall outside the domain of prosodic faithfulness, and so must be generated by
the grammar. These cases serve to strongly motivate a grammatical account of exceptionality,
in addition to a purely lexical one, as well as to highlight the differences between "productive

exceptions", and the nonproductive ones discussed in this last section.

2.3.5 Lexicél exceptionality as lexically specific ranking

As discussed in §2.1.3, odd-parity pretonic strings contrast with bisyllabic ones in that the
final pretonic syllable of those strings is usually stressed if it is heavy, as in bdnddna,
Halicgrnassus, and arguméntation. This was explained by the ranking PARSE-0 »
STRESSWELL, which creates a preference for parsing the lone syllable into a foot, over the

stresslessness that STRESSWELL demands of a syllable adjacent to the main stress. This section
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examines the rather large set of exceptions to this pattern of heavy syllable stress. I will
provide an account of these productive exceptions in terms of a lexically specific ranking of
STRESSWELL » PARSE-0, which creates, for these words, a preference for pretonic
stresslessness over parsing.

The best-known exceptions to the usual pattern of initial pretonic heavy syllable stress
are words that were historically formed with Latinate prefixes (see e.g. Chomsky and Halle
1968:121, Liberman and Prince 1977: 284, and H&V 1987: 239). The prefixes often surface
as stressless when pretonic, whether they end in a sonorant (59a), an obstruent (59b), or have
a long vowel in other (often related) words (59¢). It was in their discussion of these words
that Liberman and Prince pointed out the special markedness of stress adjacent to the main

stress, as opposed to simple adjacency (cf. présentation, prolongation, and rélaxation):

(59) a. condémn condénse embarrass embrace engage engrave enjoy
b. absolve admire advantage extréme extinguish obsérve obstrict

c. precocious presént prolong recurrent reform relax

It 1s not the case, though, that these prefixes always reduce in the pretonic environment.
Besides the fact that more semanticaily transparent cases of prefixation, especially with the
very productive prefixes /pre-/, /re-/, /pro-/ and /de-/ , do not involve reduction (e.g. recover
'cover again' vs. recover 'get back'; rebutter ‘butter again' vs. rebutter 'one who rebuts’,
preconscious vs. precocious — the consistent long vowels are likely due to a restriction that
‘true’ prefixes in English must be bimoraic; see McCarthy and Prince 1994b), there is a great

deal of variation in whether words with opaque Latinate prefixation have stressed or stressless
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initial pretonic syllables. In general, more common words have stressless initials, while more

learned words have stressed initials (Fidelholtz 1975). To give a sense of the sort of variation

that occurs, the lists in (60) provide examples of words with historical Latinate prefixes that

are transcribed by Kenyon and Knott (1953) as stressless, stressed, or with both stressed and

stressless variants. I have indicated in brackets instances in which Webster's 1981 disagrees

with Kenyon and Knott. A plus sign (+) means that Webster's transcribes the initial syllable

of the word as stressed, a minus sign (-) stressless, and an equal sign (=) both stressed and

stressless:

(60)

a. Stressless:

administer, admire, absolve, admonitory, advance, advantage, adversity (+), advise,
combat (v.), combust, companion, compassion, compose, compress, compulsion,
concur, concern, condemn, conduct, confection, confer, conflate, conflict (v.),
congressional, controller, convenient, convention, embarrass, embody. embrace,
endeavour, endow, engage, enjoin, enjoy, enlarge, enlighten, entice, entire, exact,
example, exceed, except, excoriate, excrete, excursion, excuse, executive. exhume,
expose, express, extend, extinguish, extravagance, extraneous (+), extreme, object
(v.), obsequious (=), observe, obsess (=), obstetric, obstruct, obtain, obtrude, obtuse,
obvert, proceed, produce, profess, profound, project, prolong, promote, propel.
propose, protect, propose

b. Stressless or stressed:

abdominal, abduct (+), abhor (-), absorb (=), abstemious (+), abstract (v.), abstruse,
absurd (-), abnormal (+), accelerate, accentuate, accept, accessible, accessory,
acknowledge, adhere, admit (-), admixture (+), admonish (+), adverse (+), adverbial,
concelebrate, concoct, concordance, eccentric, emphatic, exhale (+), obscene,
obscure, obverse, pronomial (+)

c. Stressed:

abjure, abscise, abscissa, abscond, access (v.), admeasure, adsorb, advection,
agnomen, concrete (v.), concretion (=), conglobate (=), concur (=), empiric (-),
emporium (=), enteric, excreta, excursus, €exogamy, expropriate, exsect, extrinsic,
obtest, obtund, progenitor, proliferate (-), proscenium, prosector, protract (=),
protrude
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Since the more common words tend to be reduced, for this set of words, it would seem that
pretonic stresslessness is productive. This is confirmed by the existence of a number of
derived words in which pretonic stresslessness occurs on syllables that are stressed in the
stems:"’

(61)  access, accessible; adverb, advérbial; concord, concordance; congress, congréssional;

émphasis, emphatic; éxecute, exécutive, exécutor

The presence of full stressed vowels in the stems precludes an analysis of the pretonic
stresslessness of these words in terms of faithfulness to any prosodic or segmental feature.
These stressless heavy syllables must therefore be generated by the grammar. To capture the
productivity of this pattern, we can posit a lexically specific version of STRESSWELL ('no
stress/main stress adjacency’), which I will refer to as STRESSWELL-Y,, that dominates
PARSE-0. For a typical speaker, the set '¥;' would include most of the words in (60a), some
of the words in (60b), but few of those in (60c).'* The result of this lexically specific ranking

is illustrated in (62):

7 Liberman and Prince (1977: 285) note what might be another two cases of this type: "In the
words concave, convex, the prefix retains stress. curiously, in the derivatives concavity, convexity it
seems easily destressable.”" However, in Kenyon and Knott 1953, the stems and the derivatives are
equally given with both stressed and stressless initial syllables, while in Webster's 1981, both concave
and concavity have only stressed initials. Here, as well as for the rest of the special cases discussed in
§2.3, careful study of the pronunciations of native speakers would be extremely informative (see in this
regard the next footnote).

® | assume that variation in the pronunciation of individual words here and elsewhere in this section is
due to interspeaker variation. That two competing productive patterns would produce a great deal of variation is
to be expected. If closer study reveals that this variation occurs within individual speakers, then one might appeal
to the "floating constraint” formalism proposed by Reynolds (1995), which is quite consistent with the approach
to lexically based variation taken here.
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(62) STRESSWELL-Y; » PARSE-C

putt | STRESSWELL, |  PaRst-o |

| (ad)(vin)tag !
i ad(van)tage v

For words that are subject to STRESSWELL-Y;, pretonic stresslessness is preferred, even

though this results in an extra PARSE-g violation (that is, in addition to the one made
necessary by the dominance of NONFINALITY). For words that are not targeted by
STRESSWELL-Y, the extra PARSE-O violation makes pretonic stresslessness ungrammatical,
since as shown in §2.1.2, PARSE-0 dominates the general STRESSWELL constraint.

The effects of this ranking can also be seen outside of the domain of words based on
Latinate prefixes. First of all, as one might expect, there are words with stressless initial heavy

syliables that superficially resemble those in (60), but do not in fact contain Latinate prefixes:

(63) agnostic, confétti, conquistador, obsidian

There are also some monomorphemic words that bear less of a resemblance to the words in
(60), but yet can have stressless initial syllables. All of the words in (64) are given in either

Kenyon and Knott 1953 or Webster's 1981 with at least a variant with a stressless initial:"?

(64) ambassador, Atlanta, Atlantic, Kentucky, Manhattan, Septémber, sincére

% [ exclude from this list words like Vermont, and Berlin, since as Liberman and Prince (1977:
284) note, *[vermant] and *[berlin] are impossible in English. There must therefore be some
independent constraint that forces coalescence between /€/ and /r/ in this environment, making these
in effect light syllables.
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Outside of Latinate prefixation too, initial heavy syllable stresslessness appears to be
productively generated. Initial reduction of such closed syllables is "restricted to words of
considerable frequency” (Kager 1989: 142, citing Fidelholtz 1975). This would seem an odd
restriction on an entirely extrasystemic pattern (which is how it has usually been treated).
Furthennore, there are examples of destressing in derivation. Most of these cases invoive long
vowels (65a), but there is at least one instance of each a sonorant-final (65b), and an
obstruent-final syllable (65¢c) becoming destressed in a derived word. Again, variation runs
rampant here.
(65) a. Plato, platonic; phone, phonology; vacate, vacation; schéma, schematic;

légal, legality; démon, demonic; régal, regality; fatal, fatality;

photograph, photography

b. sénse, sensation

c. spéctacle, spectacular

So far, we have looked only at initial syllables. However, the ranking STRESSWELL-&, »
PARSE-0 generalizes to medial environments as well. Recall that in the present account, the
dominance of PARSE-0 over STRESSWELL also generates stress on the pretonic syllable of
words like Halicarnassus. The productivity of stress in this environment was demonstrated
by words like argumentation, in which a stressless syllable in the stem becomes stressed.

There are, however, monomorphemic words that lack stress on such syllables:

(66) Kilimanjaro Neébuchadnézzar élecampane
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We also find instances of productive destressing here. Liberman and Prince (1977:298) note
that sentimentality optionally occurs, though séntiméntal bears a stress on the corresponding
syllable. To this example we can add those in (67a) and (67b). All of them appear in Webster's
1981; all have variants with pretonic stress.
(67) a. instrumental, instrumentality; récomménd, récommendation; oriént, Orientation,
represent, representation
b. rétrograde, rétrogradation, civilize, civilization, standardize, standardization;
parasite, parasitology

This too results from STRESSWELL-Y; » PARSE-0:

(68) STRESSWELL-Y, » PARSE-0

Input: | STRESSWELL-Y, | PARSE-0 |
Kiliman aro 7 7 7 .

(Kili)(man)(jaro) * | *

| Kithmngiro) o/

Finally, as Kager (1989:125) notes, there is one clear exception to the generalization that
pretonic obstruent final syllables retain stress when preceded by a heavy syllable: diagnosis.*
Since PARSE-0 dominates WEIGHT-TO-STRESS, by transitivity STRESSWELL-; also does.

Therefore, this exceptionally unstressed heavy syllable, whose superficial resemblance to a

0 Kager (1989: 125) also cites indignarion as 8 counter-example, though his transcription provides a
stress on the pretonic syllable. The stressed version is in agreement with Kenyon and Knott (1953). and Webster’s
(1981). This example highlights the difficuities in attributing stress or stresselessness to [I] - note that fe] and [¥]
often reduce to something like [T}, rather that schwa. The present study follows previous studies of English stress
in abstracting from the difficulties of accounting for various realizations of the reduced vowel.
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Latinate prefix is perhaps not entirely a coincidence, can also be attributed to the lexically
specific ranking of STRESSWELL.

In sum, in this section [ have shown that stresslessness on lone heavy syllables is
productive, at least for a lexdcally restricted group of words. In §1.3, it was demonstrated that
for the bulk of the vocabulary, stress on such syllables is the norm and is productive. Stress
in this context is produced by the ranking PARSE-0 » STRESSWELL, while stresslessness is
induced by a lexically specific ranking of STRESSWELL-Y, » PARSE-0. The difference between
the unproductive exceptions like chimpanzée, which were accounted for via faithfulness, and
these productive exceptions, is well captured by a model in which unproductive exceptions
are encoded with phonological structure in the lexicon, and an appropriate ranking of a
faithfulness constraint, while productive exceptions are accounted for entirely in the grammar,
through reranking (Inkelas, Orgun, and Zoll 1994, Inkelas to appear). Though there is some
overlap between the empirical coverage of these formal mechnisms, and though critena of
productivity are notoriously contentious and difficult to define, it seems clear that lexically
specific ranking, and exceptional lexical specification, have separate roles to fulfill, and that

neither one can be eliminated from the theory.

2.3.6 Remarks on special secondary stress

The most important point about the analysis of spectal secondary stress presented here is that
it does not overgenerate. This contrasts with the account of lexical variation in Halle and
Kenstowicz 1991, which invokes lexically conditioned rules of weight-to-stress and Stress

Copy. Instead of completely shutting down weight effects, as the lexically specific weight-to-
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stress rule does, the lexically specific ranking of STRESSWELL alters the relative strengths of
some of the relevant constraints. Crucially, this reranking does not subordinate
WEIGHT-TO-STRESS or *SONNUC to ALIGN-LEFT. Therefore, the grammar constructed here
does not generate unattested forms such as *AMonongahéla. Further, the lexically specific
ranking of STRESSWELL does not favour *7iconderoga over the correct Ticonderoga, since
adjacent stresses are not militated against by STRESSWELL, only stress adjacent to the primary
stress. If secondary stress weight effects can be turmned off arbitrarily, as in Halle and
Kenstowicz 1991, then there is no reason why these unattested forms should not be generated
alongside the perfectly regular Tatamagouchi.

Halle and Kenstowicz's (1991) use of the lexically conditioned Accent Rule for
condénsation-type words is in part motivated by the observation that stem stress is not
consistently preserved in this environment, as demonstrated by words like information.
Instead of denying that stem stress plays any role, as that analysis implies, the lexically specific
STRESSIDENT constraints allow faithfulness to stem stress to vary somewhat between words.
Because faithfulness, rather than syllable weight, is called upon to motivate the pretonic stress
in condeénsdtion, pretonic stress in a word like concentrdtion, in which the stem lacks stress
on the corresponding syllable, is ruled out. Also, since STRESSIDENT is ranked above
ALIGN-LEFT, left alignment of words like imagindtion is impossible, though it is predicted to
occur under the assumption either of a lexically conditioned rule of Stress Copy (Halle and
Vergnaud 1987, Halle and Kenstowicz 1991; cf. Burzio 1994: 192), or of morphological

reanalysis (Chomsky and Halle 1968; Halle and Vergnaud 1987).
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It appears that here too, it is the al/l or nothing characteristic of full satisfaction that
is at the root of the empirical shortcomings of these prior analyses. The precision of the
present account of the lexical influences on the weight-to-secondary stress relationship is not
bought at the cost of generality. As we have seen, the lexically specific ranking of
STRESSWELL provides a unified account of a number of exceptional patterns of heavy syllable
stresslessness. And by placing the faithfulness constraint STRESSIDENT and its lexically
specific counterpart into the hierarchy established for regular stress, the same principles that
determine regular prosodification are used to control the extent to which stem and underlying

stress can alter the usual pattern of secondary stress.

2.4 Final Hierarchy and Conclusions

The hierarchy now stands as in (69). Underneath the hierarchy are examples from the sets of

words targeted by the lexically specific constraints.
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(69) FTBIN, TROCH

|
ALIGN-HEAD-&

I
NONFINALITY

|
ALIGN-HEAD

/ |
/ STRESSWELL-Y,
/ | *OBsNUC
/ PARSE-0 /
STRESSIDENT-Y, { /
\  WEIGHT-TO-STRESS
\ l
STRESSWELL
/ I
STRESSIDENT *SONNUC, WEIGHT-IDENT
\ |
ALIGN-LEFT

Where & = {vanilla, Manhattan, Mississippi, banana, spaghetti ...}

¢, = {chimpanzee, condensation, creativity, contestation...}

&, = {admire, companion, entire, expose, present, Atlanta, Manhattan,

Kilimanjaro, representation...}

Throughout this chapter, the difficulties that nonuniformity creates for analyses based on full
satisfaction have been pointed out, and have been overcome through the adoption of minimal
violation and constraint ranking. There is little novel in the constraints themselves; the main
innovation here consists of the ways in which they are made to interact.

A crucial aspect of this analysis is that the relative rankings of the constraints are
validated across the various domains investigated. For instance, the low rank of ALIGN-LEFT
that is motivated by the non-aligned leftmost stress in words like Monongahéla is also

required to explain the preference for rightmost main stress (e.g. Ameérica), and for stress

preservation (e.g. imagindtion), over left-alignment. A dominant FTBIN is an essential
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ingrediemt in the analysis of the lack of heavy syllable stress in words like Alexdnder: as well
as in the absence of initial light syllable stress in bandna, its high rank is supported in primary
stress by the violation of ALIGN-HEAD that it compels in words with light penults (e.g.
Canada), and in lexical and stem based stress by the non-preservation of stress in instances
in which this would create a monomoraic foot (e.g. *Montébéllo and *phonétician). This sort
of coherence provides added reason to believe that this approach to nonuniform weight-to-

stress and stress preservation effects is on the right track.
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Appendix A: Initial monomoraic stress preservation
The analysis in the text succeeds in fully accounting for the distribution of reguiar and
exceptional stress on pretonic heavy syllables. There is, however, a residue of exceptionally
stressed light syllables that remain to some extent intractable to it. Examples of lexical stress
are in (70):

(70) racoon baboon efface vamobose suttée séttée éfféte bassoon
cafféine Esséne érrata Colléen fellatio illasion Hippocrates

And of stem-based stress in (71):

(71)  fascist, fascistic; léprosy, léprétic; anarchy, anarchic, gémma, gémmation
hérald, héraldic; modern, modérnity; Aaron, Aarénic; acid, acidic; ftaly, Italian
rabbi, rabbinical; éthic, éthician; Hélléne, Héllénic; lipid, lipidic; clinic, clinicitan
mammal, mammalian; métric, métrician; sum, simmation
It should be noted that many of the words in both (70) and (71) have alternate pronunciations
with unstressed initial syllables. This is not unlike the situation for words like condensarion
and condemnation, both of which appear in Webster's 1981 with both full and reduced
pretonic vowels (Kenyon and Knott 1953 give condensation with only a full pretonic vowel,
and the rest of the words like it with full and reduced variants). The present pattern is also
similar to the condensation/chimpanzee one in that monomorphemic words with stress in this
position are grossly outnumbered by ones without, and that derived words productively
destress, but do not stress, these syllables. All of these facts serve as diagnostics of the

unproductive nature of this pattern, which as we have seen, is well captured by an analysis

based on faithfulness to underlying or stem stress.
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Another benefit of an analysis based on faithfulness is that the restriction of
exceptionally stressed monomoraic syllables to initial position can be derived from principles
active in the grammars of other languages. Work by Selkirk (1994) and Beckman (1995) (see
also Steriade 1993; Flemming 1994) shows that faithfulness constraints are sensitive to the
morphological or prosodic position of the targeted element. For example, in Shona,
contrastive vowel height occurs only in the first syllable of a root. Beckman (1995) attributes
this to a position-sensitive faithfulness constraint demanding identity in height values between
correspondent segments in root-initial syllables, which is ranked higher than the general vowel
height faithfulness constraint. Given the formal equivalence between featural faithfulness and
prosodic faithfulness constraints, it is natural that prosodic faithfulness should also be
position-sensitive. In the present case, by ranking a positional STRESSIDENT constraint above
FTBIN, the restricted distribution of monomoraic feet can be generated.

While such analysis explains why monomoraic feet occur only initially, there are a
couple of remaining problems. McCarthy and Prince (1986) ascribe the ill-formedness of
words like */ba/, */te/, and */pl/ to their consisting of monomoraic feet, which violate Foot
Binarity. If, however, initial monomoraic syllables can exceptionally be parsed, as the data in
(70) and (71) taken at face value do imply, then there is no reason why a lone monomoraic
syllable should not be exceptionally parsed, as it is of course initial. The bimoraic word

minimum, however, is exceptionless. Note that one could not simply reinterpret word
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minimality as a restriction on the size of the head of a Prosodic Word, as exceptional
monomoraic primary stresses also occur (e.g. Sémite, and éssay).”!

The tension between the existence of these exceptional monomoraic feet and the
absoluteness of the bimoraic word minimum is a generally unresolved problem. One way of
avoiding it is to deny that these initial syllables are parsed into feet, and treat them instead as
accented but unfooted, or more radically, as unfooted and unaccented, but unreduced (cf.
Kager 1989: 142, Burzio 1994). To make this consistent with the rest of the text account, we
would need to introduce a violable constraint that demands that an accented syllable be the
head of a foot, or for the more radical view, that a full vowel be stressed, so that in the usual
cases discussed in the text, full vowels, accent, and headship are correlated. Initial accent
preservation would then be generated by ranking positional stress (or vowel quality)

faithfulness™ above the head/accent correlation constraint (v'ra(céon)), but below FTBIN

*! One way of generating these exceptional monomoraic main stresses is to have a lexically
specific version of NONFINALITY that outranks FTBIN. Like the lexically specific STRESSWELL, this
constraint would apply pnimarily, but not exclusively, to words containing bound affixes - in this case
the suffixes -ite, -oid, and -ode (e.g. Semite, cathode, lithoid - see Liberman and Prince 1977: 305).
This would not interfere with a FTBIN-based analysis of word minimality, since when the input is
monosvllabic, NONFINALITY is rendered inactive by the dominance of LEX=PR, that is, by the
requirement that lexical words be prosodified (Prince and Smolensky 1993). An interesting related
observation is that words of this shape (i.e. LH) are regularly end-stressed (Oehrle 1971: Liberman and
Prince 1977: 299). This suggests that the regular pattern is for FTBIN to dominate NONFINALITY, and
that these coustraints are actively competing.

2 One consequence of the stress-based version of this analysis, though, is that it would require
an extension of the theory of prosodic faithfulness in McCarthy (1995) to handle direct preservation of
prominence. In McCarthy (1995), prominence is only preserved indirectly, through faithfulness to the
prosodic role of segments. Insofar as the patterns of 'stress preservation’ discussed in this paper are
idiosyncratic to English, which can only be established through further research, it may be in fact
preferable to treat them as vowel quality preservation instead, and leave the theory of prosodic
faithfulness alone. The prediction this would make is that English-like stress preservation should onlv
occur in languages with vowel reduction.
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(*(raj(coon)). The latter ranking would enable these facts to be brought in line with the
aforementioned analysis of word minimality, since it requires FTBIN to dominate positional

faithfulness.
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Appendix B: Differences between lexical and stem based stress

In the text, I emphasize the parallels between lexical and stem based stress, in order to
motivate a unified analysis of them. There are, however, a series of fairly subtle differences
between the distribution of these two types of special stress. Interestingly, the gaps are always
in the area of lexical stress: in all of these cases, we find examples of stem stress preservation,
but no parallel ones of lexical exceptionality.

First, there is a group of words which preserve stem stress on a pretonic syllable, and
leave the preceding initial syllable unstressed. Here are two of the more robust examples

(Kager 1989: 171):2

(72) apartment, apartmeéntal; seléctive, seléctivity

In these examples, faithfulness to stem stress causes a violation of PARSE-a (or perhaps
TROCH), as well as of the lower ranked STRESSWELL. There are no instances of similar
PARSE-g violations in underived words.

Second, monomorphemic words with a medial stressed pretonic long vowel, parallel
to civilization, do not seem to exast. Similarly, there is a rather long list of derived words with
binary pretonic strings in which the second syllable retains a stressed long vowel:

(77) communality, conglobation, creativity, dénotation, éxcitation, éxclusivity,
éxhumation, éxudation, immobility, 6smolarity, trilobation

3 A full account of words like those in (77) will also have to deal with the complications
induced bv the instances of apparent monomoraic feet (dcoustician) and vowel lengthening
(domesticity) that seem to occur as alternatives to PARSE-0 violations (see Kager 1989: 171 for further
examples).
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There are no attested underived words with long vowels in this position.

The final difference between lexical and stem based stress of which I am aware
involves pretonic -Fs- clusters. These often preserve stem stress:

(78)  contestation, détestation, domesticity, €lasticity, incrustation, inféstation, moléstation,
obteéstation, protéstation

Again, there are no reported monomorphemic words with stress on a medial -}'s- cluster

(Kager 1993: 124).

There are two possible reactions to these disparities between the two types of
exceptional stress, and as the choice seems rather arbitrary, I leave it open. One alternative
is to treat the absence of monomorphemic words in each case as an accidental gap, which is
especially reasonable given that these patterns are subject to regularization — stress tends to
disappear on these pretonic syllables as words become more frequent — and that English is
generally a poor source of underived words with multisyllabic pretonic strings (note the
prevalence of North American place names and Biblical names in example lists). If, on the
other hand, these distributional differences between lexical and stem based stress are thought
to merit a grammatical account, one could specify STRESSIDENT as applying to either lexical-
surface correspondent pairs (STRESSIDENT-LS), or to stem-stem pairs (STRESSIDENT-SS), a
move that is consistent with McCarthy's (1996) well-motivated use of separate
lexical-surface, and stem-stem faithfulness constraints in his analysis of Rotuman. Under this

account, a lexacally specific STRESSIDENT-SS would outrank PARSE-0 (for the forms in (76)),
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as well as whatever constraints rule out monomorphemic words parallel to those in (77) and

(78). STRESSIDENT-LS, on the other hand, would be dominated by these constraints.
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Appendix C: The Luxipalilla problem

As an account of regular pretonic secondary stress assignment, this analysis remains
incomplete in only one respect. For words containing the pretonic string HLL-, like
Liripalilla, it incorrectly predicts *(Lux)(ipa)(lilla), since this parsing respects all of PARSE-
o, FTBIN, and STRESSWELL. However, it appears that some relatively unorthodox
representational assumptions are needed to deal properly with words of this type. In the text,
I have employed more standard representations that allow attention to be focused squarely
on the issues surrounding nonuniformity, because the evidence that motivates the unorthodox
representations is somewhat orthogonal to the discussion of weight-to-stress and stress
preservation.

The important, and often neglected fact about pretonic dactyls is that the onset of the
final syllable is aspirated, and unflapped (in the case of [t]) (Withgott 1982: 146, Gussenhoven
1986: 133, Jensen 1993: 106). This contrasts with consonants that are onsets to a word-final
syllable, even though the immediate environment is identical; in both cases, the consonants
are flanked by reduced vowels (compare Meéditerranean, Mdanitowoc and Navratiléva with
cdpital and automata). In this respect, these consonants are behaving as if they are foot-initial
(potato), or Prosodic Word-initial (fomdro). Thus, while either violating PARSE-g, as in
(Luxi)pa(lilla), or FTBIN, as in (Luxipa)(lilla) would yield the correct distribution of stress,
neither parsing is consistent with the consonantal allophony.

The simplest way to make these syllables foot-initial would be to posit an iambic foot.
However, if iambicity is permitted here, then it is difficult to see how one would give an

account of the usual pattern of antepenultimate noun stress. Furthermore, this would make
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the main stress non-initial in its foot, counter to the evidence from aspiration. Thus, it seems
necessary to either set up another level of foot structure, as in the 'superfoot’ of early metrical
phonology, so that these syllables are incorporated as foot-initial (Prince 1980; cf. [td and
Mester 1992), or to posit recursive Prosodic Word structure (McCarthy and Prince 1993a
Kager to appear), so that they are PrWd-initial.

Whatever the proper analysis of these initial dactyls turns out to be, there are two
related facts that must be accounted for. First, weight related constraints, and stem stress
preservation both consistently override the stresslessness of the second syllable in the HoL-
sequence (e.g. Ticonderdga and iconoclastic). Second, flapping is preserved from the stem
in this environment (e.g. capitalistic vs. militaristic, Withgott 1982). As flapping is allophonic
in English, this last fact may provide motivation for the Stem-to-Stem correspondence
account of morphological relatedness assumed here (see Benua 1995, and McCarthy 1996),
though it could also be that the flapping is derivable from prosodic differences between the
words, which may or may not ultimately require Stem-to-Stem correspondence to explain (cf.

Cohn and McCarthy 1994).
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Preface to Chapter 3

In this chapter, we turn from an examination of the interaction of prosodic constraints in the
stress system of English, to the study of prosodic constraints in child English. In an early stage
of development, words are maximally one foot in size, with longer words being truncated
(e.g. spaghetti -> geti). Following work on Prosodic Morphology by McCarthy and Prince
(1994), I provide an account of this word size maximum in terms of the interaction of a set
of well-motivated prosodic constraints. [ then show that the child system differs from the
prosodic system of adult English in that these constraints are fully satisfied only in the former.
In the final state, faithfulness constraints are ranked higher than the prosodic constraints, thus
blocking truncation. However, the prosodic constraints continue to play a demonstrable role
in the system. Thus, the constraints are outranked, not turmned off.

The basic pattern of reduction to a single foot is well known and well described in the
literature. However, when the adult target is an initially stressed trisyllable (e.g. elephant) it
has been variously claimed that the stressed and the medial syllables, or the stressed and
rightmost syllables, are usually preserved in a child's truncated production. An examination
of the relevant forms in a large corpus of previously unpublished data on the acquisition of
English shows unequivocally that the usual pattern is to preserve the stressed and rightmost
syllables (Echols and Newport 1992), and that apparent exceptions are due to the selection
of the least marked onset. This pattern of onset selection provides evidence of minimal
violation in the child system itself, since marked onsets are elsewhere well tolerated.

The final section documents a case of minimal violation across developmental stages,
this time in the gradual relaxation, or limitation, of a "consonant harmony constraint”. The

constraints limiting consonant harmony are also shown to play a role in onset selection.
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Chapter 3

Minimal Violation and Phonological Development

3.0 Introduction

The chief innovation of the approach to phonology taken in Optimality Theory (Prince and
Smolensky 1993) lies in its claim that constraints are minimally violable; that a constraint can
be violated if and only if its satisfaction would interfere with the demands of a higher ranked
constraint. This can be contrasted with the usually implicit view that an active constraint is
inviolable at the level at which it applies. Prince (1993), as well as Chapter 2 above,
specifically discuss the types of explanatory gains made possible by the adoption of minimal
violation in analyses of phonological phenomena. Extensive discussion of the results of this
shift in theoretical assumptions can be found in Prince and Smolensky (1993), in the work of
McCarthy and Prince (1993a, 1993b, 1994a, 1994b, 1995), and in the papers collected in
Beckman, Walsh, and Urbanczyk 1995, as well as in the Rutgers Optimality Archive
(http://ruccs.rutgers.edu/roa.html).

The goal of the present paper is to show that minimal violation also leads to an
improved understanding of phonological development. It is a common observation that the
speech of young children is subject to strict constraints on the phonetic shape of utterances
that are overcome in the course of development. If constraints must be fully satisfied. then to
overcome one is to render it completely impotent.' If on the other hand constraints are
minimally violable, a constraint that is overcome is not necessarily shut off. When a constraint

is outranked by another, it will continue to be satisfied wherever it does not conflict with the

ISee §3.3 below, as well as chapter 2. for discussion of the mechanisms by which the effects of inviolable
constraints might be limited. rather than fully suppressed. For the present, suffice it to say that in a theory that
assumes fully satisfied constraints. incomplete satisfaction requires some special explanation.
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requirements of the dominating constraint. Under this view, the effects of a child language
constraint that is overcome could persist in sometimes quite subtle ways through successive
developmental stages and into the mature system.

One much discussed restriction on the phonetic shape of child language is a bisyllabic
maximum on word size, which applies at about age two. When a child at this stage attempts
words whose aduit forms are larger, they are truncated, so as to conform to the size limit.
This has been extensively documented in both child English and child Dutch (Holmes 1927:
224; Allen and Hawkins 1978, Ingram 1978; Echols and Newport 1992; Fee 1992, 1995,
Fikkert 1994, Gerken 1994, Wijnen, Krikhaar and den Os 1994; Demuth 1995, and Demuth
and Fee 1995). While the existing accounts of this restriction are quite varied in their
theoretical premises and in the details of their analyses, they agree that whatever constraint
is responsible for this word size maximum is unique to the child system, and disappears during
development, so as to play no role in the adult language.*

Since words in Dutch and English routinely exceed two syllables in length, such a
conclusion may seem inevitable. In the first section of this paper, [ suggest that contrary to
initial appearances, the constraints responsible for the word size maximum do indeed play a
role in the adult language, in particular, in the English stress system. Adapting work on
prosodic morphology by McCarthy and Prince (1994), I show that the child language

restriction can be reduced to the satisfaction of several well-motivated prosodic constraints.

2 As will be discussed below. accounts that define the restriction in prosodic terms (Fee 1992. 1995:
Fikkert 1994; Demuth 1995: Demuth and Fee 1995) draw a connection between the child language constraint and
constraints active cross-linguistically. They mostly agree with other accounts. though. that the restriction is not part
of adult English or Dutch (with the important exception of the discussion of hypocoristic formation in Fee 1992.
1995).
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I then demonstrate that while two of these constraints are in fact violated in adult English,
they continue to have effects in the English stress system. Instead of being freely violable, or
turned off, they are minimally violable, or outranked.

Following the account of the word size maximum, [ tumn to the patterns of content
preservation seen in the truncations of adult targets that exceed that size limit. The analysis
of these patterns reveals an instance of minimal violation in the child system itself. To
establish the empinical base for the analysis, I present previously unpublished data from an
extensive corpus of spontaneous utterances produced by four English learning children (see
Compton and Streeter 1977 for the method of data collection and preliminary analyses).
These data provide strong support for Echols and Newport's (1992) contention that
truncations of initially stressed trisyllables usually preserve the initial and final syllables, with
the medial one being deleted (cf. Gerken 1994; Wijnen, Krikhaar and den Os 1994). All
apparent cases of preservation of the medial rather than the final syllable can be attributed to
the relative markedness of the onsets of these syllables: the medial syllable's onset is retained
instead of the onset of the final syllable only when the former is less marked (i.e. less
sonorous: e.g. [bAfo] buffalo;, cf. [efent] elephant). This parallels better known cases of onset
selection in initial truncation (e.g. [bun] for balloon). It is here that we find evidence of
minimal violation. The constraint demanding unmarked onsets is violated at this stage of
development, since marked (i.e. high sonority) onsets are usually well tolerated (e.g. [jEwo]
yellow). Its role in determining the output of truncation, however, shows that it is not turned

off.
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The third section of the paper is concerned with another well-known restriction on
early child utterances: that within a word, and sometimes within a phrase (Donahue 1986),
consonants must have the same place of articulation (Jespersen 1922: 109; Ferguson, Peizer
and Weeks 1973, Smith 1973; Drachman 1976; Menn 1976, Cruttendon 1978; Vihman 1978;
Spencer 1986, Stemberger and Stoel-Gammon 1991, McDonough and Myers 1991; Macken
1992, 1995; Leveit 1994, 1995; Stoel-Gammon and Stemberger 1994; Stemberger 1995,
Dinnsen, Barlow, and Morrisette 1996, Goad 1996, to appear). This restriction, often
described as consonant harmony, is usually not stated as simply demanding agreement in place
specification, since its application is normally limited in one or more ways. For instance, it
is often the case that only coronals assimilate, so that words with a combination of labials and
velars would violate a condition on place agreement. The claim here is that the limitations on
the effects of this constraint are caused by its being dominated by constraints favoring a match
between Input and Output representations (the Faithfulness constraints of McCarthy and
Prince 1995). Again drawing on the corpus described in Compton and Streeter (1977), |
provide evidence of a developmental progression in which this constraint is first fully satisfied,
and then violated when its satisfaction would require a non-coronal consonant to be altered
(i.e. Stage 1: [gog] dog, [gak] box; Stage 2: [gog] dog, [boks] box). Following the
presentation of this further evidence for the view of development as constraint reranking, the
paper concludes with a discussion of some prospects and problems for further research within

this framework.
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3.1 The Prosody of Child and Adult English
Child language researchers have long recognized an early stage in which words are maximally
bisyllabic, and longer adult targets are truncated. Perhaps the earliest record of this stage is
in Holmes' (1927:224) description of his daughter Mollie's speech: "A word of more than two
syllables seems to be consistently reduced to two. Presumably that was Mollie's syllable span.”
Subsequent research has shown that the binary "syllable span” is not quite
descriptively accurate. Bisyllables can be truncated as well, if they are finally, rather than
initially stressed. The following near minimal pairs, produced by an English learning child,
tllustrate the difference between initially and finally stressed bisyllables (from Trevor's corpus;
see §3.2 for details on the source, and for more truncation examples). Age is given in
parentheses as years;months.days.
(1) a. [ga:beds] garbage (1;10.5) [wae:dr1t] rabbit (1;9.2)
b. [ga:dz] garage (1,10.5) [wee:f] giraffe (1;9.1)
As is typical of children at this stage, initially stressed bisyllables (1a) are produced intact,
while finally stressed ones (1b) are reduced to monosyllables. This asymmetry between 'co
and o'c sequences shows up again in truncated productions of trisyllables with medial stress.
The final two syllables, which form the preferred 'oo shape, are consistently retained. Here
again are some examples from Trevor:
(2) a.[te:do] potato (1;10.2)

b. [ge:di] spaghetti (1,9.2)
c. [ge:der] together (1;10.1)
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The ‘oo unit that is preserved in these utterances is in fact the canonical left-headed foot (or
trochee) of the English stress system (Hayes 1982, Kager 1989, Chapter 2 above; cf. Burzio
1995). The maximum word size of early child English is thus properly characterized not as
a bisyllable, but rather as a foot.

To formally express this child language word size maximum, Allen and Hawkins
(1978), Gerken (1994), and Wijnen, Krikhaar and den Os (1994) invoke templates that
restrict children's words to a single SW rhythmic sequence (Strong/Weak. ie.
stressed/unstressed), while Fee (1992) and Fikkert (1994) use a prosodically based Minimal
Word template that imposes a single foot limit.

While based on somewhat different theoretical premises, these accounts share a
common strength, and a common weakness. They all capture the convergence between the
prosodic or rhythmic structure of child language, and that of the adult system, since under
these analyses, children are making use of the basic prosodic or rhythmic unit of the mature
language. The shared weakness, however, is that the child language limit of one foot. or SW
unit, per word, is simply stipulated.

In what follows, I adopt the framework of Optimality Theory (Prince and Smolensky
1993) to show that the monopedal maximum of child language can in fact be derived frc;m the
interaction of independently motivated prosodic constraints, and that these constraints

continue to play an active role in the stress system of adult English.
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3.1.1 The Size Restriction Derived

The analysis of the size restriction to be presented here starts from the important observation
that the maximal size of words in early child language is equivalent to the Minimal Word of
many adult languages (Fee 1992, 1995, Fikkert 1994).

The cross-linguistic import of the Minimal Word was first demonstrated in McCarthy
and Prince (1986). As its name implies, the Minimal Word usually sets a lower bound on
word size. For example, in Diyari, bisyllabic kapa ‘man’ is well-formed, while monosyllabic
lexical words such as *ka are nonexistent (Austin 1981, McCarthy and Prince 1986).
McCarthy and Prince (1986) derive this restriction from the interaction of the prosodic

hierarchy (3) with a principle of Foot Binarity (Prince 1980).

(3) Prosodic Hierarchy (Selkirk 1980)

Prwd Prosodic Word
I-l't Foot
(|7 Syllable
plt Mora

The prosodic hierarchy is a hierarchy of constituency, with members of each level being
grouped into a constituent of the next level above. Morae are organized into syllables,
syllables into feet, and so on. It appears to be a universal of prosodic representation that every
constituent must have a head; that is, that it contain an element from the next level below (see

Selkirk 1995). If every Prosodic Word must contain a foot, and if by the principle of Foot
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Binarity feet must be binary at either the moraic or syllabic level, then it follows that every
word must be bisyllabic or bimoraic. In a language like Diyari, which does not permit
bimoraic syllables, the result is a bisyllabic minimum.

The Minimal Word sets an upper limit on size in much more restricted circumstances
in adult languages. Conveniently, Diyari also provides an example of the Minimal Word as
maximum. Reduplication fully copies bisyllabic words (4a). When the word is longer, only the

first two syllables are reduplicated (4b).

(4) Diyari Reduplication

Stem Reduplicated form
a. kanku kanku-kanku 'boy’'
b. kukunga kuku-kukuna 'to jump'

To explain this pattern of reduplication, McCarthy and Prince (1986) posit a Minimal Word
template as the lexical form of the reduplicant.

The parallel between the shape of the Diyari reduplicant and children's early
productions is interesting. However, to simply state that children's early words are Minimal
seems insufficient: one would like an explanation for why this shouid be so. Demuth and Fee
(1995) suggest two such explanations. The first is that the prosodic hierarchy becomes
available gradually, and that children at this stage have access only to the foot, and not to the
Prosodic Word. I refer the reader to Demuth and Fee (1995), and Goad (1996b), for further
development of this idea.

Here I will take up Demuth and Fee's other suggestion, which they do not pursue in

any detail: that the Minimal Word is the unmarked Prosodic Word. Under this view, the
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connection between Diyari, and child language, is that unmarked structures are characteristic
both of reduplication (Stertade 1988, McCarthy and Prince 1994a), and of the early stages
of acquisition. The violability of constraints in Optimality Theory permits a definition of
markedness that is extremely simple to state but rich in its implications: a form is marked if
it violates a constraint (Smolensky 1993, McCarthy and Prince 1994a). Since every structure
in all likelihood violates some constraint, this standard of markedness never makes absolute
judgements; structures are not simply marked or unmarked. Rather, structures are marked or
unmarked with respect to various dimensions of well-formedness, and we can compare the
markedness of one structure to another along each of these dimensions.

Demuth (1995) provides an Optimality Theoretic analysis of child truncation in which
a constraint that demands a minimal Prosodic Word outranks Faithfulness constraints.
However, because it takes the unmarkedness of the minimal Prosodic Word to be a primitive
notion, this analysis yields no explanatory dividends beyond those that are accrued by a
Minimal Word template account. A different line of attack is taken in McCarthy and Prince's
(1994a) reanalysis of Diyari reduplication (see further McCarthy and Prince 1994b and
Urbanczyk. 1996 on this atemplatic approach to Prosodic Morphology). They show that
unmarkedness of the Minimal Word maximum can be explained in terms of its satisfaction of
a few basic prosodic constraints, much in the same way that the Minimal Word minimum is
reduced to the interaction of the prosodic hierarchy with Foot Binarity in McCarthy and
Prince (1986). By extending this analysis to child language, we gain an explanation for the

unmarkedness of child truncations.
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The first ingredient in the analysis is an ALIGNMENT constraint. McCarthy and Prince
(1993b) show that alignment of the edges of prosodic and morphological domains is the
motive force behind a number of phonological and morpho-phonological processes (see also
Selkirk's 1986 edge-based theory of the interface between syntax and prosody). Of special
interest in the present context is that constraints of this type formally recognize the functional
importance of word edges (see esp. Kager 1994), which has long been noted by
acquisitionists (e.g. Slobin 1973; Echols and Newport 1992). The constraint needed here is
one which demands coincidence of the edges of feet with the edge of the Prosodic Word. [
follow McCarthy and Prince (1994) in invoking ALIGNLEFT, but ALIGNRIGHT would do as
well:

(5) ALIGNLEFT
Align(Ft, L, PrWd, L)

'Align the left edge of every foot with the left edge of the Prosodic Word'

When a Prosodic Word consists of a single foot, as in (6a), ALIGNLEFT is fully satisfied. Any
additional feet will fail to be aligned with the left edge of the Prosodic Word, and will cause

a violation of this constraint, as in the bipedal (6b).

(6) a. [(00)c)ews : ¥ ALIGNLEFT b. [(00)(00)g]pwa: *ALIGNLEFT

Fully satisfied, this constraint serves to limit words to a single foot. However, for the
bisyllabic (6a) to be optimal, we also need an active constraint that forces syllables to be
incorporated into feet. Most recent work in prosodic theory allows foot parsing to be

non-exhaustive; syllables not parsed into feet can under certain circumstances be parsed
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directly by the Prosodic Word (see Kager 1989, Idsardi 1992, [t and Mester 1992 as well
as most subsequent literature on metrical phonology). As (7) illustrates, the addition of such

a syllable would not violate Align-Left, and would create a trisyllabic word:
(7) [(00)eOlpwa: ¥ ALIGNLEFT

Prince and Smolensky (1993) propose PARSE-0 as the constraint that punishes this sort of
non-exhaustive parsing (8):
(8) PARSE-G

Every syllable must belong to a foot
Combining ALIGNLEFT, and PARSE-0 with FTBIN derives the effect of the “Minimal Word
template”, since in concert they demand that a word consist of a single binary foot. The chiid
language size restriction can thus be ascribed to the satisfaction of these three prosodic
constraints.

The satisfaction of these prosodic constraints comes at the cost of violating
Faithfulness. Constraints in Optimality Theory can be broadly divided into two groups.
Structural constraints, like the prosodic constraints that have just been discussed, evaluate
the well-formedness of the OQutput form. Faithfulness constraints evaluate the relationship
between Input and Output (for present purposes underlying and surface form, though they
can also be used to assess the relationship between structures at other levels). Structural
constraints demand an Qutput that is perfectly formed according to their requirements, while

Faithfulness constraints demand a perfect .match between Input and Output. Much of
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Optimality Theoretic phonology involves the resolution of conflicts between these two sets
of demands.

I take the fairly standard assumption (since Smith 1973) that in child phonology, the
Input is equivalent to the adult surface form (minus any perceptual losses; see e.g. Macken
1980), while the Output is the child’s production (see Hale and Reiss 1996 and Smolensky
1996 for discussion in the context of Optimality Theory). From this it follows that child
truncation involves a mismatch between Input and Output. In the Correspondence theory of
Faithfulness (McCarthy and Prince 1995, and most subsequent work in Optimality Theory),
Faithfulness violations are assessed by directly examining the relationship between the Input
and the Output (cf. Prince and Smolensky 1993). The constraint violated by truncation is
MAXI-O, which demands a full realization of all Input elements in the Output. The formal
statement of this constraint, which can be paraphrased as 'No deletion, is given in (9).
(9) MAX-IO

Every element in the Input has a Correspondent in the Output.
The violation of MAX-IO is compelled by its being ranked beneath ALIGNLEFT, PARSE-G,and
FTBIN. To illustrate why this ranking leads to truncation, I provide an illustrative tableau in
(10).

The tableau compares the violations incurred by possible Output realizations of the
Input form, referred to as candidates. Candidates are eliminated when they violate a constraint
that another candidate satisfies. This process of evaluation starts with the highest ranked

constraint, and continues on down the hierarchy until all but one candidate is eliminated. The
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candidate that remains is the optimal, or grammatical one. The conventions of the tableau are
the following. Constraints separated by a solid line are ranked with respect to one another.
while those separated by a dashed line are unranked. Constraints are unranked when their
ranking cannot be determined by the data at hand, or because they do not conflict. The
constraints are rank ordered left-to-right. Constraint violations incurred by each candidate are
indicated by asterisks in the appropriate column, and an exclamation mark shows the violation
that rules out a particular candidate. The optimal candidate receives a check mark to highlight
its grammaticality. As our concerns are prosodic here, rather than segmental, orthography

suffices to indicate the retained syllables.

(10) ALIGNLEFT, PARSE-G, FTBIN >> MAXI-O

Input: hippopotamus ALIGNLEFT | PARSE-c | FIBN MAXI-O |

|
b e e —————— e ————— e ——— p——e———
1

a. [(hippo)(pota)mus]

b.[(pota)mus]

¢. [(potamus)]

d. [(hippo)(pomus)]

| e ((pomus)] v

Candidates (10a) through (10d) violate one or more of ALIGNLEFT, PARSE-g, or FOOTBIN,
for the reasons detailed above. It is important to keep in mind that PARSE-G only demands
that syllables in the Output representation be incorporated into feet; it says nothing about the

Input-Output relation, which is of concern only to MAXI-O. For simplicity’s sake, MAXI-O
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violations are here assessed in terms of the number of syllables deleted, rather than segments
(cf. McCarthy and Prince 1995; McCarthy 1996). Because the three structural constraints are
ranked above MAXI-O, the last candidate is optimal.

As the optimal candidate violates none of the structural constraints, and incurs no
marks under them in the tableau, it is structurally unmarked, in the sense of McCarthy and
Prince (1994). Under this analysis, child truncation can now be understood as an instance of
the broader unmarkedness of child phonology (Jakobson 1941/68; Stampe 1969,
Gnanadesikan 1995), rather than as a product of a specialized template. Furthermore, the
constraints invoked in the present analysis are of wide generality. Their effects in the
languages of the world are well documented in Prince and Smolensky (1993), and McCarthy
and Prince (1993, 1994, 1995) amongst others, and in the next section, we will see that they

in fact play a role in the stress system of English.

3.1.2 Development as Reranking
As Menn (1980: 35-36) emphasizes in the following passage, constraint-based theories of
phonology. have long held considerable appeal for child phonologists:

...the child's "tonguetiedness," that overwhelming reality which Stampe and
Jakobson both tried to capture with their respective formal structures, could
be handled more felicitously if one represented the heavy articulatory
limitations of the child by the formal device of output constraints... The child's
gradual mastery of articulation then is formalized as a relaxation of those

constraints
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It is hence not surprising that a number of researchers have embraced Optimality Theory as
a framework for the study of child pronunciations. Several have pursued the idea that the
difference between the sound systems of child and adult language lies in a difference in the
relative ranking of structural and Faithfulness constraints. As in the truncation example above,
a lower ranking of Faithfulness constraints in child language produces the observed structurat
unmarkedness of child utterances (see especially Gnanadesikan 1995, as well as Demuth
1995, Levelt 1995, Stemberger 1995, Velleman 1995, Goad 1996, to appear;, see also Hale
and Reiss 1995, 1996 and Smolensky 1996 for discussion of foundational issues).

The potential of Optimality Theory as a framework for examining phonological
development has yet to be much exploited, however. In all the cases studied to date, structural
constraints that are active in child language become completely inactive in the mature
grammar. In terms of development, these scenarios could equally be characterized as the
elimination, or turning off of constraints.> A comparison of the prosody of adult and child
English contributes an example of development as constraint reranking, in that structural
constraints that are fully satisfied in child language are minimally violated in the adult
language.

If all of FTBIN, ALIGNLEFT, and PARSE-0 were fully satisfied in adult English, then
words would be maximally bisyllabic, as in child English. That larger words are permitted
shows that these structural constraints are dominated. First of all, let us consider the adult

parsing of bandna. In this word, there is an unstressed, unfooted syllable at the left edge

3 Gnanadesikan 1995 provides evidence of minimal violation in the child system itself. which will be
discussed with other examples of this type in §3.2.6.
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(Kager 1989; §2 above), which violates both PARSE-o, and ALIGN-LEFT. To compel these
violations, the Faithfulness constraint MAXI-O must be ranked above both of these structural
constraints, in reverse of the child language situtation in which it is subordinated to them. The

tableau in (11) illustrates this aspect of the adult grammar.

( 1 )MAXI-O >> PARSE-0, ALIGN-LEFT

e L vezo Toomem Toms

[f etther PARSE-0, or ALIGN-LEFT were ranked above MAXI-O, candidate (11a) would be
preferred to candidate (11b). However, with MAXI-O dominating these two constraints, (1 1b)
is correctly chosen as optimal.

This particular difference between the child and adult grammar is of the type that
could be equally captured by constraint elimination, or parameter resetting. [n what we have
seen thus far, PARSE-0, and ALIGN-LEFT are fully obeyed by the child, and entirely
disregarded by the adult, so that instead of saying that they are outranked by MAXI-O in the
adult grammar, we could simply say that they are turned off. However, a closer look at the
adult system shows that these constraints do play a role, that they are in fact minimally, not
freely violated.

The role of ALIGN-LEFT in English is documented in McCarthy and Prince (1993).

When a trisyllabic sequence precedes the main stress, secondary stress usually appears on the
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initial syllable (see § 2 for an account of the exceptions). The words in (12) exemplify this

pattern:
(12) Tatamagéuchi abracadabra Kalamazdéo Winnepesaukee Wapakonéta Lollapalooza

By having the initial foot aligned with the left edge of the Prosodic Word (i.e.
(Tata)ma(gou)chi), these words satisfy ALIGN-LEFT. A parsing which maintains an alternating
rhythmic pattemn (i.e. 7a(tama)(gou)chi) would violate ALIGN-LEFT. This indicates that
ALIGN-LEFT dominates ALIGN-RIGHT, since the latter is better satisfied by Ta(tama)(gou)chi.

PARSE-0 is ranked much higher than ALIGN-LEFT in the grammar of English, and has
a broader range of effects, which provide further evidence that these constraints are
outranked, rather than tumed off. First of all, to allow iterative footing, PARSE-0 must

dominate ALIGN-LEFT:

(13) PARSE-G_>> ALIGN-LEFT

e et e —————————— = —————

Input: apalachicola PARSE-c ALIGN-LEFT

| a. (apa)lachicola

| b. (apa)(lachi)(co)la v/ Kk kKK

A candidate with but a single foot, as in (13a), fully satisfies ALIGN-LEFT. PARSE-0 must rank
above ALIGN-LEFT to compel more exhaustive footing, as in (13b), in which the sole PARSE-c
violation occurs to satisfy a higher ranked NONFINALITY constraint (AKA Extrametncality;

see Prince and Smolensky 1993, Chapter 2). The two sets of ALIGN-LEFT violations are those
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incurred by the second and third feet respectively, counted in terms of the number of syllables
separating them from the left edge.

A more subtle PARSE-0 effect can be seen in what is commonly referred to as the
'Arab rule’ (Kager 1989; § 2.1.1 above). In a word like Alexdnder, the medial syllable is heavy,
yet stressless, in violation of the WEIGHT-TO-STRESS constraint, which demands that heavy
syllables bear stress. The dominance of PARSE-0 over WEIGHT-TO-STRESS motivates the
creation of a bisyllabic foot, rather than a monosyllabic one that would respect

WEIGHT-TO-STRESS:

| a. A(lex)(an)der

| b. (Alex)(an)der v/

More generally, PARSE-0 acts to incorporate syllables into feet wherever possible, where the
limit on what is possible is defined not only by the higher rank of MAXI-O, but also by that
of FOOTBIN. As we saw above, in a word like bandna, the first syllable is left unparsed. In
banddna, by contrast, the initial syllable is footed. The difference between these words is that
the initial syllable of banddna is bimoraic, and can thus be the sole constituent of a foot
without trangressing FTBIN, while the putative (ba)(ndna) would violate FTBIN due to its
possession of a monomoraic, monosyllabic foot.

In this account, the transition from the prosodic system of early child English, to that

of adult English, involves not the shutting off of structural constraints, but their being
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outranked by Faithfulness constraints, and ranked with respect to one another. Both PARSE-0
and ALIGN-LEFT are unviolated in child language, but minimaily violated in the adult
grammar.*

In child truncations, there are two points of interest: the size restriction itself, and
what is retained from an adult target that exceeds the size limit. Up to this point, we have
been concemned solely with the former. In the next section, we turn to the patterns of content
preservation displayed when children produce adult targets of various prosodic shapes. As
well as fleshing out the account of child truncation, this section provides an example of an
outranked structural constraint in the child system itself, thus adding to the evidence for the

view of development as constraint reranking.

3.2 Content Preservation and Faithfulness

3.2.1 The empirical base

Though child truncations have been the subject of considerabie study, there remains some
lingering controversy over what exactly is preserved from adult targets. It is not a simple
matter to resolve this data issue, because some of the relevant forms are fairly sparsely
attested in child speech, and there is very little phonetically transcribed developmental‘data

that is publicly available.” Here I address the issue by consulting a large corpus of previously

* FTBIN. on the other hand. may well be inviolable in both. despite appearances to the contrary w very
carly stages of child language (see Goad 1996b. and cf. Chapter 2: Appendix A for discussion of some possible
violations in the adult system).

5 One important exception is the corpus of Dutch child language recently contributed to CHILDES
(MacWhinney 1995) by Paula Fikkert and Claartje Levelt (see Fikkert 1994 and Levelt 1994).
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unpublished data on the acquisition of English. As we will see, these data do allow us to clear
up the some of the remaining ambiguities in the description of child truncation.

The data to be discussed here were originally collected by a team under the direction
of A.J. Compton in the 1970's. The method of data collection, and some preliminary analyses,
are presented in Compton and Streeter (1977). The project was undertaken to map out as
precisely as possible the development of children's sound systems. With this goal in mind, a
diary method of data collection was chosen, with parents keeping track of their children's
utterances by recording them in notebooks, 'at least four days a week and scattered
throughout the child's waking hours, covering about 4 hrs. a day’ (Compton and Streeter
1977: 100). The parents were speech pathologists, and received additional training in the
phonetic transcription of child speech prior to the study.

This method of data collection allowed for a particularly large and comprehensive
sample to be gathered; for the four children to be discussed here, a total of over 25,000
utterances were transcribed (about 3371 for Derek, 5772 for Julia, 5258 for Sean, and 13351
for Trevor).® The transcriptions cover the ages of 1;0.6 to 3;2.1 for Derek, 1;2.21 to 3;1.3
for Julia, 1;1.25 to 3;2.20 for Sean, and 0;8 to 3;1.8 for Trevor. All of the children were
learning American English as spoken in California; none had any language or learning related
impairments.

The obvious disadvantage of the diary method is that there is no way to verify the

accuracy of the transcriptions, since no tests of interrater reliability are usually possible (let

® These are the number of entries in the database. They only approximate the total number of utterances
since some of the entries are the parents’ comments. rather than trapscribed utterances. It is a relatively close
approximation. though. because there are relatively few comments.
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alone instrumental study of the phonetic characteristics of the utterances). However, in this
case, Compton and Streeter (1977) checked the reliability of samples of the parental
transcriptions by comparing them with transcriptions done simultaneously by the principal
investigator, and by taping some sessions, so that they could also be transcribed by both the
parent and the principal investigator. Compton and Streeter (1977:100) note that "[t]hese
reliability checks indicated a high agreement of the phonetic transcriptions and, particularly,
for the consonants (approximately 90%) which are the primary focus of this research.” In the
present study, we will be concerned with phonetic detail only at the level of the basic place
and manner features of the consonants, and to a minor extent vowel quality. Therefore, we
can have a reasonable degree of confidence in the accuracy of the transcriptions.

With such a large corpus, pencil and paper analysis is extremely difficult. From its
inception, the aim of Compton's project was to create a computerized database, and Compton
and Streeter (1977) report on the progress of that work to that date. Unfortunately, due to
the limitations imposed by the technology of the day, the computerized database was never
completed, and the corpus remained mostly unanalyzed. To make use of the corpus for
present purposes, I scanned a typewritten version of the transcripts to create computer
readable images, and used Optical Character Recognition software (OmniPage Pro) to create
text files. These were then checked and placed in a simple database format.

The database at present contains no indication of stress or syllable structure in the
glosses. Therefore, I searched the transcripts manually for target words of particular prosodic
shapes. In particular, I extracted all finally stressed bisyllables, and all medially and initially

stressed trisyllables, since each of these groups of target words is of particular interest for the
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patterns of preservation displayed in children's truncated productions of them (longer words
are quite rare, and were excluded, since they would yield such a small sample).” The gloss
field of the database was then searched for all occurrences of these words. The Appendix to
this chapter contains the compiled results of this search for each child. In the Appendix, both
truncated and non-truncated instantiations are included, so as to illustrate in some detail the
process of prosodic development, and the varniation inherent to it.

In the following tables, I supply exemplars of the patterns of preservation displayed
by each child for each word, and the ages at which the first and the last token was produced.
Since they contain only truncated examples, these tables abstract somewhat from the actual
developmental vanation. They also abstract from some variation in the exact segmental
makeup of the words, except where this is relevant to the issues of content preservation.

I will start with the medially stressed tnsyllabic targets. As mentioned in the
introduction, children's truncated productions of these words almost always preserve the
stressed and rightmost syllables (see Smith 1973, Ingram 1978, Allen and Hawkins 1978,
Echols and Newport 1992, Fikkert 1994, Gerken 1994, Wijnen, Krikhaar and den Os 1994,
and Demuth and Fee 1995). This tendency is clearly evident in the data in (14) as well. In
most cases, the initial syllable of the child's truncated production is headed by the stressed
vowel from the second syllable of the adult target, while the final syllabie in the target and the
truncated form correspond. As a perusal of the table will show, there are just a few isolated

exceptions, about which I will have nothing to say in the analysis: another and gorilla both

7 As the database is so large, there is the possibility that a few relevant words could be missed. However.
any word that occurred frequently enough to be of much interest would in all likelihood be included.
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have some truncated versions whose relationship to the target is particularly opaque ([jowo],
and [ja] for another, [wA:ga:] for gorilla), and another has a couple of variants that retain
the initial syllable (e.g. [9n2-]).® As for the onset of the child's initial syllable, it can
correspond to either the onset of the medial or the initial syllable of the adult form. As has
also been observed by Smith (1973) and Fikkert (1994), the initial onset is often chosen so
as to replace a liquid ([d1fas] delicious, [gn:wa) gorilla, [ma:kas] maracas) or a stop coronal

([bznd] banana;, [pedo] potato), with the former seeming to be somewhat more consistent.

(14) Truncations of g'00 targets

another apartment
Derek [nAd3] 2;223~25.11 Julia [partment] 2;3.14-~2.5.16
Julia [jewo] 1;10.12
(el 1,114
Sean [and] 1,9.15
[a0] [;10.11
[nade+] 242
[A9] 2:4.22 baloney
[anA] 2:4.24 Derek [bwont] 2;7.18~-2;10.2
[(nAB3] 2;10.13
Trevor [nA:2+] 2,517
[nA:da] 2;5.17
[ona+] 3,20

® The pronunciation of gorilla as [go:wzx | may be initial nucleus preservation as well. or it may result
from misperception or misproduction of [1] due to the sarrounding liquids.
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banana delicious
Derek [nzns] 23.0~240 Julia [d1fas] 1,11.27
Julia [mzna] 1;7.16 ~ 1;10.8
[bzna] 1;11.6 ~2;5.29
[blena] 2,320~245
Sean [nzna] 1,828 ~1;11.19 | eleven
Trevor [nzna] 0;11.10~1;6.8 |Julia [deban] 1,9.10
[nznz]® 1,09~3;1.8 [jeban] 1;9.15
[jemin] 1;9.20~1,10.7
[jevon] 2:.2.24
gorilla maracas
Julia [graowa] 2;2.21 Trevor [ma:kas] 2;0.27
Trevor [goowae] I;11.12
[wA:ga:] 1;11.14
[gA:wa] 1;11.14
Modesto museum
Trevor [desto] 2:8.15 Trevor [zi:Am] 2;7.27
Nathaniel pajamas
Trevor (ffue] 2;1.0 Julia [damas] 1:827~202
[fe:no] 2;1.17 Sean [dBzmaf] 1;11.15~2.023
[fepo:s] 2,2.23 Trevor [da:mas] 1;7.11
[fza:mas] 1;7.26~2210
piano potato
Julia [p2no] 1;9.19~2;:4.17 Julia [pedo] 2,025~2,120
Trevor [p2:no] 1;11.9 ~2;2.23 [teto] 2;5.16
Trevor [te:to] [,9.19~1.105
remember salami
Julia [mema] 1;10.8 ~ 3;0.1 Trevor [ma:mi] 1,6.25~2.10
[membo] 2;1.18 ~2;7.29 '

® This reduplicated form, by far the most common variant of banana in Trevor's corpus. 15 quile
idiomatic: no other reduplication persisted to this extent. Trevor seemed to have a lot of fun with this word. When
he was about ! vear old. banana served as the cover term for all fruit. and there are at least a dozen pronunciations
attested during this time. To save space these have been left out of the present table. but see the Appendix for

details.
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spaghetti Theresa
Julia [d1bi] 1,9.7 Trevor [r:sa] 2;11.10
[gebi] 1;10.8
[skebi] 1;11.19~2,3.8
[sketi] 2;0.29
Trevor [gedi] 1;427~192
together tomato
Trevor [ge:de] 1,9.27 ~ 2;0.27 Julia [meno] 1,922 ~ 1,10.27
[meto] 2;0.11~2;10.30
Trevor [me:do] 2,0.27
tomorrow umbrella
Julia [mowo] 1;7.16 ~ 2,0.17 Derek [bwea] [;11.30
Trevor [moro] 1;8.12~2;1.14 Sean [bela] 2;0.1
Trevor [bra:g= ] L1l
[bre:wa] I;11.5
[bAwa] 1;11.5
[bwe:waz] 2;1.0~2;1.14
vagina
Trevor [dzaiin@] 2;11.10

Bisyllables with final stress are also truncated by deleting the initial syllable. Again,

the onset from the initial syllable is often retained so as to replace a liquid. In fact, for

balloon, belong, garage, Marie, and police, when only one of the two iarget onsets is

realized, the liquid is always deleted in favour of the initial non-liquid onset ([bun] balloon,

[[bon] belong, [ga:d3] garage; [mi] Marie, [pis] police). The one exception is Trevor's

pronunciation of giraffe as [waf], which will turn out to be of some interest. We also have

one example of a nasal being replaced by a obstruent ([dis] Denise), as well as one of a velar

overriding a coronal ([ga:r] guitar) and of a velar replacing a labial ([gu:s] caboose).
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(15) Truncations of ¢'c targets

again alone
Julia [gen] 1;10.1 ~ 2;1.24 Derek [won] 2;6.24
Sean [ge] 2;5.21 Trevor [io:n] 2;1.26
[gen] 2;7.11
Trevor {ge] 0;10.28 ~1;0.8
[gen] 1;6.17-2;3.3
apart around
Trevor [part] 1,9.29 Sean [ound] 1;11.12
Trevor [wau:n] 2;0.8
away balloon
Derek [we] 2;2.30 Derek [bu] 1;11.6~2;2.1
Julia [wat] 1;8.24 ~ 2;0.19 [bun] 2,2.25~2,426
Sean [we] 2;1.25~2.8.23 Julia [bu] 1.5.28
[bon] 1:9.18 ~1;10.23
Sean [bA] 1;3.21
[bu] 1;4~1,7.18
[bum} 1;11.0
Trevor [bu] 1;4.19 ~ 1;4.27
[bu:m] 1;4.27 ~ 1;6.25
[bu:n] 1;9.29~1;11.14
behind belong
Derek [haind] 2;3.24 Julia [bop} 1;11.27 ~2:0.26
Trevor [hai:n] 2;0.8~22.15 Trevor [o:9] 2;1.5
caboose cement
Trevor [gu:s] 2;4.24~2,11.17 | Derek [ment] 2;11.27
Denise dessert
Trevor [dis] 1;1.17~2;2.15 Julia fzart) 2;8.7~2924
enough excuse
Trevor [nAf] 1,10.5~ 1;11.25 | Trevor [ku:zo mi] 2;2.10~2;6.6
(excuse me)
garage giraffe
Julia [gwa:dz]  2;8.25 Julia [d3wef] 2,27
Trevor [ga:d3] 1;10.5~2;0.24 [dref] 2;217~26.10
[gardz] 2;1.5~2;1.26 [dwef] 2;2.22
[grads] 2;33 Trevor [wa:f] 1;9.1~1;11.14
[gra:dz] 2;3.22
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guitar machine
Sean [tar}] 2;2.12 Trevor [Jx[1m] 1,826~24.13
Trevor [gi] ;113 ~1;3.11 (sewing machine)
(ga] 1;1.19~1:6.17 [o: [i:n] 2424
[gar] 1,720~2:15 (sewing machine)
[so:@ [i:zm] 2;8.5
(sewing machine)
Marie Merced
Trevor [mi] 1.6.17~-1,92 Trevor [sed] I,11.12 ~2:11.10
Michele police
Trevor [fe:u] 1;6.25~2,526 |Julia [pismen] 2;1.10~253
(policeman)
[plis] 2,6.5
Trevor [pt:smzn] 2,4.13
(policeman)
pretend surprise
Julia [tend] 2;1.20~2;3.30 Derek [pwaiz] 2,77
today
Derek [de] 2;8.19~3;20

3.2.2 The ‘elephant’ data

The constraints on word size introduced in § 3.1 account for the fact that the trisyllables and
the finally stressed bisyllables are truncated, since a target-like production would exceed the
one foot maximum that the constraints impose. However, they say nothing about which
syllables are preserved. Two basic approaches have been taken in the recent literature to
explaining why the initial syllables are deleted. Echols and Newport (1992) propose that
children have a perceptual bias to the stressed and rightmost syllables, and so pick out these
syllables from the speech stream to make up their lexical representations. Production-based
accounts, on the other hand, assume that children's lexical representations include the syllables

that are deleted in truncation, and posit a process of mapping to a template (Gerken 1994,
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Wijnen, Krikhaar and den Os 1994). or of circumscription of a prosodic unit (Fikkert 1994)
to generate the output form.

For the target words we have looked at so far, choosing the final foot, or the stressed
and rightmost syllables, would yield the same result. However, for initially stressed
trisyllables, these two approaches make different predictions. If the target words are
prosodified as (‘'00)c (see Hayes 1982), the final foot consists of the first two syllables.
Extraction of the final foot would thus preserve the first two syllables, while the stressed and
rightmost syllables are the first and third.

Claims about what the observed facts are here seem to split along factional lines, but
nowhere is sufficient data presented to assess those claims. While Echols and Newport (1992)
present statistics to show that stressed and rightmost is the dominant pattern, their analyses
lump together c'0co and ‘000 words, so it is impossible to tell how '000 words behave
(especially since these seem to be the rarer of the two).

Wijnen, Krikhaar, and den Os (1994), on the other hand, claim that in the Dutch
children's truncations that they studied, both pattemns occur with about equal regularity. There
are, however, two confounding factors which make it difficult to accept this claim at face
value. First, the target words that Wijnen, Krikhaar, and den Os give as examples of targets
for stressed and medial truncations are in fact suffixed (i.e. andere and poppetje), so it is
possible that in saying [anda] and [popa] the children were merely producing the bare
stems.'® Second, because the unstressed final syllables in these target words are schwa-final,

when a child produces a truncated version of one of these words, one cannot be sure that the

' Thanks to Janet Grijzenhout and Ruben van de Vijver for pointing this out.
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medial schwa, rather than the final one, is being produced. The identity of the accompanying
onset fails to provide an unambiguous clue to the source of the schwa, since an onset can be
drawn from a preceding syllable, as we have already seen in forms like [d1fas] for delicious,
and as we will shortly see for ‘000 truncations in English. In this respect, English data are
potentially very revealing. Unstressed final syllables quite often end with coda consonants
(e.g. Margaret), syllabic sonorants (fricycle), or tense vowels (buffalo). Words such as these
can provide a clear indication of whether the medial or final rime is being preserved.
Gerken (1994: 579) states that “the S(W) production template hypothesis predicts
that, in SWW words like elephant and animal, children should preserve the first weak syllable
more frequently than the second.” Recognizing that this prediction is not fully borne out in
the relevant data that do exist, Gerken suggests that the preference for adjacent syllables is
overruled by a CV(C) segmental template, which demands that syllables must possess an
onset. In a word like élephant, the SW template would select the first two syllables. However,
the second syllable does not fulfill the CV(C) template, given the additional assumption that
the [1] of elephant is not the onset for the second syllable but instead closes the first syllable,
due to its being incorporated into the stressed syllable (it must also be assumed that children
are aware of this syllabification and cannot alter it). Since the final syllable possesses an c;nset‘
and it is weak, it is chosen, giving the pronunciation [glfan] attested in Echols and Newport
(1992). This account makes the interesting prediction that words that have a cluster following
the stressed syllable, and hence an available onset in the second syllable (e.g. ambulance)
should usually lose the final syllable in truncation. Gerken (1994: 581) finds some evidence

in data from Klein (1978) to support a difference between words like elephant and
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ambulance, but notes that “a more extensive examination of children's early SWW word
productions is necessary” to test the predictions of her model."’

[t turns out that the data from the corpus under study here strongly support Echols
and Newport's (1992) position that stressed and rightmost is the regular pattern, and argue
against Gerken's alternative interpretation of e/ephant-type words. The truncated productions

of initially stressed trisyllabic target words are presented in (16):

(16) Truncations of '000 targets

abacus Allison
Trevor [e:]1f] 1;8.7 Trevor [ai] 1,3.5
[®:tfus] 1;9.2 [aij@] 1;3.10~2,2.7
[2kus] 1;92~2,08 [2:sAn ] 2,08~223
[2:[Af] 1,9.2
animal bicycle
Derek [#mo] 2;1.14~3;1.24 Julia [barko] 1:8.4~ 1;10.13
Julia [amo] 1,9.8~2;1.2 [baisko:]  2;0.14 ~2.57
Trevor [nono] 1;5.13 Trevor [gaiki] 1,55
[amu:] 1,7.20~2,3.4
broccoli buffalo
Julia [baki] 1;7.6 ~2,0.19 Julia [bafo] 2;0.14 ~2.39
camera cinnamon
Sean [kema] 2:0.13 Julia [stméen] 1,11.15
(kaemra] 2,0.13~2;109
Trevor [ka:ma] 1;56~1;11.25
[kzma] 2;0.3

'! What Gerken in fact finds is that elephani-type words generally preserve the final syllable. while
ambulance-type words vary between medial and final syliable retention. She claims that this is captured by her
accouant. since in a word like ambulance ‘either weak syllable might be inserted into the W slot of the metrical
teroplate’ (1994: 581). However this contradicts her discussion of SWWS words carlier in the paper. in which a
preference for the first weak syllable is crucial, as well as the quotation cited above in the text. n which the
prediction of the S(W) production hypothesis is explicitly stated. We must conclude. then. that final-syllable
preservation for the ambulance class of words is problematic for Gerken's analysis.
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Julia [kAmpi] 1;11.14 Trevor [da::nouz] 2;2.23
Sean [kAampi] 2;0.27 [da:mno:©] 2;4.3
Trevor [kumni:]  2;2.23
dungarees elephant
Trevor [geangi:z] 1;10.1 Derek [ewfan] 2,9.7~2:10.7
Julia [owo] ;8.0
[apen] 1;10.4
[aofonts ] 1;10.27 ~2;0.13
Sean [adi] 1,6.1
[efent] 2:1.19
(elftnt] 3:1.18~3;1.27
Trevor [e:fInt ] I;11.14 ~2;6.15
(e:tAnt] 1;11.14
favorite gallopey
Julia (fevat] 2;0.25 ~2:6.1 Julia [gabi] 1,9.14
Sean [fevrit] 3,2.12
medicine sesame
Julia [mesin] 1112 Derek [sema] 228
Sean [wapi] [,7.14 [semi] 2,6.26 ~ 3;1.28
Trevor [me::sin]  2;1.26 Sean {diduit] 1;10.6
[me:sIn] 2;11.10 (Sesame Street)
[dodwit] 1;10.17
(Sesame Street)
[sesi stwit] 2;5.14
(Sesame Street)
spatula tricycle
Trevor [ba:tfA] 1;11.23 Derek [twatkl] 2:8.18~2;104
vitamin
Trevor [ga:min] 1;,5.30
[baimi:f]] 1,69

(3]

This data set demonstrates a strong tendency for the rightmost rime to be preserved. Of the
words in (16), only two end in schwa (camera and spatula). In all the other words, the final
rime can be distinguished from the medial one. For most of these words, the only attested
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truncations are ones in which the final rime in the target clearly corresponds to the final rime
in the child's production. Syllabic [1] in final position is produced intact, or as a non-schwa
vowel (e.g. [twatkl] for tricycle, [amo] for animal), and tense vowels are retained (e.g. [bAfo]
for buffalo, [baki] for broccoli), as are coda consonants (e.g. [sImen] for cinnamon, [fevat]
for favorite). For those few words that have truncated versions that show no evidence of final
rime_ retention ([aij@] for Allison, [owo] for elephant, [semd] for sesame), there are also
variants that do ([2:sAn], [€:fInt], and [semi] respectively).

While the truncations almost always preserve the final rime, for a large set of the
target words the onset of the medial syllable is chosen instead of the final one (e.g. [baki] for
broccoli). Broccoli, buffalo, camera, dungarees, favorite, and spatula'? are always truncated
in that fashion, as are some instances of sesame and company. Most of these words have but
a single consonant separating the stressed and medial vowels, which shows that such
consonants are in fact eligible as onsets in children's truncations, contra Gerken's (1994)
solution for the elephant problem. What seems to determine whether the onset of the medial
syllable is chosen is not whether it is part of a cluster, but whether it is less sonorous than the
final syllable's onset. The basic sonority scale is given in (17) (see e.g. Sievers 1881, Jespersen
1904, Hankamer & Aissen 1974, Hooper 1976, Steriade 1982, Selkirk 1984, Clements 1990,

Rice 1992, Prince and Smolensky 1993, Blevins 1995, Gnanadesikan 1995):

(17) Vowel > Glide > Liquid > Nasal > Fricative > Stop

12 Several of these words have alternate pronunciations in aduit English in which the medial vowel is
deleted. All of them. however, are also transcribed with the medial vowel intact in either Kenyon and Knott (1953)
or Webster's (1981). In amy case. the consonants surrounding the deleted vowel are retained in the syncopated aduit
form. so an account still must be given of why the child chooses one or the other.
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The scale is given in (17) in order of decreasing sonority, vowels are the most sonorous
segment type, and stops the least. The way that the sonority scale plays out in the data at hand
is that the onset is taken from the target's medial syllable only when it is lower in sonority than
the onset of the final syllable. In all of the cases of medial onset retention, an obstruent (i.e.
a fricative or a stop) from the medial syllable is chosen instead of a sonorant (i.e. a liquid or
a nasal) from the final one. This is fully parailel to the data from initial truncation examined
in the previous section, in which obstruents usually replaced liquids, and sometimes replaced
nasals.

One apparent difference between initial and medial syllable deletion is that in the latter
there is no evidence of the place specification of the consonants playing any role. However,
it turns out that there are no inutially stressed trisyllabic targets with the relevant array of
consonants (e.g. with a labial onset preceding a coronal onset, where they are equal in
sonority). Note too that onset selection that is sensitive to place of articulation is less
consistent even in initial syllable truncation.

In the account of these patterns that follows, I will first discuss the constraints
responsible for the preservation of the stressed and rightmost syllables. [ will then analyze the
robustly attested pattern of sonority driven onset selection, and provide evidence that this is
an instance of minimal violation in the child system itself. We will return to the onset choices

based on place of articulation in §3.3.
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3.2.3 Stressed and rightmost preservation as Faithfulness
The basic intuition underlying the approach to content preservation taken here is that certain
kinds of phonological elements, in particular, those that are prominent, are heads of
constituents, or lie at the edges of domains, have a special status. This is formalized in terms
of Faithfulness constraints that specifically target such entities (Benua 1995, It6, Kitagawa,
and Mester 1995, and McCarthy 1996). STRESS-FAITH, for example, requires the preservation
of stressed elements (see §2; cf. MAXFT-HEAD in Itd, Kitagawa and Mester 1995 and
HEADMATCH in McCarthy 1996):"
(18) STRESS-FAITH

An Input stressed element must have as its Output correspondent a stressed element
This constraint plays an important role in explicating child truncations, since they almost
always preserve the stressed syllable. Across the three word types we have examined, we have
seen that the stressed nucleus is consistently preserved.

To ensure the preservation of the final syllable, we can invoke the notion of
edge-anchoring introduced in McCarthy and Prince (1994, 1995). ANCHOR constraints are

edge-specific Correspondence constraints, which like the Alignment constraints of McCarthy

'3 | use STRESS-FAMH . rather than a constraint on the preservation of the prosodic head because 1t makes
no implicit claim about whether or not the child’s Input representation is prosodified or not. Preservation of the
stressed syllable could simply be preservation of the most acoustically salient syllable. Given that words with
secondary stress on the mnitial syllable. like museurn, show preservation of the main stressed syllable. this constraint
might need to be relativized to level of headedness (Foot vs. Prosodic Word), or to degree of salience. On the other
hand. Fikkert (1994) shows that the rightmost foot, rather than the most prominent one. is often chosen in her
Dutch truncation data. A full discussion of the relevant cases would take us far off track. and would require
considerable querying of the corpus. so I leave this issue for further research.
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and Prince (1993), formally recognize the importance of the edges of domains."* The ANCHOR
constraint relevant here is the one in (19).
(19) ANCHOR-RIGHT [-O

Elements at the right edge of the Input word and the Output word stand in

correspondence
Assuming for the moment that “element” in the formulation of these constraints refers to
syllables, with STRESS-FAITH and RIGHT-ANCHOR ranked above any competing constraints,
the stressed and the nghtmost syilables will be preserved in the truncated form.

As it stands, we have not introduced any constraints that do compete with
STRESS-FAITH and RIGHT-ANCHOR. The one possible conflict arises in the case of the finally
stressed bisyllables, which preserve only the stressed syllable, which also happens to be the
rightmost one. Fikkert (1994: 209) reports that this type of word is sometimes augmented
with an epenthetic vowel to form a bisyllabic foot. In present terms, this would be driven by
the need to satisfy FOOTBIN at the syllabic level. Interestingly, epenthesis hardly ever occurs
in the present data set (a similar finding in experimental data on child English is presented in
Kehoe and Stoel-Gammon 1996). The only exception is [ku::z@ mi] for excuse me, in which
the epenthesis could well be serving to break up the [zm] cluster. The lack of epenthesis might
indicate that RIGHT-ANCHOR dorminates FOOTBIN, but it may also be that FOOTBIN is satisfied

at the moraic level in these children's systems (cf. Fee 1992, 1995); recall that FOOTBIN

14 McCarthy and Prince (1995:371) note that Alignment between prosodic categories can also be
formulated m terms of ANCHOR if correspondence is taken to be reflexive. Under this interpretation. a constraint
demanding that a segment at the edge of a foot have a correspondent at the edge of a Prosodic Word would be
satisfied if a segment that is edgemost in a foot is itself edgemost in a Prosodic Word. I retaim the version of
Alignment in §3.1 not ounly for expository ease. but also to facilitate comparison with McCarthy and Prince
(1994a).
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requires syllabic or moraic binarity. Because vowel length does not appear to be very reliably
transcribed in the present corpus, and the status of bimoraic syllables in these children's
systems is therefore difficult to ascertain, [ will leave the choice between these alternatives

open.

3.2.4 Constraints on onset preservation

In this section, I will start by discussing the apparent exceptions to stressed and rightmost
preservation seen in truncations of initially stressed trisyllables, which as demonstrated in
§3.2.2, result not from free variation between the retention of final and medial syilables, but
rather from the choice of a lower sonority onset. For words whose final syllables begin with
obstruents, that consonant is always preserved in the truncated form.'® In cases where the
onset of the final syllable is a liquid and the preceding onset is an obstruent or nasal (e.g.
buffalo and camera), when one of the onsets is deleted, it is always the liquid; if the onset of
the final syllable is a nasal, it is sometimes lost if the preceding onset is an obstruent (sesame
and company, though cf. vitamin), but not if it is another nasal (animal, cinnamon, and

domino).'® Since liquids are more sonorous than nasals, which are in turm more sonorous than

% Two apparent exceptions are [aija] for Allison, and [owo] for elephant. These were very early versions
of the words. produced by Trevor and Julia respectively. They were later replaced by forms that did preserve the
obstruent. These two tokens also stand out in that they don't preserve the final rime. It scems then. that these are
representative of an earlier developmental stage.

'® There is also no evidence for a preference of stops over fricatives. The only word with a stop onset in
the medial syllable and a fricative in the final one is medicine. and the truncations preserved the fricative rather
than the stop. Further evidence is needed to determine whther or not this division in the sonority hicrarchy plays
any role here.
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obstruents, the choice of the medial onset appears to be motivated by a search for a less
sonorous obstruent.

The markedness of high sonority onsets is well attested in both child language (Fikkert
1994." Gnanadesikan 1995, 1996), and in the phonologies of the world's languages (see e.g.
Clements and Keyser 1983). The connection between the two is made particularly explicitly
in Gpanadesikan (1995). She shows a clear parallel between cluster reduction processes in
Sansknt reduplication, and in a stage of the phonological development of an English speaking
child (age 2;3 to 2;9). In both instances, clusters are reduced by choosing the least sonorous
member.'®

In the analysis of the role of sonority in truncation, we must first account for the fact
that where sonority considerations do not come into play, such as when the final onset is an
obstruent, or both are nasals,'® the onset is taken from the final syllable of the target ([®kus]
for abacus, [stmen] for cinnamon). Above, I interpreted the constraint ANCHOR-RIGHT as
requiring that a syllable at the right edge of the Input word have a correspondent at the right

edge of the Output Prosodic Word. This is in fact based on an expository simplification. In

17 While sonority plays a relatively important role in the patterns of cluster reduction that Fikkert (1994)
docurneats, as she points out, it cannot be the sole determining factor in order of acquisition of simple onsets. since
nasals emerge consistently earlier than fricatives (Fikkert 1994: 68).

'* There are instances of cluster reduction in child language which run counter to the predictions of
sonority preference. Some children exhibit a stage in the development of obstruent+liquid clusters in which the
liquid. rather than the obstruent, is selected. This occurs following the stage in which the clusters are reduced to
obstruents, and prior to the stage in which the clusters are produced faithfully (Compton and Streeter 1977. Fikkert
1994). Fikkert refers to the choice of the liquid as a 'selection strategy’ and does not provide a grammatical account
of it. This stage is certamly worthy of further study.

% Unfortunately, there are no data on what happens when both syllables began with approximants. but

based on the mstances im which nasals occurred in both positions. it is likely that the rightmost approximant would
be retained.
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McCarthy and Prince’s (1995) theory of Correspondence, the elements in Correspondence are
not syllables, but rather segments (see also McCarthy 1996). Under this view, the constraint
only requires that the rightmost segment of the Input and Output representations stand in
Correspondence. Because it says nothing about segments internal to the word,” we do not
yet have any explanation for why the default case is that the final syllable's onset is retained.
The relevant constraint here would appear to be the Faithfulness constraint
ConTiGuITY, which is violated when non-adjacent elements in the Input become adjacent in
the Output. McCarthy and Prince (1995: 371) state the version of CONTIGUITY that targets
the Input string (I-CONTIG) as in (20).
(20) I-CoNTIG
The portion of S, standing in correspondence forms a contiguous string.
S, refers here to the Input string. The diagram in (21) illustrates why [@bus] as the output for

abacus runs afoul of I-CONTIG:

(21) L a;b,a3c U84 O: a,b,u,s,

The subscripted numbers indicate the Correspondence relation between the strings, and the
underlined segments in the Input string are those that stand in that relation with segments in

the Output string. The break in the underlining signals that there is a violation of [-CONTIG.

2 For the one case where the rightmost segment of the Input is deleted so as to yield a less marked coda
(Derek's [ewfon] for elephant), we could assume that ANCHOR-RIGHT applies gradiently (Alderete. Beckman.
Benua. Gnanadesikan. McCarthy, and Urbanczyk 1996). so that the rightmost segment in the Output lies in
correspondence with an element as close to the right edge as possible, given the dominance of higher ranking
structural constraints. The other possibility would be to assume that the final segment [n] is in fact in
cotrespondence with both Input /n/ and A/ (see the discussion of fusion in chapter 1). and that ANCHOR-RIGHT is
in fact fully satisfied.
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This purely segmental statement of [<CONTIG is not quite sufficient, however. As (22)

shows, the optimal candidate also violates it:
(22) [ a;b.a,cus6 O: a;c,ugse

Since the optimal candidate fares no better on this constraint, it cannot explain why it is
chosen. This problem can be remedied by relativizing contiguity to prosodic category
(Lamontagne 1995), in this case, to the syllable. The revised statement is given in (23):
(23) I-ConTIG-0
The portion of S, standing in correspondence with the constituents of a syllable forms
a contiguous string.
This constraint requires that the segments within a given syllable must be taken from a
contiguous string within the Input. The ill-formed and the optimal candidate are compared
with respect to this constraint in (24). Syllable boundaries are indicated with brackets '
a. [ a\b.ascusse O: [a,][c,usse] v I-CONTIG-¢
b. I g,b,aciusss O: [a,][byusss] * [-CONTIG-0
In (24a), all of the elements within each syllable are drawn from a contiguous portion of the
Input string, so I-CONTIG-0 is satisfied. In (24b), though, the constituents of the final syllable
stand in correspondence with a non-contiguous input string, which incurs a violation of the

constraint.

2! | assume an unmarked CV syllabification here. [ am not aware of any evidence bearing on the question
of whether children's pronunciations possess the post-stress ambisyllabicity (Kahn 1976) or resytlabification
(Selkirk 1982) claimed to exist in manmre English. [ also assume that the final consonant is incorporated as a coda.
rather than being unsyllabified. or syllabified as the onset of an empty-headed syllable (cf. Goad 1996b).
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The combination of ANCHOR-RIGHT, and I-CONTIG-0 yields the preservation of the
final syllable, including its onset. We can now consider the cases in which the onset is taken
from the medial syllable, in violation of [-CONTIG-0. As we have seen, this occurs when the
medial onset is less sonorous than the final one. The relative markedness of onsets of greater
sonority can be captured by positing a set of constraints that penalize consonants of the
various degrees of sonority, which are arrayed in a fixed ranking, with the degree of sonority
correlating to the ranking of the constraint (see e.g. Prince and Smolensky 1993,
Gnanadesikan 1995). Assuming that vowels and glides differ only in their syllabic position,

the sonority scale in (17) yields the onset markedness hierarchy in (25):

(25) *V-ONS >> *L-ONs >> *N-ONs >> *F-ONS

*V-ONsis violated by a vocalic (glide) onset, *L-ONs by a liquid onset, *N-ONs by a nasal,
and *F-ONs by a fricative. Assuming that stops constitute perfect onsets, there is no
constraint penalizing their appearance in that position. Because liquids are realized as glides
in most of the child data we will be concerned with, the ranking between *V-ONs and
*L-ONs is of no particular consequence. Therefore, [ will henceforth collapse them into a
single constraint *A-ONS (* APPROXIMANT-ONSET).

The ranking of I-CONTIG-0 with respect to this hierarchy will generate the pattern of

onset selection seen in the data. The clearest pattern is the selection of the medial onset when

Z These constraints could be formalized without reference to a formal primitive ‘Onset’ (see Prince and
Smolensky 1993. Gnanadesikan 1995 for two proposals), but the statements here are adopted for simplicity’s sake.
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the final one is a liquid, as this occurs without exception for a substantial number of target

words. This indicates that * A-ONS ranks above [-CONTIG-0:

(26) *A-ONs >>[-CONTIG-0

‘ Input: buffalo *A-ONS [-CONTIG-0

Candidate (26a) violates [-CONTIG-0, but it avoids the violation of *A-ONs which rules out
the competing (26b).

The ranking of I-CONTIG-0 relative to *N-ONS is less clearly determined by the data.
Sesame and company have vanants that indicate the dominance of *N-ONs ([sesi] and
[kampi]), but also others that attest to the reverse ranking ([kumni:] and [semi]), while the
two truncations of vitamin both obey [-CONTIG-0. For the one target word where it could
have an effect, *F-ONS is always overruled by [-CONTIG-0, producing [me:sin] in all three
tokens. [-CONTIG-0 thus varies somewhat in its ranking with respect to *N-ONs, but as far
as can be told, dominates *F-ONS in the grammars producing these truncated forms. These

rankings yield the hierarchy in (28).

(28) *A-ONs >> [-CONTIG-0 / *N-ONS >> *F-ONS

The slash in the hierarchy between [-CONTIG-0 and *N-ONS should be interpreted as
indicating that the systems under consideration vary with respect to their ranking. It is

impossible to know whether the ranking varies from stage to stage, or from word to word
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(see Chapter 2 on lexically specific constraints). Even though the data related to nasals and
fricatives are far too sparse to support any firm conclusions, it is interesting that they are
consistent with the presumed fixed ranking of the onset markedness constraints, which
predicts that amongst these three constaints, the effects of *A-ONs should be the strongest,
those of *F-ONS the weakest, and those of *N-ONS in between the other two. Similar

evidence can be found in the data from initial truncation, to which we turm next.

3.2.5 Onset choice in initial truncation

Just as ANCHOR-RIGHT targets only the nghtmost segment when Input-Output
Correspondence is mediated by segments, rather than syllables, STRESS-FAITH will only
require the preservation of the vocalic nucleus bearing stress. Onset choice in initial truncation
will thus be governed by the interaction of the same constraints that select the medial onset:
[-CONTIG-0 and the onset markedness constraints. Here I will discuss the parallels between
the data from intial and medial truncation.

As would be predicted by the ranking of *A-ONSs over [-CONTIG-0, the initial onset
is almost always chosen to form a syllable with the stressed nucleus when one of the onsets
is deleted, and the medial syllable starts with a liquid (e.g. [d1fos] delicious, [gn:wa] gorilla,
[ma:kas] maracas; {bun] balloon, [bon] belong, [ga:d3] garage, [mi] Marie, and [pis]
police). The c'c example of [waf] for giraffe will be discussed in the context of the evidence
for minimal violation in the next subsection. In the 0’0o data, there are two cases where the
initial obstruent does not replace a following liquid onset, but these seem amenable to

explanation. The first is [ri:s@] for 7heresa, which Trevor produced at the relatively late age
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of 2; 11.10, at which point it may well be that [-CONTIG-0 has been promoted above * A-ONs.
A similar developmental sequence can be seen in Julia's [pedo] for poraro later being replaced
by [teto], though this involves the interaction of I-CONTIG-c with place sensitive constraints,
which will be discussed in § 3.3 (see also Fikkert 1994:240, fig. 71).

The second g'00 case is [ma:mi] for salami, in which the liquid is replaced by a nasal.
[t seems quite possible that this process, widespread in Trevor's corpus, is in fact an alternate
means of fulfilling the demands of *A-ONSs, which is exploited when there is a nasal in the
Input (cf. the description of 'phophylactic harmony’ in Drachman 1976). In all the examples
[ have been able to find, the nasal replaces an onset approximant. Unfortunately, for most of
the duration of this process, there are no approximants in coda position, since liquids are
generally vocalized. Some other examples include [nona] for Lorna (1;4.2 ~ 1.7.26).
{memen] for melon (1;5.18 ~ 1,9.2), [mIima] (1;6.8 ~ 1;7.26) and [mimar] (1.9.1 ~ 1;9.2)
for mirror, [nig] for ring (1,59 ~ 1,7.28), and [kainig]for crying (1,7.26 - 1;8.14). A
description and account of the full set of facts surrounding this process is clearly the topic for
another paper, but as far [ can tell from preliminary investigation, obstruents participate
neither as targets nor as triggers (cf. the liquid harmony in the Amahl corpus in Smith 1973,
discussed in detail in Goad 19964, to appear).

Another parallel with the data from medial truncation that can be observed in initial
truncation is in the relatively weak effect of *N-ONS. Though Denise is consistently [dis],
banana is produced as both [b2nd] and [n2nd], while cement, tomato, and tomorrow always
appear with the nasal intact. This again provides indirect evidence for the fixed ranking of

*N-ONs beneath * A-ONs, but the results must continue to be treated as preliminary, and not
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only because of the small number of examples. Here we must also parcel out the effect of the
tendency, not seen in the medial deletion data, to preserve segments with particular places of
articulation. Usually labials (and sometimes velars) replace coronals (see Smith 1973, Fikkert
1994: 239). Onset selection in all of banana, cement, tomato, and tomorrow could be affected

by this labial preference.

3.2.6 Minimal violation in onset selection

For the data we have looked at so far, * A-ONS could be taken to be fully satisfied. The only
case in which we have seen it to be violated was in [ri:sd] for Theresa, which was claimed to
be the product of a later stage, in which the ranking of *A-ONS and [-CONTIG-G is reversed.
However, this could equally be captured by eliminating *A-ONS from the grammar in this
later stage. In this section, I present data that show that *A-ONS is in fact violated at the same
time that it is determining the output of truncation; that it is not fully satisfied, but minimally
violated. I will then provide an account of these facts.

One example is Trevor's pronunciation of giraffe as [waf] (1,9.1 ~ 1;11 14) This
pronunciation occurs at the same time as garage is being produced as [ga:d3] (1,105 ~
2;0.24). In this case, the initial affricate [d3] in the target is itself a marked segmen.t, for
reasons independent of sonority. A nearby demonstration of its markedness is that [d3]
surfaces as [d] in most of Julia's pronunciations of giraffe. Rather than alter the segment.
Trevor deletes it and retains the approximant. Thus, the markedness of affricates is overnding

the dispreference for approximants. The importance of this example to the current discussion
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is that even in the same context in which an approximant onset is generally discriminated
against by replacing it with an obstruent, under certain circumstances it surfaces.

Approximant onsets can also appear in this position when the initial syllable provides
no onset. For example, eleven surfaces as [jeban] (Julia 1;9.15), and around as [wau:n]
(Trevor 2;0.8), which can be contrasted with delicious as [d1fas] (Julia 1;11.27), and garage
as [ga:d3] (Trevor 1,10.5 ~ 2,0.24). Here again, the fact that approximants are permitted in
the same position from which they are eliminated when there is an available obstruent clearly
shows that *A-ONs is not fully satisfied.

Returning to medial truncation, we can adduce similar evidence by comparing the
truncated forms in which approximants are deleted, to bisyllabic targets with medial

approximant onsets. The table in (31) shows the result of that comparison.

(31) '000 vs. 'o0 targets

Julia pillow [prwo] 1,7.17 ~3:0.22
broccoli  [baki} 1,76 ~2;0.19 yellow [jewo] 1;8.27~2;10.16
buffalo [bafo}] 2,0.14~2;39 carrot [ker/wit] 1;9.18~1:10.10
favorite [fevat] 2,025~26.1 [kerrt] 1;11.14~2;58
Trevor berry [ben)/[bewi] 1,4.23 ~2;54
camera [k2:ma] 1,56 ~1;11.25 yellow [j&:wow] 1;8.6~187
dungarees [gnngiiz] 1;10.1 f1e:jo] 1;8.11~2;0.3
spatula  [ba:tA] 1;11.23 pillow [ptwo] 1;5.19~26.1
Sean

camera  [kama] 2,0.13 carry [ken] 2;0.23 ~ 3;0.17

In the bisyllables on the right hand side of the table, we see that approximants occur in the

very same position in which they are avoided in the truncated productions on the left.
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These examples are analogous to ones that Gnanadesikan (1995) introduces in her
discussion of onset reduction. In the stage that Gnanadesikan describes, when the target word
supplies a single high sonority onset, it is represented faithfully in the child's production. It is
only when the Input contains a cluster that the effects of the constraints demanding low
sonority onsets are observed, in the selection of the least sonorous of the members of the
cluster. This provides one of the instances of minimal constraint violation in the child
language data that Gnanadesikan uses to argue for an approach to acquisition based on
Optimality Theory.® She shows that the facts can be straightforwardly captured with
outranked structural constraints, but cannot be dealt with in a principled fashion under the
assumptions of fully satisfied constraints and/or ordered rules. The analysis to follow draws
heavily on Gnanadesikan's account.

The first question I will address is, what permits the violations of *A-ONS in the
non-truncated forms? In the truncation examples, the liquid is deleted. This means that
MAXI-O, stated as “every Input segment has a Correspondent in the Output”, must be
dominated. In § 3.1.1, we saw that MAXI-O must be ranked below the constraints enforcing
the one foot maximum, since if it were ranked above them, truncation would be blocked. Also

dominating MAXI-O is the constraint *COMPLEX (“No complex onsets”: Prince and

> Instead of “minimal violation™. Gnanadesikan uses the term “emergence of the unmarked™. following
McCarthy and Prince (1994). The emergence of the unmarked refers to a scenario in which a language generally
permits a marked structure, but the unmarked counterpart emerges m a particular environment in which the
constramt forcing the appearance of the marked structure (usually a Faithfulness constraint) fails to apply. The
~emergence of the unmarked™ is one subset of the broader range of cases we can describe as instances of minimal
violation, which would also encompass the “emergence of the marked™. where a language generally respects a
structural constraint, except in a particular context (see ¢.g. McCarthy 1996 on codas in Rotuman). The other case
of the emergence of the unmarked, which Gnanadesikan discusses in more depth, is the existence of an OCP effect
that applies only when there is a choice of onsets.
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Smolensky 1993), which rules out a candidate in which the obstruent and the liquid form a
single complex onset, as in [bAafwo] for buffalo.”* This type of Qutput does occur following
the stage in which liquids are deleted, as in Julia's [plis] for police at 2;6.5, which would
indicate the promotion of MAXI-O above *COMPLEX. In the following illustrative tableau,

FTBIN, ALIGNLEFT, and PARSE-0 are merged into a single WORDSIZE constraint.

( WORDSIZE, *COMPLEX >> MAXI-O

In the case of a bisyllable with a single intervocalic consonant, neither the word size
constraints nor *COMPLEX apply. Therefore, so long as MAXI-O is ranked above * A-ONS,

it will choose the candidate without deletion:*

* Such chusters could also be heterosyllabic. in which case. a constraint other than *CoMPLEX would be
at work.

3 A constraint demanding syllables with onsets (e.g. Prince and Smolensky's 1993 ONSET constraint)
also favors this result. and could be mvoked in addition to. or instead of MAXI-O to derive it. As Heather Goad
points out. this would vield another case of minimal violation in development: ONSET is often fully satisfied at the
outset of development, with epenthesis or reduplication filling empty onsets. At the stage(s) we are concerned with
here. word-initial vowels are tolerated, in violation of the constraint.
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This tableau shows that when the higher ranked constraints are satisfied by a faithful parsing,
MAXI-O overrules the lower ranked onset markedness constraints. However, when the
WORDSIZE constraints and *COMPLEX force violations of MAXI-Q, the onset markedness

constraint is given the opportunity to select the less marked onset:

(34) Activi of *A-ONS under domination _

Input: buffalo WORD | *COMPLEX

The WORDSIZE constraint(s) and *COMPLEX each compel one violation of MAXI-O. Since
(34a) and (34d) fare equally with respect to MAXI-O, evaluation is handed on to the lower

ranked *A-ONS, which decides in favour of [bafo].

-184-



>y

The other cases of minimal violation would be handled in a similar fashion. For the
examples in which an approximant occurs in word initial position when the target does not
supply an initial obstruent (e.g. e/even as [jeban]), the constraint hierarchy we have already
established would generate the correct results: [jeban] is chosen over {eban] due to the
dominance of MAXI-O over *A-ONs. For giraffe as [waf], *A-ONS must be dominated by
a constraint against [d3], as well as an [DENTITY constraint that militates against changing the
affricate to an obstruent (on the form of these constraints, see McCarthy and Prince 1995, and
chapter 1 above). Note that IDENTITY is also needed in all of these cases to force the
approximant to surface as such, rather than as an obstruent (see Fikkert 1994: 61-62 for

examples in which target approximants do in fact become obstruents).

3.2.7 Comparison with other approaches

The most robust empirical finding in the area of onset selection is that when the medial
syllable of 'goa target words, or the initial of 0’00 or ¢'c words is truncated, the onset of the
deleted syllable usually replaces the onset of following target syllable, when the latter is an
approximant, and the former is a nasal or an obstruent. This was claimed to be driven by the
markedness of approximant onsets relative to that of nasals and obstruents.

Fikkert (1994:240) sketches an analysis of initial syllable deletion facts in Dutch child
language that is in some respects quite similar. She draws a parallel between the onset
substitutions, and the fact that in her data, approximant onsets are in general late to emerge.
This leads her to claim that examples in which approximants are replaced in truncation “are

context-free substitutions, governed by the child's onset template.” A template, as traditionally

-185-



b4

conceived, must be fully satisfied, and its effects should generally be context-free (though
context sensitivity can of course be stipulated). However, we have seen that the replacement
of approximants in the present data set is massively context-sensitive, which would argue
against the extension of Fikkert's analyses to these cases. Approximant onsets do occur when
no better onset is made available in the Input. With minimally violable constraints, we can
capture the fact that an unmarked onset is selected when possible, but that a marked onset is
otherwise allowed.

As we have seen, the use of STRESS-FAITH and ANCHOR-RIGHT produces an account
of child truncation that in some respects mimics that of Echols and Newport (1992). Since
the truncations of initially stressed trisyllables examined here overwhelmingly support the
predictions of that model against the alternative presented in Gerken (1994), this can be
considered a positive result. There are significant differences between the approach here, and
that of Echols and Newport, though. First, there is no reliance here on the assumption that
the syllables are lost due to misperception of the adult target. Most of the criticisms of this
assumption that have emerged in the literature are based on the facts that the weak syllable
ts usually variably present in children's productions, which is amply demonstrated in the
Appendix, and that material from the unstressed syllable is preserved (see Fikkert 1994,
Gerken 1994, Wijnen, Krikhaar, and den Os 1994, but see also Paradis, Petitclerc and
Genesee 1996). These observations suggest that the child perceives the unstressed syllable
that is deleted in production, though Gerken (1994:568) does show that these facts could be

reasonably interpreted in a perception based account.

-186-



N

A more important difference is that this analysis recognizes that there is more to
truncation than simple retention of the stressed and rightmost syllables (see Fikkert 1994,
Gerken 1994). The claim here is that the forces motivating the retention of these syllables
interact with other types of well-formedness constraints, in particular, constraints that
optimize syllabic structure. Crucially, these constraints are minimally violable, rather than fully
satisfied. The insufficiency of fully satisfied constraints is clearly pointed to by the difficulties
that the S(W) template model, and the perceptual bias account, have in dealing with the
elephant data. In large part, the difficulties stem from the fact that these analyses are based
on categorical claims that the mapping from adult to child form must choose stressed and
adjacent syllables, or stressed and rightmost ones. However, once restrictions on mapping are
taken to be minimally violable, constraints demanding preservation of adjacent elements from
the Input (i.e. CONTIGUITY), and constraints demanding preservation of edge elements (i.e.
ANCHORING) can be played off against each other, and against constraints demanding
unmarked Output prosodic structures. The data and analyses supplied in this section illustrate

some results of that interplay.

3.3 Minimal violation across development stages

The consequences of the novel view of child language, and especially of development, that
minimal violation affords have only begun to be explored, even within phonology, let alone
other areas, such as syntax. Working in the framework of Natural Phonology, which is in
some important respects similar to the present one, Stampe (1969) claims that there are three

ways that a child overcomes natural processes: they can be suppressed, ordered or limited.
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Suppression is equivalent to shutting off a constraint; here minimal violation offers nothing
new. The effects of rule ordering do overlap in certain ways with the effects of constraint
ranking; it remains to be seen whether constraint ranking captures all that rule ordering does
(see Gnanadesikan 1995 for child language evidence that the reverse is not true). To limit a
process, Stampe (1969:443) says, is “to limit the set of segments it applies to or the set of
contexts it applies in.” In the rule-based system of Natural Phonology, the limiting conditions
are specific to each process, and must be stipulated for each one. The same would be true in
a theory of fully satisfied constraints; if a parameter is given intermediate settings between on
and off, for instance, these intermediate settings must be stated separately for each parameter.
It is here that minimal violation promises significant explanatory advances, since any
constraint that serves to limit the effects of a lower ranked constraint can simultaneously
outrank and limit any of a number of other constraints. And to the extent that limiting
conditions are not specific to particular processes, but instead are of wider generality, the
present framework will continue to find empirical support. In this section, [ document a case
in which the effects of the limiting constraints do in fact extend beyond the specific process
in question. We will see that the constraints on place Faithfulness that serve to limit the scope
of consonant harmony also play a role in the cases of onset selection that are motivated by

place of articulation differences between the segments.

3.3.1 The consonant harmony constraint
Consonant harmony in child language refers to a process by which non-adjacent consonants

assimilate in place or manner. Here, we will be concerned exclusively with the assimilation
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of primary place features, the most prevalent and widely discussed form of child consonant
harmony. Some examples from Trevor's corpus are presented in (35).
(35) a. [gigo] tickle (1,7.28) b. [kn | tongue (1,7.28) c. [kog] cold (1,8.7)

d. [piw1] 777(1;6.25) e. [bop] boat (1;8.12) f. [g1gu] pickle (1,9.2)
These examples show that consonant harmony can be regressive (35a,b,d,f) or progressive
(35c,e), it can target coronals (35a,b,c,d,e) or non-coronals (35f), and it can be triggered by
velars (35a,b,c.f) or labials (35d,e). They further demonstrate that the target and trigger can
differ in manner (35b,d),” and that vowels with various place specifications can intervene.

Consonant harmony is rarely attested in a single child's corpus in the range of fashions
illustrated in (35). It is usually limited in one or more ways: to regressive directionality (e.g.
Smith 1973; Cruttenden 1978), to coronal targets (Smith 1973, Stoel-Gammon and
Stemberger 1994), to velar triggers (Smith 1973), or to consonants with an intervening
homorganic vowel (Levelt 1994). One consequence of constraint violability is that it is in
principle possible to attribute different varieties of consonant harmony to a single motivating
constraint, with the differences between them being captured by the ranking of that constraint
with respect to others (cf the discussion of “Color” harmony in Padgett 1995a: 390).
Constraint violability also allows us to make formal use of the traditional idea that consonant
harmony is itself a limited (or partial) form of the full reduplication that is so common in
babbling and early speech (see e.g. Jespersen 1922: 109; Goad 1993: 296). It seems likely that

for children at an early stage of development, there is an advantage to gestural repetition at

6 Because [voice] is difficult to accurately transcribe m child speech (Macken and Barton 1980).
examples in which the target and trigger differ in other features are more convincing.
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some level of speech production (see Menn 1976, Vihman 1978). I suggest that this
preference for repeated gestures is incorporated into the child's grammar as the constraint
REPEAT (see Yip 1995 for a broader formulation):*

(36) REPEAT

Successive consonants must agree in place specification

The stipulation that the constraint applies specifically to the place specification of consonants
is an expository simplification that could ultimately be replaced by the use of independent
dominating constraints, so as to complete the connection with full reduplication. It should be
emphasized that the exact nature of the constraint driving consonant harmony is to some
extent independent of the line of argument here: what is crucial is how this constraint interacts

with consonantal place Faithfulness (cf. Levelt 1995, Stemberger 1995, Goad 1996, to appear

for other approaches). It is to that area that we now proceed.

3.3.2 The limitation of consonant harmony: the data

Both Trevor and Sean display what may be referred to as velar dominant harmony, in that
labials, and coronals assimilate to velars. A full list of the words that undergo
coronal-to-velar, and labial-to-velar assimilation that I have extracted from Trevor and Sean's
corpora are given in (37a,b) and (37c,d) respectively. Again, the ages at which the first and

the last token of each form was produced are noted in parentheses, and the phonetic

T In § 3.4. however, it is suggested that REPEAT is in fact a child-specific constraint. because consonant
harmony is a child-specific process. Yip (1995) uses hef version of REPEAT to drive morphological reduplication
in aduit languages. It would appear that under certain rankings, Yip's REPEAT does in fact vield child-like
consonant harmony. Theories of reduplication have vet to take on the task of generating only the attested cases of
pre-specification” (see Alderete et al. 1996). bat not long distance consonant assimilation (see Gatos 1996).
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transcriptions abstract across some variation across tokens, mostly in vowel quality and the

voice specification of consonants.

(37)

a. Trevor's coronal-to-velar assimilation

[gog] dog (1;4.19~23.17) [gAk]
[gAngi:z] dungarees (1;10.1) ([gkit]
[k1pk] sink (1,7.6) [gak]
[g1k] stick (1;7.26 ~ 1;8.14) [kek]
[g®gu]  thank you (1,625~ 1,6.29) [gigu]
(k(r)aAk]  truck (1;6.17 ~ 2;,2.15) [kan]
[kaog] cloud (1;8.27) [kok]
[kog] cold (1,6.29 ~1;9.2) [rekik]
[ge:g] good (1;6.17 ~ 1;10.5) [kikar]
[k1k] kiss (1;5.18 ~ 1,7.20)

b. Trevor's labial-to-velar assimilation
[g=k] back (1;9.1~1;11.2) [ga(r)k]
(g1g] big (1,9.21 ~ 1,10.9) [gaik]
[g2gi] blanket  (1;3.1 ~ 1,6.25) [gok]
[gak] box (1;5.25 ~1,9.24) [gagtt]
[enk+gu] buckle  (1;8.12) [gAki]
(eAg] bug (1;5.13~1;8.2)  [gAgi]
[kag] plug (1;6.17 ~ 1;10.2) [gekAm]
[kak] cup (1;5.5~1;530) [gak]
[krku] pickle (1;5.6 ~1;11.1)

c. Sean's coronal-to-velar assimilation
[kIkA] chicken (1,6.27) [koko]
[gogi] doggie  (1;8.11 ~2;5.21) [gwink]
[gAk] duck (1;11.11 ~ 2;1.19) [gaekrt]
[kwip] string (1;10.6 ~2;2.13) [gAk]
[kek] take (2,2.22 ~3;2.19) [kekin]
fkok] talk (2,0.18 ~ 2;5.14) [kapk]
[kxkak] ricktock (1;6.22~2;1.11) [kaiga]
[kAp] tongue (1;10.10 ~ 2;9.20) [kr1k]
[k(r)Ak] truck (1,9.17 ~3;0.8) [kok]
[ggi] glasses  (1;42~1;46)  [kaik]

d. Sean's labial-to-velar assimilation
[gok] book (1;9.21 ~ 1;10.8) [gogen]
[kok] fork (1,9.13 ~ 1;9.15) [gauk]
[gzkik] vacuum (1;10.22) [kaki]

-191-

duck (1,427 ~2.2.3)
Jacket (1;4.19~1;10.11)
sock (1:;5.25)

take (2;1.4-~2:1.26)
tickle (1:4.19~1;11.25)
tongue (1;4.19 ~ 1,7.25)
coat (1;5.18)

record (1;7.20 ~ 2;0.8)
guitar (2,1.5~2;43)

bark (1;8.14~1;10.9)
bike (1:5.4~1.10.11)
book (1;5.4~1,10.2)
bucket (1;,7.20)

Bucky (1;6.25~ 1;8.2)
buggy (1;6.17~1;10.11)
vacuum (1,6.29 ~ 1,7.4)
Mark (1;5.13)

circle (1;8.24~1;10.17)
drink (2;0.18~3;1.13)
Jacket (1;11.11 ~ 2;1.23)
stuck (1;10.12~1;11.11)
taking (2;9.11 ~ 3;1.0)
thank (1;6.1 ~3;2.0)
tiger (2;2.7)

trick (2;11.17 ~3;0.20)
cold (1;10.29~1;11.6)
kite  (2;3.7)

broken (1;8.2 ~ 1;10.10)
milk (1;9.15~1;11.11)
coffee (1;9.15~1;11.4)
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A comparison of the ages at which the last token of each form is produced shows that the
assimilation of coronals persisted longer than that of labials. Neither child produced a word
displaying labial-to-velar assimilation after the two-year mark, while both children produced
examples of coronal-to-velar assimilation for some time thereafter, with Sean's harmony
lasting until past the age of 3.

Particularly revealing in this respect is the development of the phrase dog barking in

Trevor's corpus:

(38) dog barking through time

(gogarkip] (1,8.14)
(gogakin] (1,9.1)
[£9:ga:k1p] (1,9.2)
[g9:ga:k1p] (1;9.23)
(808 ga:kry] (1,9.29)
(208 ga:kin] (1;10.9)
[gog ba:rkip] (1;10.13)
[gog barkip] (L1L.1)
[gog ba:rkip] (1;11.5)

The initial labial of barking began to be produced at (1;10.9), while the coronal of dog
continued to be assimilated to the velar. The unassimilated version of dog first appears at
2,1, with free variation between it and [gog] lasting until 2;3.17.

To further illustrate the earlier disappearance of labial-to-velar assimilation, I provide
in (39) a set of near minimal pairs of velar-harmonizing words with labial and coronal initial

consonants that were recorded for Trevor at approximately the ages of 1;9 and 2;0.

% There is in fact one instance of [dog] at 1:4.23. which was noted to have been said twice that day. This
contrasts with four occurrences of [gog] on the same day, six in preceding days. and at least fifty before the next
instance of [dog] at 2:1.0.
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(39) a. [gAk] duck(1,9.1) [gog] dog (1,8.7)
b. [gag] bug (1;8.2) [kag] plug (1,9.27) [gak] box (1,9.1)
c. [gak] duck(2;0.3) [gog] dog (2;0.3)
d. [bag] bug(1;11.9) [pAg] plug (1;11.1)  [boks] box (1;11.5)

At 1,9, the coronals (39a) and labials (39b) equally underwent velar harmony. At 20, the
coronals continued to be targeted (39c¢), while the labials had already ceased to harmonize at

the beginning of the previous month (39d).

3.3.3 REPEAT and Faithfulness

The data presented in the previous subsection indicate that there are two stages in Sean and
Trevor's consonant harmony data: in the first, both labials and coronals assimilate to velars,
and in the second, only coronals assimilate. To account for these patterns, we must invoke
along with REPEAT a set of constraints that control the relationship between the place
specifications of Input and Output consonants. For present puposes, we can refer to them as
FAITHLAB, FAITHDOR, and FAITHCOR: labial, dorsal (i.e. velar), and coronal Faithfulness
respectively. They could either be conceived of as MAX constraints that target individual
features, deﬁmdhg that Input features have Qutput correspondents, or as featural Identity
constraints that require segments in Correspondence to bear identical place specifications. The
choice between the two is of no particular consequence here (see § 1.3.1 above, Lombardi
1995, McCarthy 1996, and Alderete et al. 1996 for discussion of differences between the two

approaches).
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In the first stage, in which the labials and coronals assimilate to the velars, REPEAT is
fully satisfied.” When an Input word consists of segments that have different places of
articulation, one of the segments is always altered. To determine which one, the place
Faithfulness constraints come into play. For the words with coronal-to-velar assimilation, both

REPEAT and FAITHDOR must dominate FAITHCOR. This ranking is illustrated in (40):

(40) FAITH(DOR), REPEAT FAITH(COR -

[opuc dick | armipon) | Revenr | Fromcon]

In the absence of any assimilation, REPEAT is violated (40a). With velar-to-coronal
assimilation, FAITH(DOR) is violated (40b). If both of these constraints dominate FAITH(COR),
the alternative of assimilating the coronal (40c) is chosen as optimal, since it violates only the
outranked constraint. Note that we must also assume a dominant MAX constraint to block
deletion. As this constraint is unviolated, and common to all the tableaux, I have left it out.

For the instances of labial-to-velar assimilation, the same sort of ranking is involved,

with FAITH(LAB) replacing FAITH(COR):

*? A caveat here is that this abstracts from some lexical exceptionality, as well as the effects of
directionality: labial-to-velar assimilation is much less robust when the velar precedes the labial.
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(41) FAITH(DOR), 2> FAITH(LAB)

L’ FAITH(DOR) i REPEAT | FAITH(LA

Here labial faithfulness is sacrificed (41c) so as to satisfy the higher ranked FAITH(IDOR) and
REPEAT.

Combining these rankings produces the hierarchy in (42).

(42)  FAITH(DOR), REPEAT >> FAITH(LAB), FAITH(COR)

We have no evidence for a ranking between FAITH(DOR) and REPEAT, as both are fully
satisfied in the data under consideration. We also have not seen anything that would fix the
ranking between FAITH(LAB) and FAITH(COR). The dominance of FAITH(LAB) over
FAITH(COR) could be established empirically within the present data set by looking at
instances in which a labial and a coronal occur in a word. In both Trevor and Sean's corpora,
these words go through a stage in which the coronal assimilates to the labial (e.g. Trevor's
[ptwi] 77" and [bop] boar). This would be generated by the ranking REPEAT, FAITH(LAB) >>
FAITH(COR).

However, motivation for the FAITHLAB >> FAITHCOR ranking goes far beyond the
labial harmony data. It seems to be a universal of child consonant harmony systems that

coronals are always included as targets; no process targets labials, or velars, to the exclusion
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of coronals, whereas coronals are quite commonly picked out as the sole targets (see Smith
1973, Stoel-Gammon and Stemberger 1994). This is parallel to what has been observed of
place assimilation between adjacent consonants in the languages of the world. As Mohanan
(1993: 76) puts it, if non-coronals undergo assimilation, so do coronals (see further Jun 1995,
see also Avery and Rice 1989, and Rice 1994 for feature geometric approach to the facts).

The implicational relationship between noncoronal and coronal targets can be captured
if the dominance of FAITH(DOR) and FAITH(LAB) over FAITH(COR) is universally fixed
(Kiparsky 1994; cf. Gnanadesikan 1995, Jun 1995 for slightly different proposals). With this
fixed ranking, any time that REPEAT compels the assimilation of labials or velars by being
ranked above FAITH(DOR) or FAITH(LAB), it will necessanly cause coronals to assimilate. For
example, whenever the ranking REPEAT, FAITH(DOR) >> FAITH(LAB) motivates labial
assimilation, as in tableau (41), it will also lead to coronal assimilation, since this ranking,
combined with the universal FAITH(LAB) >>FAITH(COR), will create the hierarchy REPEAT,
FAITH(DOR) >> FAITH(LAB) >> FAITH(COR). Included in this fuil hierarchy is the ranking
REPEAT, FAITH(DOR) >> FAITH(COR), which as demonstrated in tableau (40), assimilates
coronals to velars.

The hierarchy for the first stage of Trevor and Sean's consonant harmony now stands

as in (43).

(43) REPEAT, FAITH(DOR) >> FAITH(LAB) >> FAITH(COR)

In the second stage, the labials stop assimilating to the velars, while the coronals continue to

undergo harmony. This pattern is produced by the ranking of FAITH(DOR) and FAITH(LAB)
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above REPEAT, with only FAITH(COR) below. Tableau (44) shows the blocking of assimilation

that this ranking generates.

(44)F FAITH(DOR), FAITH(LAB) >> REPEAT >> FAITH COR)

| input bug | FamiDoR) | Fami@an)

Both FAITH(DOR) and FAITH(LAB) are crucially ranked above REPEAT, so as to block
labial-to-velar (44c) and velar-to-labial assimilation (44b).
With FAITH(COR) dominated by REPEAT and FAITH(DOR), coronal-to-velar

assimilation still occurs:

(45) FA.['I'H(DOR) FAITH LAB) >> REPEAT >> FAITH COR

| tnput duck | FamiDor) | FarmiLa) | RepeaT | Famicon ]

The pattern of development is thus characterized as the outranking of REPEAT by place
Faithfulness constraints. In the first stage REPEAT is dominant, and fully satisfied, in the
second it is dominated, and minimally violated. Importantly, with the fixed ranking of

FAITH(COR) beneath FAITH(LAB), it is predicted that the reverse developmental scenario, in
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which coronals are the first to stop assimilating, should be impossible. It should be noted
because the ranking between FAITH(DOR) and FAITH(LAB) is not universally fixed (cf.
Gnanadesikan 1995, Jun 1995), either labials or velars can dominate the other in assimilation.
This seems consistent with the known child language facts: for evidence of velar-to-labial
assimilation, see Cruttenden (1978), Gnanadesikan (1995:fn. 22), and Macken (1995:679).
Labial-to-velar assimilation is reported in Menn (1976), as well as in the present study.* In
the domain of adult phonology, only labial-to-velar assimilation is attested, but because the
targets in the adult cases are codas, this may be due to the general preference for velar codas

(see Jun 1995; cf. Rice 1994).

3.3.4 Place Faithfulness in truncation

In this section [ demonstrate that the constraints that limit the effects of REPEAT can be seen
to play a role in determining the output of truncation. Recall that Trevor produced caboose
as [gu:s] from 2;4.24 to 2;11.17, and guitar as [ga] or [ga:r] from 1;1.19 ~ 2;1.5. In these
cases of onset selection, it is the place specification of the consonants, rather than their
sonority, that is of import. Somewhat similar cases are reported in Smith (1973), and Fikkert
(1994). However, in those data, coronals are the only segments to be replaced; as far as |
know [gu:s] for caboose is the first attested instance in which a velar is chosen from initial

position to replace a labial. Undoubtedly, the uniqueness of this instance of onset selection

% Stoel-Gammon and Stemberger (1994) cite $ instances of labial-to-velar assimilation. and 9 cases of
velar-to-labial. Because no imformation is given on individual children'’s patterns. and the source of the data for
each of these cases is not mentioned. it is impossible to know whether some. or all. of the instances of apparent
velar-to-labial assimilation are in fact accompanied by the total absence of velars in the child's data at the relevant
stage. as m Donahue (1986).
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is related to the unusualness of Trevor's labial-to-velar consonant assimilation: the survey in
Stoel-Gammon and Stemberger (1994) notes only S children who displayed this type of
harmony, as opposed to 19 who had coronal-to-velar assimilation.

The connection between these two processes falls out directly from the analysis of
consonant harmony above. For the consonant harmony pattern we made crucial use of a

ranking between FAITH(DOR) and FAITH(LAB); this same ranking chooses [gu:s] over [bu:s]

in the case of truncation:

To get this result, we must also assume that FAITH(DOR) dominates [-CONTIG-g, since
[-CONTIG-0 would prefer to preserve the labial. This is straightforward, so I will not provide
a tableau (see § 3.2.4 for relevant discussion).’!

[t is quite interesting that the effects of the ranking of FAITH(DOR) over FAITH(LAB)
are seen at this late a date in Trevor's development. Labial-to-velar assimilation dies out

before age two, while this truncation pattern is attested from 2;4.24 to 2;11.17. Thus, the high

*! If the Faithfulness constraints are conceived of as Featural Identity constraints, we must also assume
that this apparent case of deletion is in fact fusion. If the velar is deleted in (46a). for instance. mo violation of
FAMHDOR would be incurred, since Featural Identity only applies to segments in Correspondence. and a deleted
[nput segment lacks an Output correspondent. This problem is avoided if the Cutput onset is in fact in
Correspondence with both Input onsets. so that the choice between the place features can be made by the Identity
constramts (see Gnapnadesikan 1995 for discussion).
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ranking of FAITH(DOR) persists across developmental stages, even though its effects change
due to the reranking of other constraints (in particular, FAITHLAB over REPEAT, which blocks

labial-to-velar assimilation).

3.4 Conclusions
[n this chapter, we have examined several cases which provide support for the position that
when child language constraints are overcome, they are outranked, not shut off. In the domain
of foot and word level prosodic structure, constraints that serve to limit child words to a
single foot were shown to play a role in the adult English stress system. In the adult system,
these constraints are not inviolable as they are in the child system, nor are they freely violable
as they would be if they were turned off. Instead, they are minimally violable, asserting
themselves whenever they are not fettered by the restrictions of higher ranked constraints In
the domain of syllable structure, a constraint on onset markedness was shown to be minimally
violable in the child system itself, it plays a crucial role in determining the output of
truncation, yet in other cases it is violated. Finally, at the level of the segment, explicit
evidence of the developmental process of constraint outranking was provided: a constraint
causing consonant harmony is first unviolated, assimilating both coronals and labials to »:elars,
and later minimally violated, assimilating only coronals.

Besides providing evidence for a view of development as constraint reranking, these
cases demonstrate the fruitfulness of the view of markedness as constraint violation. As
opposed to parochial theories of markedness that apply only to particular sub-domains within

phonology (e.g. underspecification for segmental phonology, unmarked parameter settings
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for syllable structure), markedness in Optimality Theory is domain independent. The
generality of this approach to markedness allows phenomena beyond the reach of traditional
markedness theories, such as the word size maximum, to be formally treated as instances of
the broad unmarkedness of child language. Given the wide scope of the framework, further
progress along these lines appears readily achievable.

Some puzzles do remain to be addressed, of course. Chief among them is the fact that
while consonant harmony is extremely common in child language, it is unattested in this form
in adult languages, where primary place assimilation applies only locally, not across
intervening vowels (see Shaw 1991 for discusston). Drachman (1976) points to this and other
disparities between the domains of child and adult phonology in a challenge to Stampe's
(1969) claim that the two areas are subject to the same set of natural processes, and in
particular, that it is the application of natural processes in child language that is responsible
for much of historical sound change. Putting the issue of the locus of sound change to the
side, the problems that Drachman raises for the theory of Natural Phonology continue to
apply equally to the almost any approach in which phonological theory is applied to child
phonology, including the present one (see Macken 1995 for relevant discussion).

By following Jespersen (1922) and drawing a connection between consonant harmony
and full reduplication, the position here is that the constraint REPEAT is constructed by the
child in response to the pressures imposed by the developing production system, which entails
that at least some constraints of child phonology are inductively learned, rather than innately
given (see the discussion of consonant harmony and Stampean innateness in Menn 1976 and

Vihman 1978; see also Hayes 1995 for other motivations for constraint construction). To
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explain the child/adult asymmetry, it would also have to be the case that REPEAT and other
constraints like it are eliminated from the grammar, since if they were simply low ranked, their
effects could be seen in “emergence of the unmarked™ scenarios (McCarthy and Prince 1994a;
see also fn. 23 above). Clearly, the introduction of child-specific constraints has implications
for learnability theory that cannot be taken lightly. Not only would constraint reranking have
to be shown to be computationally tractable (Turkel 1994, Smolensky and Tesar to appear),
but an account would also have to be given of constraint genesis, and of constraint extinction.
This is a considerable task, but one that appears worth undertaking, since it has the potential
to contribute to a sufficiently restrictive theory of adult phonology, and to an explicit

depiction of the relationship between developing and mature sound systems.
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Conclusions to the Thesis

To provide a perspective from which to discuss the results obtained in these three studies of
the consequences of constraint ranking, [ would like to return to Anderson's (1979)
distinction between the explanatory and exegetic adequacy of phonological theories, first
brought up in the conclusion to chapter 1. A theory that is explanatorily adequate is one that
makes the nght predictions: it allows for all and only the attested possibilities within the
domain it covers (see also Chomsky 1986). A theory that is exegetically adequate, on the
other hand, allows us to make "some progress in understanding the facts as they are, though
not in the sense of showing that they could not be otherwise" (Anderson 1979: 18).!

In the first chapter, the concern was with explanatory adequacy, both within the
framework of Optimality Theory, and across frameworks. It was shown that by treating the
NC effects (nasal substitution, postnasal voicing, et al.) as resulting from the ranking of a
substantive output constraint over various Faithfulness constraints, considerable strides
toward explanatory adequacy could be made. The range of attested nasal-voiceless obstruent
interactions were generated, with just a slight overgeneration in the area of epenthesis. Of the
existing alternative conceptions of NC effects, the present Optimality Theoretic one best fits
the facts.

The research presented in the second and third chapters, on the other hand, may be
thought of pnmarily as studies in exegetic adequacy. In chapter 2, we examined a series of
phenomena in the English stress system that exhibit nonuniform constraint application, that

1s, in which a constraint applies only in a particular context. These phenomena have not

! Anderson’s contention is that the standard theory. embodied by Chomsky and Halle (1968) and

subsequent work, was exegetically adequate. and that this was all we should expect of a theory of phonology. Most
phonologists would agree. [ think. that predictive explanatory adequacy is a desirable. if elusive goal.
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necessarily eluded description in previous work, but the types of descriptive devices required
can be characterized as stipulative. The general advantage of minimal constraint violation is
that it often allows for a more principled description of nonuniformity, reducing it to the
interaction of fundamental constraints. The main result of chapter 2 was that this sort of
reduction was in fact possible within the study of English stress. Crucially, reduction to basic
principles does not necessarily entail explanatory adequacy; in fact, these goals often conflict,
since principles that extend beyond the case at hand may well extend too far, yielding
unwanted results (see, for example, the discussion of Itd6, Mester, and Padgett 1995 and
prenasal voicing in chapter 1). Within the limited area of main stress-specific quantity
sensitivity, it was shown that the analysis invoked for English does seem to make the right
cross-linguistic predictions. However, whether this approach to metrical theory is more
broadly consistent with the findings discussed in Hayes (1995) and other typological work
remains to be seen.

Similarly, by focusing on minimal violation in child phonology in chapter 3, the main
purpose was to "“understand the facts as they are”, not to "show that they could not be
otherwise”. It was demonstrated that minimally violable constraints allow for a more adequate
description of the facts than do inviolable ones. The only way in which the analysis is
predictive is in its postulation of a fixed ranking of non-coronal Faithfulness constraints above
coronal Faithfulness, which correctly rules out a scenario in which coronals are the sole
targets for harmony.

One way of obtaining a predictive theory of child phonology within the Optimality

framework is suggested in Gnanandesikan (1995): assume that all constraints are innate, and
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that structural constraints outrank Faithfulness constraints at the outset of acquisition.
However, it is far from clear whether the simple structural >> Faithfulness schema captures
all and only the attested child language phenomena. Particularly striking evidence that it does
match the facts is provided by Gnandesikan (1995), who shows that the pattern of onset
cluster reduction in the speech of a two and a half year old English learning child replicate
exactly the pattern of onset simplification in Sanskrit reduplication. [n this dissertation, we
have seen two more examples of paraliels between child language and cross-linguistic
unmarkedness. In §1.2.3, it was noted that the deletion of nasals before voiceless stops
observed in Kelantan Malay and Maore is attested in child English, child Greek, and child
Spanish. In chapter 3, we saw that the single foot maximum imposed on the Diyari reduplicant
finds expression in the word size maximum of child English and child Dutch. However, we
have also seen a child language process that is absent in adult languages: long distance
assimilation of primary consonant place, also known as consonant harmony. An understanding
of the basis of this and other child-adult mismatches, as well as a fuller cataloguing of
attested, and unattested phenomena in child language, is clearly a priority for further research
In sum, this dissertation has shown that both explanatory and exegetic adequacy can
be enhanced in various domains through the introduction of constraint ranking. The éxtent
to which these gains can be further generalized, and the extent to which constraint ranking
also results in explanatory and/or exegetic losses, will, as usual, be determined through further

development and critical evaluation of the framework.
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Appendix to Chapter 3

Prosodic Development Documented’
In what follows, I document the process of prosodic development by providing a list of both
the truncated and non-truncated versions of the target words discussed in Chapter 3, and the
order in which they appeared, as well as the age at which they were pronounced. To make
the size of this Appendix as manageable as possible, I have omitted many sequential
repetitions of particular pronunciations. However, I did make sure to include the first and last
instances of each pronunciation, and when the pronunciation changed, I included the
immediately prior instance of the first one. For instance, if the tokens of banana appeared in

the corpus as follows:

(D) 1;11.21 nand
1;12.3 nznod
2;0.1 nznd
2:3.2 banznd
2.3.4 banaxnd
2;.3.5 bonzno
2:4.23 nenod

They would be given in this Appendix as:

2) 1;11.21- 2;0.1 nznd
2:3.2-2:3.5 bonznd
2423 n2nd

This saves considerable space, at the cost of losing information about the number of times

! This Appendix is intended for inclusion in the dissertation only. not in the published version of the
paper.
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particular forms occurred. But since the data were not collected in such a way that would
support quantitative analysis, this seems of little consequence.

An inspection of the resulting compilation of child forms quickly reveals that the
notion of a "stage” in prosodic development must abstract from a considerable amount of
vanation. This is not so much true of Derek's data, which shows little evidence of vanation,
data are quite but it is probably no coincidence that Derek's corpus is the smallest, and hence
least detailed of the three. The vanation that is seen in the other children's speech occurs both
across words, and across instantiations of particular words; we can refer to these as lexical
and free variation respectively. Lexical vanation is evident in the occurrence of words larger
than a single foot, at the same time that other words continue to be truncated. For examples,
at 2;5.16 Julia produces another as [anAdo], and apartment as [patment]. Free variation is
instantiated in words that vary between truncated and non-truncated versions. Many examples
of free variation, often occuring on the same day, can be quickly found by scanning the data
below.

The presence of lexical variation shows that prosodic development is not strictly
across the board, but to some extent diffuses across the lexicon, while the free vanation
shows that during the transition from one stage to the next, words can be produced according
to the norms of either the earlier or later stage. Neither free nor lexical variation is expected
in a theory in which all words are subject to a single constraint ranking, and in which
development consists simply of rearranging that ranking, just as they are unexpected in a
theory in which the grammar is defined by parameter settings that apply to all words, or the

ordering of rules is limited to a particular fixed state for the entire lexicon.
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This does not necessarily argue, however, against a grammatical account of the data.
In recent work in Optimality Theory, there has been a number of proposals about how to deal
with the lexically based vanation (e.g. Hammond 1995, Inkelas, Orgun, and Zoll 1995, Itd
and Mester 1995, Pater 1994, Chapter 2 above) and with the 'free’ variation® (e.g. Antilla
1995, Kiparsky 1993, Reynolds 1995) that is observed in 'steady state' grammars. These
accounts could be straightforwardly adapted to the data at hand, though it is important to
note that the introduction of unranked, or lexically ranked constraints, may have
consequences for a theory of learnability. In any case, until we can be sure that child language
variation is qualitatively different from that of adult languages (see Rice 1995 for arguments
that it is not), the presence of variation in these data should not be seen as counter-evidence

for a grammatical analysis.

? Scare quotes are used here because a major goal of these papers is to account for the limits on
variation.
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Derek’s data

¢'0c words
another
2;2.23
2:5.4
2:5.11
baloney
2:7.18
2:8.16
2:10.2
banana
2,30
2:3.0
2.30
2:4.0
umbrelia
1;11.30

'goc words
animal

2:1.14

2;1.15

2:1.16 -2;5.24
2;5.24

2:9.11

3:0.25

3;1.24
elephant
2:9.7-2,10.7
sesame

2;2.8

2:6.26 -3;1.28
tricycle

2:8.18 -2,9.2
2:9.25

2;10.4

o'c words
again
2:10.13
2;10.23
3;1.21

[nAd3]
[nader]
[nAda]

[bwani]
[bwoni]
(bwoni]

[n2na]
[nana]
[nana]
[nana]

[bwea]

[@mA]
[2ma]
[2mO]
{mu]
{2ml]

[2mO]
[2mO]

[ewfon]

[semo]
[semi]

[twatkl]
[twaiszki]
[twarkl]

[Agtn]
[9g1n]
[Agtn]

-209-



[ ]

b4

3.1.21
alone
2:6.24
away
2;2.30
2:6.5
2;7.20
2;10.29
2:11.10
balloon
1;11.6
2:2.1
2:.2.25
2:4.26
2.6.2
cement
2:11.27
enough
2:29
surprise
2117
today
2:8.19
3,20

Julia's data

o'oo words
another
1;10.12
1;11.4
2:2.10
2:2.16
2:3.20
2.5.16
2:6.9
2:8.28
apartment
2:3.14
2,5.16
banana
1;7.16

[ogIn]
[won]

[we]

[Awe]
[awe]
[Awe]
[awe]

(bu}
(bu]
(bun]
[bun]
[bwun]

[ment]

[anAf]
[pwarz]

[de]
[de]

[jowo]
[yal
[enada]
[enad/da]
[onada]
{onada]
[onAda]
[enada]

[partment]
[patment]

[mzna]
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[;7.26
1;10.8
1;11.6
2:2.22
2.24
2:3.20
2:4.1
2:4.1
2:4.5

2;4.11 -2;5.29 [bxna]

2:5.13
delicious
I;11.27
eleven
1;:9.10
1;9.15
1;9.20
1,9.22
1,9.26
1;10.7
2,224
pajamas
1;8.27
1;10.7
1;11.9
;1111
2:0.2
piano
1:9.19
1;11.15
2417
potato
2:0.25
2;1.20
2,516
remember
1;10.8
1;10.22
1;11.25
2;0.21
2;1.18
2:4.0
249

[mana]
[mazno]
(bzna]
[bzna]
[bznas]
[blzna]
[bena]
[babdzna]
[blena]

[bzna]
[d1fes]

[debon]
(jeban]
[jemin]
[gjebon]
(ejeman]
[jeman]
[jeven]

[damas]
[dzmes]
[d&mis]
[demas]
[demis]

[pzno]
[pano]
[p2no]

{pedo]

[peto]
[tet=0]

[mema]
[mema]
{memo]
[mema]
[membe]
[meEma]
[membA]
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2:5.1
2;7.29
2918
3;0.1
spaghetti
1:9.7
1;10.8
1;11.19
2:02
2:0.23
2:0.29
2,38
together
2;10.1
tomato
1,9.22
1,9.23
1;10.27
2;0.11
2;1.14
2:1.20
2:1.27
2;5.13
2:5.27
2,64
2:8.14
2:8.14
2:10.30
2;10.30
tomorrow
1;7.16
2:0.17
2;0.21

‘000 words
accident
3.0.1
animal
1,98

1,9.19
1;10.4
1;11.4

2,04

[memba]
[memba]
[momemboj
[mema]

[d1bi]

(gebi]
[skebi]
[skebi]
[skebi]
[sketi~skebi]

[skebi~ skedabi]

[togeda]

[mInos]
[menos]
[meno}
[meto]
[medo]
[meto]
[meto]
[medo]
[totm3dos]
[met=0]
[met=0]
[tomet=0]
[met=0]
[tomet=0]

[mowo]
[maowo}
[omaowo]}

[eksidents]

[amos]
[amos]
[#mas]
[2mos]
[amos]
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2:12
2:2.23
234
2:6.1
bicycle
1:8.4
1:9.14
1;10.13
2:0.14
2113
2:5.7
2:8.25
broccoli
1;7.6-2;0.19
2:6.10
2;11.16
buffalo
1;1.10
2:0.14
2;1.15
2:3.9
2:3.11
295
cigarette
2:8.14
cinnamon
I;11.15
comfortable
2:4.28
2:8.17
2;10.24
2;11.22
3,0.27
company
1;11.14
elephant
1:8.0
1,104
1;10.27 - 2;0.13
2;2.11
2;2.24
2:3.5
2;3.11

[mos]
[2nimo]
(®nomas]
[#nomo]

[barko]
[baztko]
[batko]
[baisko:]
[baisko]
[baisk=0]
[baistko]

[baki]
[brakali]
[blakoi]

[bafowo]
[bAfo]
[bafo:]
[bafo]
[bafowo]
[bafolo]

[s1gorets]
[sImen]

[kAmfabo]
[kamfbaboo]
[kamfaboo]
[enkafobou)
[enkampbabo]

(kampi]

[owo]
{apen]
[asfonts]
[onofont ]
[enofAnt']
[enafAnt]
[enoent]
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2:5.11
3;1.3
favorite
2:0.25
2:0.29
2:3.14
2:6.1
gallopey
1:9.14
Jennifer
2:1.19
2,516
medicine
1;11.12
2:3.30
2:4.29
octopus
3;1.3
sesame
2;11.13
tricycle
2:8.7

c'o words
again
1;8.4
1;10.1
1;10.3
1;10.12
1;10.23
1;10.26
1;11.9
I;11.15
1;11.24
1;11.24
1;11.25

1;11.26-2;1.24

2:1.24

2:23-2:3.10

around
[;10.8
1;11.22
2;0.23

[enafAnt]
[enofent]

[febat]
[fe.vit]
[fer.vit]
[fevat]

[gabi]

[dzenofo]
[dzenafa]

[mesin]
[mgdasin]
[medasan]

[oktopos]
[sesomi}

[traistko]

(agin]
[gen]
[ogen]
[gIn]
[gen]
[egen]
[gen]
[egen]
[gen]
[ogen]
[gen)
[agen]
[gen]
{ogen]

[winowaOnowaond] (ring around a...)

[ow/ratn)
[oraon]
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2;0.26
2:29
2;2.11
2.3.6
2:3.25
away
1:8.24
1;11.14
1;11.24
2;0.19
2;1.15
balloon
1;5.28
1;9.18
1;10.23
behind
2:3.24
belong
[;11.27
2;0.26
2:4.24
3:0.1
cement
2:8.18
dessert
2:8.7
2,9.24
enough
2;2.11
2:3.8
2;3.29
2:6.13
garage
2:4.5
2:8.25
giraffe
1;11.7
2;2.7
2;.2.17
2,222
2,6.10
police
2:1.10

[@waond]
[ow/raond]
[oWraond]
[owatnd]
[owatnd]

[war]
[wart]
[(@)we]
fwai]
[ower]

(bu.]
[bon]
[bun]

[haind]

[bon]
(bops]
[blonz]
[blon]

[szment]

[z2+]
[ze(2)t]

[onaf]
[onaf]
[onaf]
[anaf]

[gowadz]
[gwa:dz]

[dowaf]
[d3wef]
[dreef]
[dweef]
{dreef]

[pisme/2n] policeman
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2:1.12
2;5.3
2,6.5
parade
2.9.18
pretend
2;1.20
2;3.29
2:3.30
2;5.23
2:6.5

Sean's data

o'00 words
another
1;9.15
1;10.11
2;:4.2
242
2:4.22
2:4.22
2:4.22
2:4.24
2:5.9
2:6.0
2:6.12
2;10.13
2;10.13
2:10.17
2;10.23
2;10.23
2;10.29
3;0.14
3;0.17
3;1.0
3;1.18
3;2.0
3;2.12
bologna
2;10.13

[pisman] policeman

[pisma/en] policeman

[plis]
[powed]

[tent/d]
[tend]
[ten]
[potendin]
[patend]

[ena]
[e0]
[nAada~]
{Anader]
[Anader]
[A3]
[AnABa]

[AnA@]
[AnAd3]
[AnAO2~]
[AnAB3]
[nAE3]
[AnAd3]
[AdA3]
[AnAd3]
[AnAO3]
[Anada-]
[Anader]
[anadar]
[enAda~]
[ona~]
[onada~]

[bAmoni]
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banana
1:2.7
1;2.12
1:2.28
1;44-1.6.25
1;7.25
1;8.28
1:9.14
1:9.17
1;10.14-1;11.19
1;11.28
2:0.13 -2;85
electric
3.2.4
3:.24
3.24
pajamas
I;11.15
1;11.19
2;0.23
2;11.27
potato
2,0.15
2:9.29
3;2.3
remember
2,9.28
2:10.17
salami
2,6.23
2;10.13
spaghetti
242
2:4.2
2:42
243
2:54
2;11.27
together
2:6.9
3;1.6
3;1.10
tomato

[na+na]
[nAnA]
[nz+nA]
[naEnAaj
[bonznA]
[nzna]
[nznA]
[inzna]
[nzna]
[nzeni]

[bonzna]

[elekirk]
[olekrik]
[alsklTk]

[d3maf]
[d2mas]
[dzemas]
[pidz®miz]

[patedo]
[pAteto]

[spot=edo]

[rimgmba]
[mimgmb3a+]

[sAmami]
[slamami]

[p=ngedi]
[sagedi]
[sAgedi]
(fagedi]
[pAgedi]
[skadedi]

[Aged3]

[tugeder]
(taged/der]
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2:0.14
2,5.13
2,923
3;0.20
3.2.5

329
tomorrow
303
umbrelia
2:0.1

‘cod words
accident
29.11
2;10.14
3;1.5
animal
1;11.16
2;10.13
2;10.24
3;0.20
3;1.6
camera
2;0.13
2:0.13
2:929-2;109
comfortable
3:1.13
company
2,027
elephant
1:6.1
I;11.11
2:0.23
2;1.19
2;3.25
2:9.19
3;1.18
3;1.18
3;1.27
family
3,08
favorite

[paneno]
[pimed/to]
[pAteto]
[pAnedoz]

[poteto]
[tamInedoz]

[tumawo]

(bela]

[®zkAdent]
[®skAadent]
[askakent]

[animol]
[2n1mols]
[2minol]
[@minol]
[@miInol]

[kemA]

[kzm(r)a]
[k2mra]

[kamfta-dul]
[akAmpi]) Electric Company

[adi]
[eata(n)t]
[elofont]
[ef ent]
[EIAfAL]
[elafonts]
[elfint]
[elfints]
(elfont]

[flzmali]
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3.2.12
medicine
1;7.14
2:1.2
2:1.2
sesame
1;10.6
1;10.17
2:5.14
spatula
2:11.4
vitamin
2:2.1
2:6.16
2:85
2:8.5
2;8.6
2:9.11
2:9.20

o'c words
again
2:5.21
2;5.19
2;7.11
2:8.23 -2;10.23
around
1;11.12
3:1.10
away
2;0.18
2;1.25
2;2.26
2;5.21
2;7.11
2:7.25
2:8.23
2,9.0
2;9.23
2:11.15
3;1.19
3;1.18
balloon

[fevriv/d]
[wapi]

[b edasin]
[bedasin]

[diduit] Sesame Street

[do dwit] Sesame Street
[sesi stwit] Sesame Street

[spasAlA]

[batadan]
[badadin©]
[{baidAninz]
[baidadinz]
[baidAdinz/s]
[baidadinz]
[baimAnins]

[ge]
[Agen]
(gen]
[Agen]

[ound]}
[Awaund]

[owet]
[we]
[Awe]
[Awe]
[we]
[Awe]
(we]
[Awe]
[Awe]
[Awe}
[fae- e faa~ e fao- €]
[owe:]
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1;3.21
1;4.4
1:4-1;7.18
1:8.11
1:9.21
1;11.0
1;11.19
2:2.24
2.2.24
2;2.24
2;11.15
3:0.3
cement
2;7.25
giraffe
I;I1.11
2:0.27 -2:1.19
2:2.1
2:3.5
guitar
2,212
2:54
2:54

Trevor's data

o0'cc words
another
2;1.14

243

243

243

2:54

2:5.17

2:5.17
2;530-2,6.24
2:7.27-2.825
banana
0;11.10
0;11.11
0;11.11
0;11.18

[bA]
[bu:bu]
[bu]
[bAum]
[baun]
{bum]
[boum]
[balum]
[balum]
[bowum:}
[balum]
[bAlumz]

[sAment]

[duz6)]
[Buwef]
[duwzf]

[Borraf]

[tar]
{gataer]
[gata:]

[an:2r]
[AnAna~]
[onAa]
[onA:d wan]
[onadar]
[nA:ar]
[nA:dor]
[onA:der]
[onA: 2]

[nzna]
[nzna]
[nARANA]
[and]

another one
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0:;11.18
0:;11.21
0:;11.21
0;11.21
0;11.21
0:11.25
0:;11.25
0;11.25
0;11.25
0;11.27
0;11.27
0,11.27
0;11.27
0:11.28
0:;11.29
1;0.6
1;0.6
1;0.6
1;0.8
1,0.8
1:0.9
1;0.9
1;0.9
1;0.9
1:0.9
1;:0.9
1;0.9
1.09
1;0.10
1;0.10
1;0.10
1;0.10
1:0.10
1;0.10
1;0.13
1;0.13
1;0.13
1;0.13
1,0.14
1;0.14
1;0.16
1;0.17
1;0.19

[nADADA]
[2n3]
[nzna]
[nAnA]
[anzna]
(and]
[nzna]
[nana]
(anzna]
[ana]
[nzna]
[nana]
[anz na]
[nzna]
[nzna)

[anzna]
[onzna]
[nANADA]
[anAnAnAj
[AmAmanz]
[@nzna)
[2nanad)
[nAnzna)
[nAnARA]
[@nznd]
[nznzna)
[@nand]
[nAnzna]
[nznana]
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1:6.9
1;6.9-2:6.6
2;7.15
2;7.15
2:8.13
2:8.13
2:8.13
2:8.15
3;1.8
electric
243

[anzna]
[nAnzna]
[nenzna)
[nanzna]
[anana]
[anana]
[anzna]
[anazna]
[anana]
[anang]
[anzna)
[nonan]
[nanana]
[nzno]
[nzna}
[maena]
[anzna]
[anzna}
[nAnzna]
[nznz ]
[anzna]
[nznz ]
[nzna]
[nznz]
[nznz]
[nznz)
[haenae)
[nznz]
[nznz]
[nzne]
[nznz]
[nzno]
[nzna)
[nznz], [ne:nz]
[bLznznz]
[nz:nz]
[bLznz]
[banz]
[bznznz]
[ble:na]
[nznz]

[tkeka-1k]
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2:4.13
2:8.13
gorilla
1;11.12
1;11.14
1;11.14
maracas
2:0.27
modesto
2;8.15
museum
2;7.27

Nathaniel
2:1.0
2;1.17
2:2.17
2;2.23
2;2.23
2;2.23
pajamas
1;7.11
1;7.26
1;8.2
1;8.2
1;10.5
2:2.10
piano
I;11.9
2:1.26
2:1.26
2:2.23
2,33
243
potato
1;9.19
1;9.27
1;10.2
1;10.5
remember
2,33
2:4.13
2,58

[iekrik]
[oLekrk]

[go:wea ]
[wA:ga:]
[gn:wa]

[ma:kas])
[desto]

[zi:Am]

[fzfue]
[fe:no]
[ofen0]
[fego:s]
[of2:1:n0:z ]
[ofe:1:n0:z ]

[da:mas]
[d3a:mas]
[d3a:ma:[]
[d3a:ma: ][]
[d3amaz]
[d3a:mis]

[p® :no]
(b2 :noj
[pz :no]
[ba:no}
[pi:jeno:]
[pi®:no}

[te:toz]
[te:do]
[te:do]
[te:to:z]

[omemar]

[omemba-]
[ememba-+]
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salami
1.6.25
1;9.2
1,109
2.0.8
2:1.0
spaghetti
1,427
1;9.2
2:11.17
Theresa
2;11.10
together
1;9.27 - 1;10.1
1;10.5 - 1;11.1
I;11.9
[;11.12
1;11.12
2:0.27
2:2.7
2;2.7
244-274
tomato
2:0.27
tomorrow
1;8.12
1;8.26
1;9.22
1:9.29
1;10.15
2;1.14
2:3.22
2;3.30
243
2:4.13
2:424
2;5.30
2:8.15
umbrella
I;11.1
1;11.1
I;11.1
1;11.5

[ma:mi]
[ma:mi]
[ma:mi]
[seela:mi:t]
[ma:mi]

[gedi]
[ge:di]
[sege:di]

[r:s3]

[ge:dar]
[ge:dIr]
[de:de:r]
[ge:de:r]
[oge:da~]
[gede]
[uge:der]
[oge:da]
[oge:da]

[me:do]

[moro]
[moro]
[mOwro: w]
[morou]
[mouwou]
[mo:ro]
[tomo:ro]
[@mo:ro:]
famo:ao:]
[emoro]
[émo:rou]
[omo:r+ro:]
[@mo:rou]

[bra:gz ]
[ambre:a]
[Ambwe:wa]
[bre:wa]

salami meat
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I;11.5
2:0.27
2:0.27
2:1.0
2:1.14
2:33
vagina
2;11.10

'000 words
abacus
1:5.30
1:8.7
1,9.2
1,9.2
1;9.2
1;10.2
2:0.8
2;2.15
2.6.26
accident
2,322
2424
Allison
1;3.5
1;3.10
1;3.11
1;3.11
1:3.17
1;3.17
1;3.26
1:4.19
1:4.27
1:5.3
1;6.25
1;7.11
1,7.26
1;8.2
1;8.2
1;10.2
1;10.5
1;10.5
1;10.5

[bawa]
(ab3*was]
[ob3e:wa]
[bwe:waz]
[bwewa]
[A:bwela]

[d3ai:na]

[ka:ka]
(@:[1f]
[2:tfus]
[®kus]
[@:A[]
[®:kos]
[®:ku:s]
(® :srde:s]
[=:biges]

[2#ksisen]
[2kidin]

[ai:]
[ai]
[aijA]
[ayje]
[aija]
faije]
[aj]
[aija]
(aijo]
[aijo]
(ajo]
[aija]
(atjo]
(at:jo]
[ai:ja]
[ai;jzz]
[aija]
[ai:ja:z]
[aije]
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1.10.5
1;11.12
2.08
2:0.8
2:1.0
2:1.0
2:1.0
2:1.14
2:1.14
2,23
223
223
2:2.7
2,27
2:.2.7
234
2:3.4
234
2:.5.26
2:5.30
animal
1:3.5
1;5.13
1;7.20

1;720-1;8.12

1;9.1-2;3.4
2:3.22

244

2:4.13

2;5.25 -2;10.24

apricot
1;,5.30
1.5.30
1,7.26
1;8.14
1,9.20
1;10.2
1;10.5
2:2.3
2;43
2,6.7
bicycle
1;5.5

[ai:ja]
(ai:ja]
[ai:ijAn]
[@:sAn }
[ai:jo]
[ai:je}

(ai ja]
[a::sIn]
[at:ije]
[@:1s1n]
[=:s1n]
[ai:ja]
[:1sIn]
[ai:1j@]
[aijo]
(@:1s1n]
[@:w1sIn]
[2:wisIn]
[@:1sIn}
[:j1sIn]

[nznuma]
[nono]
[amu:]
[a:mu]
[@:mu:]
[&:1mu:s]
[2:nimu:8]
[&:mu:z]
[2:mumu:]

[ka+kat]
[nkagat]
[kakat]
[ka+kak]
[ka:kat']
[kaka:ts]
[kakats]
[kaka:t]
[:brkatd]
[=:prikat]

[gaiki]
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2:2.15
buffalo
1;11.14
camera
156 -1;109
1;11.25
1;11.25
2;0.3
2:3.17
2:4.3
comfortable
2;8.5
2:8.13
2:8.25
2:10.24
2;11.10
company
2;2.23
2:6.1
dominoces
I;11.5
2,23
2;2.23
243
dungarees
1;10.1
1;10.5
elephant
1;11.14
1;11.14
1;11.14
2,08
2413
2;6.15
2;10.13
family
2,58
Marion
1;7.11
1,7.26
1;8.7
1;8.7
1;8.14

[baisikaul]
[bAfao:]

[ka:ma]

[kA:mz ]
[k :ma]
[k®:ma~]
[kemera]
[kemao]

[ka:ford1l] [kamfordil]
{kamfabal}

[kAmfAbiL]

[kamfotou]

(kAmfTtAl]

(kumni: ]
[kAmpzni]

[da:1:no:z]
[da:1no:s)
[da::nouz]
[da:mno:8]

[gAngi: z ]
[dAn:ari:z]

[e:fInt ]
[£:fa:nt]
[e:tAnt]
[e:fInts]
[ewefAn]
[£::fint]
[e:ufend |

[femili]

[meimen]
[meiIn]
[me1an]
[meian]
[mernian]
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1;10.2
1;10.9
2,03
208
2.08
2:1.0
2;1.26
2;2.23
2:2.23
2,223
medicine
2;08
2;0.27
2,0.27
2:0.27
2;1.0
2:1.5
2;1.26
2:1.26
2;11.10
spatula
1;11.23
1;11.23
2:0.8
2,9.18
vitamin
1;5.30
1;5.30
1,6.9
1;6.9
1;6.9

a'c words
again

0;1028 -1;0.8
1,6.17

1;6.27
1;8.7-1;11.12
1;11.25
1;11.25
1;11.25
1;11.25

2:0.24 - 2;1.26

[ma:n:an]
[me:nAn]
[me:nan]
[me:ri:2n]

[me:re:r pe:n] Marion airpiane

[me:ri@n]
{mer+rionz]
[me:rign]
[me:rign]
[me:rian]

[me+gsIn}
[me:€sIn]
[me:1sIn])
[me:&sin]
[mesedin]
[mesenin]
[meesin])
[me::sin]
[me:sin]

[bae:tfA]

[Jabz:tfA]

[bzfuwa:z]

[sopztfaf] [spa:tfu:La:[]

[ga:mIn}
[ga:mI:]
[bai:mi: ]
[ba:mzf]
[baiami:][]

(ge ]
[gin]
(ogen]
[ngen |
[ogE:n]
[ode:n]
{de:n]
[ge:n]
[ogen]
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2;2.15

2:3.3

2:3.4
2:.34-2.823
alone

210

2;1.0

2:1.14
2:1.26
2;2.10-2:526
2:8.15

apart

1;8.26

1:9.2 - 1,9.27
1;9.29

1;9.29 -2:6.6
around
1;10.13 - 1;11.1
I;11.1

1;11.5

1;11.9

1;11.9

2;0.2

2:0.8

2:0.27

2;1.23

233

2.3.22

2;3.30

2:4.1

2:54

2:54

2;5.30

away

1;8.26 -2;5.30
2:6

balloon
1;4.19

1:4.19
1;4.19

1;4.19

1:4.20

1;4.27

[gen]
[den]
[oden]
[oge:n]

{ai 0:n]
[ o:n]
[awo:n]
(io:n]
[ewo:n]
[@Lo:n]

[opa:t]
[opa:rt]
[part']
[opa:rt]

(awau:nd]
[arau:nd]
[@wau:n]
[@maund]
[@waund]
[@wau:n]
[wau:n]
[dwau:n]
[@raun]
[oraun]
[@wau:nd]
[araon]
[orau=n]
[oraun]
[arau::ndo ju:] around you
[araun]

[owe:i]
[pu:pu wewei] pooh pooh away

(bu]
[bau]
[bo]
(bao]
[bu:]
[bu]
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1.4.27-1,6.25
1:9.29
I;11.12
1;11.14

2:1.0

2;1.14

2:2.23

2,223
behind

2:0.8

2:0.24
2,027-2;1.0
2:1.0

2;1.14

2:2.15

2:4.1

2.6.15
belong

2;1.5

2:4.1

3:1.6
caboose
2424
2:4.24
2:5.26
2;11.17
Denise
1;1.17
1;42-1423
1;427-1,56
1;59

1;5.14

1;5.18

1;6.8

1;6.8

1;7.4- 1;10.11
2:0.14

2;0.23

2:1.26
2;2.15

2;2.15

2;2.15

2;7.15

[bu:m]

[bu:n]

[bu:nz]
(bu:n+6s]
[pzu:n pa:pt]
[bz u:n]
[bAu:n]

[bewu:n]

[hai:n]

[bAhai:n]

[ehain]

[ha:d3u:] behind you
[@hai:ndzu:]

[hain]

[@hain d3wu:]
[e:hai:n]

[o:n]
[alo:nz]
[=l0:1]

[gu:s]
[kbu:s]
(gu::s]
(gu:6]

[d3if]
(3if]
[dis]
[dif]
[a3if]
[di:s]
[dif]
[dis]
[di:s]
[dei:s]
[di:s]
[di:]1s]
[dei:s]
[deni:s]
[di:s]
[di:si]
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dessert
2:.7.15
enough
1;10.2
1;10.5
1;10.5
1;109
1;11.9 -1.11.25
[;11.25
2:027-26.1
excuse
2:2.10
2:2.15
2:2.23
2:2.23
2:34
2;3.22
2:43
2:424
2;5.8
2:6.6
garage
1:8.12
1;9.2
1;10.2
1;10.5
1;10.15
[;10.15
1;11.5
2:0.23
2:0.27
1;11.25
2;0.24
2:1.5
2:1.26
2;2.23
2:.2.23
2;2.23
233
2:.3.7
2;3.22
2:4.24
2:5.7

[asart]

[onAf]
[nAf]
[onAf]
[nAf]
{onaf]
[nAf]
[onaf]

[ku::zo mi]
[eku:so mi]
[k1: mi]
(ku:s€ mi]
[ku:se ml:]
[oku:s@ mi]
[aku:ze ml:]
[ku:zo mi]
[skiu:zd mi:]
[ku:z @ mil:]

[ga:[]
[ga+ad3)
[ga:dz]
[ga:d3]
[gerra:a3]
[ga:d3]
[gard3]
[ga:dz]
[ga:dz]
[ga:do]
[ga:d3]
[gards]
{gard3)
[gewa:dz]
[gawa:dz]
[garadz]
[grads]
[garadz]
[gra:d3]
[garadz)
[ga:rads]

excuse me
excuse me
eXcuse me
€xcuse me
excuse me
exXcuse me
excuse me
excuse me
excuse me
eéxcuse me
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2,6.6 [ga:ra:dz]

giraffe

1:8.11 [owz f]

191 [owe f]

1:9.1 - I;11.14 [wa:f]

1;11.25-2;0.14 [awe :f]

2,10.13 [g3=:10]

guitar

1;1.13 - 1;1.17 [gi:] [gi]

1;1.19 [kzga]

1:.1.19 [ka]

1;1.19 [ga]

1;1.19 [e1]

[;1.19 [g=ka]

1;3.1 [ga]

1;3.11 [ga]

1;3.11 [g1]

1:4.6 [ga:]

1.4.19 [ga]

1;53 [ga:]

1;5.4 (ka]

1;5.13 [ka:]

1;,5.25 [ka:]

1,6.17 [ka:]

1,7.20 fka:r]

;1112 [ka:r]

2;1.5 [ga:r]

2;1.14 [k1:kar]

2;1.14 (ki:kar]

2;1.14 [[1ka:r]

2;1.14 [sTka:r]

2;2.15 [trtar] guitar

2;2.15 [gita:r] guitar

2;2.23 [gi:ga:r]

2;3.30 [g1:kar]

2:4.3 [grka:r]

2:43-3;1.8 [d1tar]

machine

1,7.20 [sAmz]in] sewing machine
1,8.26 [Jzfim] sewing machine
1;10.1 [Jzfi :m] sewing machine
2:4.13 [fifi:m] sewing machine
2:4.24 [o: fi:n]} sewing machine
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2:85
Marie
1:6.17
1;6.25
1,625 -1;7.11
1;7.20
1,7.26
1;7.26
1:8.2
1;8.7
1:8.26
1:8.26
1;9.2
1,9.27
I[;10.1
1;10.11
I;11.1
L;11.5
1;11.9
I;11.12
2:0.3
2,03
2:0.14
2;0.24
2:1.0
2;1.14
2:1.14
2:1.23
2;1.23
2,23
2;2.15
2;2.15
2:34
2,34
2:3.7
2:3.7
2:3.22
2,424
2:5.30
3:0.29
Merced
1;11.12
2;0.8

[ so:a@ [i:m]

[mi ]
(omi]
[mi]
[mai:]
(mi:]
[mai:}
[moi:]
[moi:]
[mi:]
[mai:]
[mi]
[mAi:]
[ma: n]
[mu:n]
(muri]
[mu:ri]
[mu:i:]
(mu:ri]
[muri:]
[mu:n:]
[mu:ri]
[mu:n]
[muri:]
[mu:r:]
[mu:n]
[m3:]
[m34:]
[muri]
[mu:n:z]
[muni:]
[mu:ri]
[mu:ri:]
(muri]
[muri:s)
[muri:]
{muri:]
[m31:]
[man:] [muri:]

[sed]
[ose:d]
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2:.08
2,08
2:08
2:0.24 -2;.2.7
2:43
2:5.17
2:5.26
2;11.10
Michele
1;6.25 - 2;5.26
police
2:4.13
pretend
2:6.15
2;11.0
surprise
2:7.15
2.9.18
2;10.13
today
2:5.26
2;11.10

[afe:d]

[ose:ed]

[ase:ed]

[ofed]

[ased] to Merced
[a sed] to Merced
[a mersed]

(sed]

[[e:u]

[pi:sman]

[pate:n]
[®te:n6]

[oprai:O]
[a+prai: O]
[oprai:O]

[odei]
[odei]
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