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Abstract 

A THERMODYNAMIC ANALYSIS OF EVAPORATION WAVES 
IN AN EXPANDING JET 

Warren Heino Vesik 

Master of Applied Science 
Graduate Department of Mechanical and Industnal Engineering 

University of Toronto 1997 

In this work, a thermodynamic analysis of flashing evaporation waves was performed. 

Specifically, the analysis focused on the expansion of dodecane through a converging nozzle. 

Properties of the fluid were calculated using the modified Simonet-Behar-Rauzy equation of 

state. The flow model consisted of an isentropic expansion to a superheated liquid state, 

followed by evaporation across a cylindncal discontinuity. Sonic and subsonic flow 

conditions were alternately considered for the downstream, equilibrium state of the 

discontinuity. The outward flow from the discontinuity was modeled as radial and 

isentropic. In the sonic case, the model predicts overexpansion of the fluid to a normal shock 

wave and subsequent stagnation to the injection chamber pressure. Simple stagnation was 

proposed for the subsonic case. Mode1 predictions for the mass flow rate, extent of 

evaporation across the discontinuity and shock location are compared to experirnental 

evidence. 
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1. INTRODUCTION 

1.1. Context and Objectives 

When a liquid is at a temperature which is above the boiling temperature at the 

ambient pressure, it is said to be superheated. Virtually al1 phase changes fiom liquid to 

vapour involve some degree of superheating, however small, of some portion of the liquid 

phase. In many applications. evaporation is achieved through local superheating of a liquid 

by heat transfer ùirough the walls of a containment structure. However, it is possible to 

conceive of processes by which a fluid can undergo vapourization adiabatically, i.e. with 

negligible heat transfer frorn the surroundings. For instance. the rapid depressurization of a 

sahuated liquid c m  iead to significant superheating and the sudden production of tiny, 

growing vapour bubbles. Depending on the extent to which the liquid has departed fkom 

equilibrium, the evaporation can progress in a rapid and potentially explosive mariner. 

This rapid or "flash" evaporation is a phenornenon which can be hazardous in some 

situations. The loss of coolant accident, or "LOCA" as it is abbreviated, has been studied 

extensively in nuclear power plant safety analyses. In this scenario, hot water under pressure 

in cooling iines is suddenly exposed to the atrnosphere through a pipe or valve failure. The 

pressure drop results in superheating and subsequent flashing of the water which forces a 

two-phase flow violently through the rupture. Similar problems can occur in liquefied gas 

pipelines or chemical reactors. 



Another dangerous scenario resulting from liquid superheating is the boiling-liquid, 

expanding-vapour explosion (BLEVE). In these incidents, a tire surrounding a liquid-filled 

container causes the liquid to boi1 and the intemal pressure of the container nses. Although 

most vessels carrying liquefied gases have relief valves which activate once a certain pressure 

is reached, they are frequently unable to vent vapour fast enough to reduce the intemal 

pressure. As a result, the container bursts and the remaining liquid boils explosively. If the 

fluid is flamrnable, the release may be ignited, causing a fireball (Pmgh [1991]). 

On the other hand, rapid evaporation can also be exploited in a beneficial manner. An 

automotive port fuel injector releases pressurized liquid fuel into the intake port in a short 

duration pulse, usually through a pintle-type noule. The liquid jet atomizes into droplets 

which evaporate in the surrounding air during the intake and compression processes. 

However, at least some of the injected fuel impacts on the port walls and the back of the 

intake valve, foming a liquid film which may flow into the cylinder and escape combustion. 

Both fuel efficiency and exhaust emissions are afliected negatively. Pre-heating the fuel prior 

to its injection so that it becomes superheated has been shown to produce a more finely 

atomized spray (see, for exarnple, Senda et al. [1994]). This increases the overall evaporation 

rate in proportion to the increase in evaporative surface area and serves to reduce wasted fuel. 

Enhanced atomization. faster hel-air mixing and reduced spray peneîration are also cited by 

Oza and Sinnamon [1983] as advantages of flashing injection in direct-injection diesel 

engines. These are important benefits because direct-injection engines require careful 

combustion chamber and injector design to attain suficiently rapid mixing at high speeds. 



have recently been conducted by Sloss [1996] ro study the use of 

a means of improving the operation of domestic oil funiace bumen. As 

Experiments 

flashing injection as 

in automotive fuel injectors, it is necessary to break up the fuel jetting fiom the bumers into 

very fine droplets to augment the evaporation rate. By doing so, fewer droplets are likely to 

escape complete combustion. which in turn reduces the emissions of pollutants such as 

unbumed hydrocarbons and soot and increases the funiace efficiency. In these expenments. 

a pure substance, dodecane, and various heavy hel  mixtures were pressurized to 10 bar. 

uniformly heated, and then injected through a small nozzie into a chamber at atmospheric 

pressure. Depending on the temperature to which the fuel was pre-heated and the type of 

n o d e  used, different flow patterns were observed in the injection chamber. For injections of 

dodecane through a conical, converging n o d e  at the highest temperatures achieved in the 

study (above 303"C), the evaporation of the fuel was found to occur dong a single. conical 

fiont having its base at the nozzle exit. Downstream of this standing "evaporation wave". the 

photographic evidence revealed a finely dispersed two-phase flow, the liquid fraction of 

which evaporated completely within a distance of a few times the nozzle exit diameter. 

The objective of the present work is to mode1 this evaporative interface and overall 

flow to ascertain the thermodynamic States attained by the fluid expanding outward into the 

injection chamber. As part of this study, a review of published hydrocarbon equations of 

state was undertaken to choose a suitable expression to represent the thermodynamic 

properties of dodecane. Various theories which have been advanced on the stmcture and 

mechanisms of the evaporation wave are also discussed. 



2. THEORY 

2.1. Nucieation and Metastable States 

Classicdly, phase transitions between the liquid and vapour States of a pure substance 

take place under equilibriurn conditions. In the absence of interfacial effects, both phases 

have essentially the same temperature T. pressure P, and chernical potential p during the 

process. For a given pressure. there is only one particular temperature for which the two 

phases c m  CO-exist in equilibrium. Therefore, a functional relation PSa,=P,,(Tsat), or 

altematively Tsa,=Tsaf(Psaf) can be defined for a given substance, where the subscnpt sas 

indicates a saturated or two-phase equilibrium state. This functional relation combined with 

the volumetric properties of the liquid and vapour phases establishes a saturation boundary in 

the pressure-volume plane of a pure substance. For an equilibriurn phase transition. once a 

liquid has reached its saturation temperature, energy addition to the fluid at constant pressure 

results only in vapourization and the temperature remains constant. Similarly. energy 

removed fiom a saturated vapour results in condensation. 

However, most liquid-vapour phase transitions actuaIly occur under non-equilibrium 

conditions. For example, a liquid can be heated at constant pressure to a temperature in 

excess of its saturation temperature, or it may be expanded isothermally below its saturation 

pressure without vapourization immediately occumng. The state the liquid attains through 

these processes is metastable, meaning that it exists for a finite time before phase change 



allows the fiuid to relax to equilibriurn. The mechanism by which the vapourization process 

is initiated from a metastable (Le. superheated) liquid state is terrned nucleation. 

When a liquid achieves a metastable thermodynamic state, it is subject to random, 

localized density fluctuations that may be sacient to produce small nuclei having a 

molecular density approximately equal to that of saturated vapour. By examining the change 

in the availability function associated with the formation of a bubble nucleus in superheated 

liquid, it can be shown that if such a nucleus exceeds a certain critical size, it will 

spontaneously grow to form a vapour bubble in the bulk liquid phase. This process is called 

homogeneous nucleation. In a given volume of fluid, nuclei of cntical size are formed more 

fiequently as the liquid departs fiom equilibrium. This gives rise to the concept of a 

homogeneous nucleation rate, J, having units of critical nuclei per unit volume per unit time. 

Assurning that the vapour phase c m  be described as an ideal gas, the steady-state rate of 

generation of cntical size bubbles can be written as a function of the thermodynamic state of 

the liquid phase. and the liquid-vapour interfacial tension (Carey, [1992]). 

In these expressions, NI is the number of liquid molecules per unit volume, o is the liquid- 

vapour interfacial tension. rn is the mass of a single molecule, ka is the Boltzmann constant, 

and R is the ideal gas constant. P, and Tl are the pressure and temperature of the superheated 



liquid, and vi is the saturated specific liquid volume corresponding to Ti. W, represents the 

work required to produce a bubble of critical size. 

Equations (2.1 a) and (2.1 b) represent the rate at which nuclei f o m  hornogeneously in 

bulk superheated liquid. In many cases, however, nucleation occurs preferentially at 

available interfaces between the liquid and a solid surface, as can be seen clearly in a pot of 

water sirnmering on a stove. This heterogeneous nucleation results from a reduction in the 

work necessary to produce a critical nucleus due to the geonetry of the solid surface. 

Various expressions for heterogeneous nucleation rates c m  be derived which are analogous 

:O (2.1) for different idealized surface cavity shapes (Cole [1974]). The analysis is M e r  

complicated by the fact that nucleation is often facilitated by gas or vapour entrapped in the 

cavities. An alternative approach to determining an equation for the heterogeneous 

nucleation rate is to multiply the critical work of equation (2.1 a) by a so-called heterogeneous 

nucleation factor. 4, where O y 4 .  This factor has been correlated by conducting fast 

depressurization expenments, mainly with water (Alarngir and Lienhard [198 1 1, Deligiannis 

and Cleaver [1992]). Such an approach has the advantage that it works around the difficulty 

of describing the infinite variety of cavity geometnes present on a given solid surface by 

averaging their combined effect. However, the usefulness of this technique is lirnited by the 

hctional dependence of on the depressurization rate, surface matenal and surface 

preparation me thod. 

As mentioned previously, the nucleation rate increases as a metastable liquid moves 

farther fiom equilibrium. Two comrnonly used measures of superheat quanti9 the extent to 

which the liquid has deviated fiom a reference, saturation property. One is the pressure 



definition of superheat. Il. a dimensionless number based on the difference between the bulk 

liquid pressure, Pl , and the satuntion pressure corresponding to the bulk liquid temperature, 

Alternatively, it is possible to come up with a similar parameter based on a temperature 

difference, AT: 

A third measure of superheat is the Jakob number, Ja: 

Here hm, . h, and h, are the metastable liquid enthalpy, saturated liquid enthalpy and heat of 

vapourkation of the fluid, d l  evaluated at the bulk liquid pressure. For a given mass of 

liquid, JaZl represents metastable States which have enough stored energy to effect a 

complete isobaric phase transition adiabatically. M e n  J a 4  . it is easy to show that equation 

(2.4) is equivalent to the mass fraction of liquid which can evaporate before an equilibriurn 

state is reached. 

Each of the measures of superheat has a value of zero for a state at the saturation 

boundary. There are also theoretical maximum values of each measure which are reached at 

the limit of mechanical stability for the liquid phase. This is the point at which 



The pressure and volume at which this condition is satisfied depends on the temperature of 

the fluid, and therefore equation (2.5) represents a curve in the P-v plane. On the liquid side, 

this curve is called the liquid spinodal. Along with the saturated liquid line, it bounds the 

metastable liquid region (Figure 2.1). A sirnilar curve called the vapour spinodal bounds a 

region of metastable (Le. supercooled) vapour. The two spinodals and the saturation 

boundary converge at the critical point for the fluid, above which there is no phase 

distinction. 

The liquid spinodal is not a physically realizable state because there is no process that 

has a suficiently shon time scale to bring the liquid to the spinodal without inducing the 

molecular fluctuations that lead to homogeneous nucleation. In other words, the nucleation 

rate at the spinodal is infinite. It is interesting to note that the homogeneous nucleation 

theory does not in itself predict a spinodal according to this critenon. since the value of J 

calculated by equations (2. la) and (2.1 b) will always be a finite number for temperatures up 

to the cntical temperature. Instead, the nucleation rate expression is used to define the 

somewhat arbitrary concept known as the kinetic limit of superheat. Essentially, a threshold 

value of J is chosen and equations (2.la) and (2.lb) are solved iteratively to obtain the 

limiting superheat temperature above which nucleation will occur almost instantaneously at a 

given liquid pressure, Pp However, if a theoretical liquid spinodal is desired, it is necessary 

to have an equation of state which expresses a relation between the pressure, volume and 

temperature of the fluid of interest, ideaily of the fonn P=P(T,v). Then equation (2.5) may be 

used to locate the spinodal states. Lienhard and Karimi [1981] have demonstrated 

analyiically that the kinetic and thermodynamic limits of superheat lie very close together. 



1 critical point 

metastable 
liquid region 

saturation boundary 

f ',, \ metastable vapaur region 

Figure 2.1. Pressure-volume diagram of a pure substance 
showing metastable regions. Properties are normalized by their 
critical point values, v, and P,. 

Therefore it is possible to use the kinetic limit of superheat to test the accuracy of equations 

of state in the metastable liquid region, as will be shown in a later section. 

2.2. Hydrocarbon Equations of State 

In order to mode1 the nonle expansion and evaporation processes which are central to 

this work, it is necessary to have accurate thermodynarnic property data of the fluid of 

interest. Therefore, a survey of various equations of state for hydrocarbons was undertaken 

to determine which would best describe dodecane, the fluid in which evaporation waves were 



observed in the high temperature injections performed by Sloss [1996]. In totai, eight 

equations of state were examined: the Starling-Han (SH) EOS (Starling et al. [1979]), the 

Lee-Kesler (LK) EOS [1975], the Twu-Coon-Cunningham (TCC) EOS [1995], a modified 

Kurnar-Starling (MKS) EOS (Chu et ai. [1992]), the Simonet-Behar-Rauzy (SBR) EOS 

(Behar et al., [1985]) and a modification (MSBR) of it (Jullian et al. [1989]), the Simplified 

Pemirbed Hard Chain Theory (SPHCT) EOS (Shaver et ai. [1995]), and l a d y  a modified 

Benedict-Webb-Rubin (MB WR) EOS (Soave, 119951). 

2.2.1. Method of Camparison 

Each equation's suitability for predicting equilibriurn states was evaluated both 

quantitatively and qualitatively. The quantitative evaluation was twofold. Values for the 

saturation vapour pressure Pm, calculated fiom the EOS as a fimction of temperature were 

compared with values obtained by the Frost-Kalkwarf-Thodos (FKT) equation 

using the constants A, B, C and D as quoted in Reid, Prausnitz and Poling [1987]. In al1 cases 

but the Lee-Kesler equation, Maxwell's equai areas construction was used to calculate 

vapour-liquid equilibria. This ensures the equivalence of the chernical potentiais of the 

phases by requiring a line of constant pressure at saturation to define two enclosed equal 

areas where it intersects the S-shaped isotherm for the corresponding saturation temperature. 



Secondly, values for the saturated liquid volume (v,) as a h c t i o n  of temperature obtained 

using the EOS were compared with the Hankinson-Thomson correlation 

dY ) = 1 + a(1- T, )If' + b(l - T, )2f3 + c(1- T, ) + d(1- T, )"' (2.7b) 

v(' ) = [e + + g ~ :  + h ~ , ?  ] / (T, - 1.0000 1) ( 2 . 7 ~ )  

Here T, is the reduced temperature. The coefficients o through h, and the values of v' and 

w,, are constants that were O btained for dodecane from Reid, Prausnitz and Poling [ 1 98 71. 

Although both comparison equations are essentially curve fits to experimenral data 

and therefore have their own built-in inaccuracy, they are alrnost certainly more accurate 

predictors than the various equations of state due to the relative simplicity of fitting a single 

curve compared to the entire P-v-T surface. Equation (2.6) has an average absolute deviation 

of just 0.25% fiom the saturation pressure data quoted by Vargafiik [1975] over the 

temperature range 350-520 K. Below 350 K the correlation tends to break down. This is 

primarily due to the very low saturation pressure values (less than 1 kPa). However, as the 

pressure range of interest in this work is significantly above 1 kPa, the increasing inaccuracy 

of the correlation below 350 K is not of concem. The correlation also reproduces the 

accepted thermodynamic cntical point of dodecane (Pc=18.2 bar, Tc=658.2 K), suggesting 

that it may dso  have excellent accuracy for temperatures above 520 K. Experimentai data 

for the saturated liquid volumes of dodecane are extremely limited, and in most cases the 

published values are inferred fiorn measurements taken at subcooled liquid States. nierefore, 

little can be said about the quantitative accuracy of the Hankinson-Thomson correlation as it 



applies to dodecane. However, since in many cases equations of state are in fact fit ro data 

generated by this correlation (among others), its use seems justified as a means of testing 

equation of state accuracy. Percentage error curves for each EOS were generated according 

to the formula 

EOS - correlation 
% error = x 100 

correlation 

Qualitatively. each EOS was examined to determine its applicability over various 

regions of P-V-T space. Flaws in the representation of the near-critical region or in the 

overall thermodynamic consistency of the equations were docurnented. 

. . 
etastable J.iauid Pro- 

It ha5 been demonstrated (Lienhard and Karimi [198 11) that the limit of homogeneous 

nucleation in a liquid and the liquid spinodal line should lie extremely close to one another 

when plotted on pressure-temperature coordinates. Therefore, the locus of States for which 

(8' / aV), = O as predicted by the vânous equations of state might be compared with the limit 

given by classical homogeneous nucleation theory to give some indication of the ability of 

each EOS to represent the metastable liquid region. Theories of homogeneous nucleation are 

generally of the f o m  

nucteation events 
J 

molecule - collison 
critical work needed to trigger nucleation 

k, T, 
] (2.9, 

Based on an analysis of experimental data, Lienhard and Karimi suggest that a good upper 

bound for the steady state rate of nucleation would correspond to a value of j of IO-'. Thus 

the value of the spinodal pressure ( P,), as a fûnction of temperature can be obtained fiom 



where o is the surface tension, and v, and v, are the saturated liquid and vapour specific 

volumes respectively. This formula is similar to that s h o w  for J in equations (2.1a) and 

(2. lb), the differences being the units of j as opposed to those of J and certain assumptions 

made in arriving at the expression. Essentially, j is an expression for the nucleation rate on a 

molecular scale. When j is multiplied by the number of liquid molecules per unit volume and 

the number of molecular collisions per unit tirne, the result is J, the nucleation rate on a 

macroscopic scaie. 

Since there does not appear to be an accurate corresponding States correlation for the 

saturated vapour volume, it was decided to obtain saturation properties for use in the above 

equation from one of the equations of state in this study, narnely the MBWR EOS. As shall 

be seen later, it provides excellent quantitative and qualitative results for equilibrium 

properties, especially at the high temperatures for which the spinodal pressure is positive. A 

correlation fiom the DIPPR data compilation of Daubert and Danner [1985] was used to 

obtain temperature dependent values of surface tension. 

2.2.2. The Equations of Stote 

The pressure-density-temperature (P-p-7') relationship cornmonly known as the 

Starling-Han EOS has the form 



where each of the constants y, a, Bo through Do and a through d are expressed in an 

additional set of equations as fùnctions of critical volume, cntical temperature and an acentric 

factor. 

Figure 2.2 is a plot of the saturation boundary, and two sarnple isotherms obtained 

fiom this EOS. Two things are notewonhy about this graph. First, the equation is unreliable 

in the near-cnticai region, since the saturated liquid and vapour roots converge to a point 

nowhere near the experimental cntical point. Second, for a certain range of temperatures, 

four extrema exist on the isotherms instead of the expected two. This does not necessarily 

mean that the equation of state is invdid, because one may argue that the entire region 

between the first minima and last maxima is non-physicai, regardless of the shape of the 

isothenn between these two points. 

The Lee-Kesler method for caiculating vapour-liquid equilibna uses a set of two 

equations of state, one for a so-called simple fluid, and one for a reference fluid (usually 

octane). Both equations have an identical functional form but different values for their 

constants. The properties of other substances are obtained by interpolating or extmpolating 

from these two equations using an acentric factor. The equation for the two base fluids is 

given by Reid, Prausnitz and Poling [1987] as: 



PPr - B C D  c, --- = l + - + y + - + -  
2, Tr 

5 2 
vr v r  Tr3vr 

Here Z is the compressibility, 2, is the critical compressibility and v, T, and Pr are reduced 

volume, reduced temperature and reduced pressure respectiveiy. B. C and D are fûnctions of 

reduced temperature and c,, P and y are constants. At the same reduced temperature and 

reduced pressure. the above equation is solved to obtain the reduced volumes of both base 

fluids, and hence their cornpressibilities which are designated as Z'O' (simple) and fR) 

(reference). The compressibility factor for the Buid of interest is then obtained fiom 

where w is the acentric factor and w, is die reference fluid acentric factor. Due to the 

peculiar nature of the Lee-Kesler method. it is not possible to use an equai-areas technique to 

find the saturation properties. Therefore. it is necessary to use an alternative method in 

which the equality of the liquid and vapour fugacities is the determining factor. In similar 

fashion to the compressibility factor calculation, the hgacity to pressure ratio cm be 

calculated for both the simple and reference fluids and used to obtain the actual fügacity to 

pressure ratio according to 

Figure 2.3 shows two isotherms at the same temperature (640 K), one for the simple 

fluid, and one for the reference fluid. It is ciear that the saturation pressure for this 

temperature can only lie within the pressure range labeled AP on the figure, since only over 

this range do both liquid and vapour volume roots exist for each fluid. In calculating the 



saturation boundary for this EOS at temperatures above 644 K, the liquid and vapour phase 

fugacity to pressure ratios were found to be unequal over this entire pressure range. 

Therefore the near-critical vapour dome cannot be calculated. This c m  be seen in Figure 2.3. 

It is also evident that it is impossible to plot a complete metastable isothem for dodecane 

itself without relaxing the requirement that the reduced volumes of the simple and reference 

fluids be calculated at the sarne temperature and pressure. For example, if one begins to 

calculate an isotherm starting in the liquid phase and obtains points on the isotherm by 

decrementing the pressure, eventually the liquid spinodd of the simple fiuid is reached. 

Decrementing the pressure m e r  is not possible since the only volume root calculable fiom 

equation (2.12) for the simple fluid is the vapour phase value. As a result. it is not possible to 

calculate metastable States very far inside the saturation boundary and the location of the 

spinodal for dodecane cannot be predicted using the Lee-Kesler method without 

modification. 

m (Twu et al. U 995D 

This is a cubic equation of state of the fom: 

RT - a p z -  
v - b V ( V  + 4b) + C(V  + 6 )  

The parameters c and b are constants, while a is a temperature dependent function. The 

following constraints are applied to the isothem at temperature Tc where it passes through 

the critical point: 
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Figure 2.2. Thermodynamic properties of dodecane calculated 
with the Starling-Han equation of state. 

Figure 2.3. Thermodynamic properties of dodecane calculated 
with the Lee-Kesler equation of state. 



These constraints, dong with a value for the critical compressibility factor that was obtained 

for each substance by Twu et al. [1995], can be used to obtain c, b and the cntical value of a. 

This "apparent" cntical compressibility is not the same as the experimental value but is 

instead a nurnber which results from fitting the EOS. Therefore the major flaw in this 

equation of state is its poor prediction of liquid densities. especially near the critical point. 

Figure 2.4 presents the saturation boundary, sarnple isotherms and the liquid spinodal 

calculated using this equation. 

The modified Kumar-Starling EOS is a complex cubic equation which uses as many 

as thirty universal constants to descnbe high molecular weight hydrocarbons. It can be 

expressed most compactly as 

where a, b l ,  b2 and b3 are functions of temperature and an acentric factor. In addition to the 

critical point constraints in equations (2.16a) and (2.16b), this equation also requires that the 

predicted cntical point confom to the experimental value. 

Because the original Kumar-Starlùig EOS could not describe the convergence of the 

saturated liquid and saturated vapour c w e s  to the critical point, transition functions for 



certain parameters were introduced which modify the equation over a range of reduced 

temperatures between approximately 0.95 and 1.05. While this does allow one to calculate 

the entire saturation boundary, as shown in Figure 2.5, the resulting modified equation of 

state exhibits some anomalous behaviour. On the vapour side it can be seen that the 

isotherms are very closely packed together for high reduced temperatures and that in some 

cases they intersect the saturation boundary in two locations. This means that the equation of 

state predicts two different temperatures for the same pressure and volume. 

Another aspect of the equation that is notable is the steep dope of the isotherms in the 

stable and metastable liquid regions as compared with the other equations of state in this 

study. 

onet-Rehar-Rauzv (Rehar et al. Tl - 9851). Mod onet-Rehar-Rauzv (Jull 

r19891) 

The original SBR EOS is a non-cubic equation written as 

RT a p=-- [by p + s q  
v-b  v ( v + b )  v 2  

with a, b, y and 6 dl expressible as fûnctions of temperature and an acentric factor. The 

modifications proposed by Jullian et al. [1989] were intended to improve the vapour pressure 

predictions for heavy hydrocarbons. The basic structure of the equation is unchanged by the 

modifications but the niles for calculating the factors a and b are altered slightly. 

Figures 2.6 and 2.7 are the saturation boundary plots for the original and modified 

equations, respectively. In both cases the EOS is unable to describe convergence of the 
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Figure 2.4. Themodynamic properties of dodecane calculated 
with the Twu-Coon-Cunningham equation of state. 

Figure 2.5. Thermodynamic properties of dodecane calculated 
with the Modified Kumar-Starling equation of state. 



liquid and vapour branches of the saturation boundary at the critical point. However, the 

authors claim that special care was taken in fitting the isotherms in the vicinity of the critical 

point, so that the equation is a good predictor of P-V-T behaviour everywhere outside the 

region 0.99 < T, < 1.01. 

ed Perturbed b d  C orv (Shaver et al. u 995D 
The SPHCT EOS is most easily expressed in the following fashion: 

Here c, r and ZM are constants. i j  is equal to v'lv, T is equal to T'IT, and v' and T* are a 

characteristic volume and temperature respectively. This equation of state is based on 

statistical mechanics and without modification does not provide equilibriurn property 

predictions accurately. Shaver et al. [1995] presented a combination of three techniques for 

improving the equation's accuracy: introducing criticai point constraints, modi@ing the 

temperature dependence of the attractive term in the compressibility and "tuning" volumetric 

predictions using a volume translation strategy. 

Since Shaver et al. do not quote specific values of the constant c or the characteristic 

volume and temperature for dodecane, the equation of state was fitted for this substance 

using their recomrnended techniques. A total of 10 values of the saturation pressure between 

the temperatures of 380 K and 550 K were generated using the FKT correlation and the 

constant c in the EOS was fit by a least squares method to minimize the saturation pressure 



error. Simultaneous non-iinear equations in the variables v', T* and vC (critical volume) 

which define the three criticai point constraints were solved at each step of the minimization 

procedure. 

After generating a saturation boundary using the optimized value of c. the results 

were subjected to a volume translation. A volume translation is essentially a technique by 

which isotherms are translated volumetrically in the P-v plane to improve property 

predictions. A translation of this sort does not affect previously caiculated vapour-liquid 

equilibria because the equal areas construction for the isotherm is unchanged by a simple 

shift to the right or lefi. Following Shaver et al. volume translations at each temperature were 

done according to 

Here the identifier EOS refers to values calculated by the untranslated equation of state, and 

the derivative is evaluated at the saturated liquid condition. The constants cl and c2 were 

optimized by a l em squares method using volumes generated by the Hankirnon-Thomson 

correlation between the temperatures of 300 K and 640 K. This volume translation technique 

ensures that the experimental critical point is described exactly because it incorporates the 

achial compressibility, 2,. 



Figure 2.6. Thermodynamic properties of dodecane calculated 
with the Simonet-Behar-Rauzy equation of state. 
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Figure 2.7. Themodynamic properties of dodecane calculated 
with the modified Simonet-Behar-Rauzy equation of state. 



Results for the various optimized and calculated constants for dodecane are given in 

the table below. 

Table 2.1. SPHCT equation of state parameters for dodecane. 

Parameter 1 Value 

Figure 2.8 is a plot of the saturation boundary and isotherms for the translated equation. The 

saturation boundary is described in a plausible fashion nght to the critical point and the 

isotherms are reasonably shaped. However, closer examination of near-critical isotherms at 

supercntical pressures (not shown) reveals that the volume translation has the unfortunate 

effect of producing many points with multiple temperature values. 

Another potential problem is the effect of the volume translation on other 

thermodynamic properties. Determinhg properties such as enthalpy and entropy requires 

that the EOS be integrated but the complex volume dependence of the equation would 

probably preclude any analytic denvation. 



Like the Starling-Han EOS and the Lee-Kesler EOS, the equation recently proposed 

by Soave is one of many B WR-type equations having a similar fhctional form: 

Z = P V  / RT= I +  ~p + c p 2  + ~ p '  + E $ ( I +  ~ ~ ~ ) e x p ( - F p ' )  (2.21) 

The principal difference is the exponent of îhe fourth t e m  on the nght hand side, which in al1 

previous incarnations of this equation has been 5. Other changes involve new laws for the 

temperature and acentric factor dependence of the coefficients B through F. The equation is 

subject to the usual critical point constraints, with one slight modification. Instead of forcing 

the equation to reproduce the experimental critical compressibility exactly, Soave has chosen 

to match the Rackett compressibility ZRO. This is a quantity fiom a frequently used saturated 

liquid density correlation which is normaily within about 1% of 2,. 

Figure 2.9 shows that this equation gives a very good qualitative representation of the 

saturation boundary for dodecane, with excellent convergence near the cntical point. The 

high temperature isotherms are quite steep in the metastable liquid region, but represent a 

qualitative improvement over the Starling-Han EOS. However, it was found that at lower 

temperatures (i.e. 360 K, not s h o w )  the peculiar four extrema behaviour seen in the Starling- 

Han equation occurs. Whether this is endemic to al1 BWR-type equations or only occurs for 

certain values of the acentric factor is unclear without M e r  investigation. 

The liquid spinodals calculated fiom the various equations of state and the 



Figure 2.8. Thermodynamic properties of dodecane calculated 
with the Simplified Perturbed Hard Chain Theory equation of 
state. 

Figure 2.9. Thermodynamic properties of dodecane calculated 
with the modified Benedict-Webb-Rubin equation of state. 



homogeneous nucleation limit curve are shown in Figure 2.10. The SPHCT and TCC 

equations have the shallowest pressure minima and conform best to the nucleation theory. 

The spinodal curves of the SBR-type equations do not approach the cntical point due to the 

limitations on the range of applicability of these equations. ï h e  SH equation produces an 

irregular curve due to the transition of its isotherms fiom having four extrema to two, but in 

an average sense is fairly close to the nucleation curve over the range of pressures shown. 

However, at lower temperatures the cuve is expected to diverge appreciably. Probably as a 

result of the transition function applied to force critical convergence, the spinodal of the 

MKS equation is oddly shaped for positive pressures. Finally, the MBWR spinodal diverges 

rapidly fiom that given by nucleation theory. It should be noted that the spinodal and 

homogeneous nucleation limit curves have been extended to points with negative pressures. 

Although the properties of liquids under tension are not of pt-imary interest here, the location 

of the spinodal curve at low temperatures has implications for the overall shape of the 

corresponding metastable isotherms. Figure 2.10 is plotted for temperatures above 590 K 

only to clearly distinguish the various curves. Given that the cornparisons made on the 

b a i s  of this figure are largely qualitative, it is sufficient to extrapolate the trends of each 

curve to estimate the spinodal locations at lower temperatures. 

Figures 2.1 1 and 2.12 are plots of percentage enor for each equation of state 

compared with the correlations given in section 2.2.1. Saturation pressure errors are 

shown in Figures 2.1 1(a) and 2.1 lm), and saturated liquid volume errors are s h o w  in 

Figures 2.12(a) and 2.12(b). The vertical lines on the latter two figures indicate a "cut-off' 
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Figure 2.10. Cornparison of equation of state spinodals with 
the kinetic limit of superheat obtained fiom honogeneous 
nucieation theory. 

temperature above which the cornpaison correlation is Iikely to be no more accurate than 

some of the equations of state. 

Over the entire temperature range, the TCC and MBWR equations seem best able to 

predict saturation pressure with a consistently low error. The MKS and SH equations are 

also quite accurate between approximately 400 K and 640 K. The modified version of the 

SBR equation represents a significant improvement over the original, especially at low 

temperatures. 

For saturated liquid volume predictions. the accuracy of the TCC and SH equations 

deteriorates markedly with increasing temperature as a resdt of their poor near-cntical 



Figure 2.1 1 .  Equation of state saturation pressure error with 
respect to the Frost-Kalkwarf-Thodos correlation. 
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Figure 2.12. Equation of state saturated liquid volume error 
with respect to the Hankinson-Thomson correlation. 



performance. The MKS and MBWR equations have the lowest percentage error over the 

largest range of temperatwes. ModiQing the SBR equation to improve vapour pressure 

predictions appears to have had a somewhat negative effect on the liquid volume accuracy. 

2.2.4. Discussion and Equation Selecrion 

As expected, this study has shown that most equations of state in current use are 

fomulated almost entirely with the purpose of accurately describing vapour-liquid equilibria 

over as wide a temperature range as possible. As a result of this focus, care is not always 

taken to ensure that the equations predict behaviour that is reasonable from a physical 

standpoint throughout both stable and metastable regions. For exarnple. two equations were 

found to be multi-valued and two others have isotherms with four extrema. Without further 

study, it is impossible to say which of the equations examined provides physically reasonable 

values for such derived quantities as sound speed. heat capacity or enthaipy. There is also 

considerable uncertainty about the accuracy of the vapour branch of the saturation boundary 

given by each equation, as no experimental data could be found. 

It appean that none of the equations of state in this study have high temperature 

isotherms shaped appropriately to preaict both accurate equilibrium properties and spinodal 

values. In constnicting his version of the BWR EOS, Soave included subcooled liquid 

volumes in his fitting data. Therefore it is likely that the isotherms of the MBWR EOS have 

approximately the correct slope when crossing the saturation boundary, but should reach the 

pressure minimum sooner. Of course such a change in the metastable liquid branch of the 

equation would require substantial changes elsewhere on the isotherm to preserve its 



equilibriurn characteristics. What is necessary, in effect is something akin to the isotherms of 

the SH EOS around 630 K. This highlights the extraordinary dificuity of fomulating an 

equation of state valid for al1 regions of P-V-T space. 

From a purely qualitative point of view, the plot of the saturation boundary and 

isotherms for the SPHCT EOS (Figure 2.8) make it an excellent choice. It also predicts the 

pressure-temperature behaviour of the liquid spinodal quite well. However. the 

thermodynarnic inconsistency near the critical point and other problems caused by the 

volume translation disqualifi it as a possible selection for use in flow modeling. The LK 

method is d e d  out on the bais  of its inability to represent metastable States. The SH EOS 

performs poorly near the critical point and also produces an irregular spinodal curve. Poor 

saturation pressure prediction is the main fault of the original SBR EOS. The percentage 

error plots indicate that ihe MKS EOS is the best overall quantitatively for predicting the 

vapour-liquid equilibria of dodecane. Unfomately, as mentioned previously, its rnulti- 

valuedness and the shape of its spinodal and isotherms are areas of concern which make it 

less attractive than simpler but slightly less accurate equations. This leaves the relatively 

uncomplicated TCC EOS, which is not a bad choice, especially at temperatures below 600 K, 

and the MBWR and MSBR equations of state which are also excellent for predicting 

equilibriurn properties. 

The apparent inaccuracy of the liquid spinodal represents the only major flaw of the 

MBWR EOS. If the spinodal is used as a deciding factor, the TCC equation outperforms 

both of the other two options. However, based on the supposition that the MBWR equation 



best describes liquid density data along each isothem, it would seem that the much more 

rounded isotherms of the TCC EOS overrepresent the Iiquid isothermd compressibility. A 

suitable tradeoff between these conflicting considerations is provided by the MSBR EOS. 

Therefore, the MSBR equation was selected to be used for ail subsequent calculations. As an 

addendurn to this conclusion, it should be noted that both the MSBR and TCC equations are 

inaccurate near the themodynamic cntical point. If reliable property data in this region are 

required, the use of the MBWR EOS is recomrnended. 

2.3. Residual Properiies of the MSBR Equation of State 

An equation of state of the form P=P(T,v) is incomplete in the sense that it is not 

equivalent to a fundamental relation rr=u(s,v) from which al1 other thermodynamic properties 

such as P, T and p can be obtained by direct partial differentiation. The concept of residual 

functions is a useful means of working around this problem. For a given thermodynamic 

property evaluated at some P and T, a residual or depamire function can be calculated which 

expresses the difference between the acnial value of the property and its value for an ideal gas 

state having the sarne temperature and at some reference pressure PO. The ided gas state, 

indicated by the superscnpt "O" is of course defined by 

POvO = RT (2.22) 

where the choice of reference state is somewhat arbitrary. Comrnonly used choices inchde 

f0=1, vo=l and PO+, the real gas pressure. If a constant value is chosen for either PO or vo, 

the ideai gas constant R in equation (2.22) must be in a consistent set of units. The residual 

hc t ions  will in general depend on the reference state selected; however, the total expression 



for a given thermodynarnic property differs only by a 

different reference states. The residual fûnction for the 

constant value when derived for two 

Helmholtz energy, aR , is perhaps the 

simplest to derive fiom a P=P(T,v) equation. as s h o w  by Reid, Prausnitz and Poling [1987] 

For the MSBR equation of state, the residual Helmholtz energy is 

Expressions for the residual functions for entropy s and enthalpy h follow: 

v - b  ab8'+abf6+a'b8 btRT 
sR = R ln($) + R ln(Y) + +- 

2v' b - v  

The prime superscript above indicates differentiation with respect to T. To caiculate the 

actual enthalpy and entropy, the ideal gas values at the reference state must be added to the 

residual functions. For an ideal gas the enthalpy is only a h c t i o n  of temperature: 



Therefore. al1 that is required to obtain an expression for ho is an appropriate expression for 

the ideal gas specific heat at constant pressure. c i ,  as a function of temperature. A typicai 

correlation is expressed in the fonn of a polynomial: 

Constants A, B, C and D for dodecane were taken fiom Reid. Prausnitz and Poling [1987]. 

Assurning a reference state p0=1, the ideal gas enthalpy and entropy expressions cm be 

written as 

As an example, the change in entropy between real gas states 1 and 2 can be caiculated in the 

following fashion: 

S2 -SI = [(s-sO)+sO]* -[(s-sO)+sO], 
R R O O  = S2 - S, + SI - S, 

Since the ideal gas states in (2.3 1) are both at the same reference pressure, diis allows the 

ideal gas entropy in equation (2.30) to be written only as a function of temperature. In other 

words. the volume dependence of the ideai gas entropy is contained in the expression for the 

residual function. In addition, the constants of integration for equations (2.29) and (2.30) 

have been arbitrarily set to zero for simplicity, as they would merely cancel in equation 

(2.3 1). 

Other useful thennodynamic properties cm be obtained through the concept of 

residual functions, or may be derived from properties already calcuiated by using 



thermodynamic identities. The single phase speed of sound c. which is used in gas dynamic 

calculations c m  be written as 

where c, is the specific heat at constant volume. The thermodynamic equilibrium sound 

speed for a two-phase fluid is more difficult to derive. but can be expressed in ciosed fom 

starting with the definition of the speed of sound C ~ = ( ~ P / ~ ~ ) ,  and proceeding fiom the 

following equation 

Taking the denvative of the above relation with respect to P at constant s gives 

which leads to 

The subscripts v and 1 denote properties evaluated at the vapour and liquid saturation 

boundaries and at pressure P, and x is the quality. The last two derivatives in equation (2.35) 

must be evaluated dong the saturation boundary. The appropriate expression is 



where VI,, is equivalent to v,-VI. and al1 other properties are evaluated at either a saturated 

liquid or saturated vapour state. To complete the caiculation, the derivative ( W a P ) ,  must be 

evaluated in a form involving h c t i o n s  that c m  be easily calculated fiom the equation of 

state. One possibility is 

Substihiting equations (2.36) and (2.37) into (2.35) gives an expression fiom which the two- 

phase sound speed may be easily determined. An important qualifier to the derivation 

presented here is the assumption of equilibriurn between the phases. In other words, a two- 

phase mixture responds to pressure disturbances by instantaneously varying its quality 

through vapourization or condensation to maintain an isentropic condition. The properties of 

the individual phases m u t  dways follow the saturation boundary. This situation may be 

realized approximately for a case in which the phases are finely interspersed, such as in a 

mist flow, but in general it is more likely that limitations on the rate of phase transition will 

cause the liquid and vapour components to behave in an independent, non-equilibrium 

manner. 

The speed of sound is directly related to the shape of isentropes in both the single 

phase and two-phase regions of the P-v plane. Figure 2.13 shows a sample isentrope for 

dodecane which begins in the subcooled liquid region, traverses the two-phase domain, and 

extends out into the superheated vapour region. The continuations of the single phase 

isentropes into the metastable regions are shown by the dashed lines. Although it is 



somewhat distorted by the logarithmic scale of the ordinate, the shape of the equilibrium 

isentrope c w e  results in the speed of sound characteristic shown in Figure 2.14. The 

"kinks" in the isentrope at the saturation boundary cause discontinuites in the sound speed. 

Substances which have equilibrium isentropes that intersect the saturation boundary at botb 

the liquid side and the vapour side are part of a general class of fiuids termed retrograde. 

Obviously, dodecane qualifies as one such substance. The precise definition of retrograde 

behaviour and its implications for phase change processes is the subject of the following 

section. 

2.4. Retrograde Fluids 

The essential feature of a retrograde fluid is that its vapour can condense when 

subjected to an adiabatic compression. This is in contrast to a non-retrograde or "regular" 

fluid, which will only condense upon adiabatic expansion. A sufficient condition for a 

substance to be classified as retrograde is that some portion of the saturated vapour boundary 

in the temperature-entropy plane must have positive dope: 

The distinction between regular and retrograde behaviour is made clear in Figure 2.15. The 

isentropic condensation processes for the two types of fluids are indicated by arrows. 

A usehl expression relating the dope of the saturation boundary on the T-s plane to 

other thermodynamic properties c m  be denved, as shown by Thompson et al. [1986]: 
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Figure 2.13. Sample equilibrium isentrope and extensions of 
single phase branches into metastable regions in the pressure- 
volume plane. 

Figure 2.14. Speed of sound as a function of pressure dong the 
equilibrium isentrope shown in Figure 2.13. 



Figure 2.1 5. Isentropic processes leading to condensation for 
(a) a regular fluid and (b) a retrograde fluid, in the normalized 
temperature-entropy plane. 

In this equation. c, is the specific heat capacity at constant volume, and the partial derivatives 

and heat capacity are evaluated in the single phase region immediately adjacent io the 

saturation boundary. On the liquid side of the saturation boundary, both ternis on the right 

hand side of equation (2.39) are positive right up to the cntical point and therefore the dope 

is always positive. On the vapour side, the second t e m  on the right hand side of equation 

(2.39) is always negative. If c, is ~ ~ c i e n t l y  large, the slope may become positive in some 

region of the saturation boundary, satisQing the condition for retrogradicity as given by 

equation (2.3 8). 

As a convenient means of classiQing substances as either regular or retrograde, a 

standard heat capacity Fv has been defined by Thompson and Sullivan [1975] as 



where c: is the ided gas specific heat at the cntical temperature of the substance of interest. 

Retrograde behaviour appears when i5, > 1 1.2 (Detleff et al. [1979]). Molar heat capacity is 

known to be an increasing hinction of molecular weight in related series of substances, such 

as the n-aikane hydrocarbons. For example, propane (C3HB) has a value of K. of 9.64, and as 

such would be classified as a regular fluid, whereas dodecane (Cl&,) has a value of Fv of 

60.4 and is highly retrograde. Therefore, retrogradicity is usuaily associated with fluids 

having high molecular weight, because complex molecules have many internal vibrational 

degrees of fieedom that may be used to store intemal energy. 

A great variety of interesting liquid-vapour phase change phenomena have been 

postulated for retrograde systems. Some of the possibilities identified by various researchers 

include partial and complete liquefaction shock waves, rarefaction shocks, complete 

evaporation shocks and liquid evaporation waves (Thompson and Meier [1985]). Of these, 

the existence of the complete liquefaction shock wave has been experimentally established by 

Detleff et al. [1979] using a retrograde fluorocarbon as the test fiuid in a shock tube 

apparatus. Measurement of themiodynamic properties upstream and downstreani of the 

liquefaction shock produced by reflection at the end of the tube confirmed the validity of 

applying the Rankine-Hugoniot equation of classical discontinuity theory to this type of 

shock. Thompson et al. [1986] expenmentally and numerically studied the flow of a partial 

liquefaction s h ~ c k  wave emerging fiom the open end of a shock tube. Their results indicated 



the presence of a mixture evaporation (rarefaction) shock wave in the unsteady two- 

dimensional flow behind the liquefaction shock front. 

Closely associated with die discontinuities in sound speed at the saturation boundary 

s h o w  in Figure 2.14 are two wave splitting processes in fluids of high specific heat 

descnbed by Thompson et al. [1987] and Chaves et al. [1985]. The first. vapour- 

condensation shock splitting, was observed in the open-ended shock tube experiment 

described above. In this process, a liquefaction shock splits into a f o r e m e r  wave and a 

following condensation discontinuity. The onset of this behaviour occurs where the strength 

of the liquefaction shock is at the point at which the upstream superheated vapour is 

adiabatically compressed just enough to reach a metastable vapour state of critical 

supersaturation. A weaker shock strength results in less than critical supersaturation and a 

delay of phase change until a following condensation discontinuity is encountered. The other 

splitting phenornenon which is of direct relevance here is that of liquid-evaporation wave 

splitting. This is typically encountered in diaphragm burst expenments. In these 

experiments, a vertical column is filled with liquid in equilibnurn with its vapour, usually 

maintained at a high reduced temperature. The two-phase system (liquid on the bottom, 

vapour on top) is isolated fiom a low pressure chamber above by a breakable diaphragrn. 

When the diaphragm is rnechanically ruptured, a forerumer rarefaction wave propagates into 

the vapour and is transmitted into the liquid, where it moves at the speed of sound in the 

liquid. The pressure drop caused by this wave superheats the liquid, resulting in nucleation 

and the development of a second front which foliows at a slower speed and rapidly 

evaporates the liquid (see Figure 2.16). This type of phenornena provides a one-dimensional 



analog to the system considered in the present work. Evaporation waves have been observed 

by several mearchers and a mode1 for the change in thermodynamic properties across the 

interface has been proposed. 

Low Pressure Reservoir 

1 - - - - - 1 Initial Diaphragm Location 

Figure 2.1 6. Schematic of a diaphragm burst experiment. 



3. EVAPORATION WAVES 

3.1. Previous Observations of Evaporation Waves 

3.1.1. Interna2 Flo ws 

The wave splitting process of diaphragm burst experiments is not strictiy limited to 

retrograde fluids. In fact, evaporation waves have been observed by several researchers in 

regular fluids such as water. The distinction between the retrograde and non-retrograde cases 

lies in the possible thermodynamic states attainable by the fluid immediately downstream of 

the evaporation wave. If the fluid is regular, the downstream state is necessarily two-phase. 

A regular fluid cannot store enough energy when superheated to effect a complete phase 

change, and the Jakob number of equation (2.4) is necessarily less than unity for metastable 

states up to the maximum superheat Iimit. 

Perhaps the first observation of an evaporation wave was made by Temer [1962], who 

conducted diaphragm burst experiments with water at pressures up to 50 bar and at various 

initial temperatures up to 238OC in an effort to study cavitation mechanisrns. The wave 

splitting process typical of this type of experiment occurred. but no attempt was made to 

measure the velocity of the evaporation wave. Similar experiments aiso conducted with 

water by Friz [1965] established the veiocity of the evaporation front as a function of the 

degree of liquid superheating. 

More comprehensive work was done by Grolmes and Fauske [1974], who rapidly 

depressurized water, methyl aicohol and refngerant 11 in glass tubes. Unlike earlier studies, 



exva care was taken in preparing the fluids and tubes so that nucleation of bubbles at the wall 

in the liquid ahead of the evaporation wave was suppressed. They identified two parameters 

which had an effect on whether the test fluid reacted to depressurization by simple surface 

evaporation or more violent "fiee surface flashing" characterized by two-phase flow 

downsîream of the surface. The first parameter was the superheat of the liquid. which was 

found to have a threshold value below which flashing did not occur. The other was the 

diameter of the test section tubing, with larger diameters requiring less liquid superheating to 

initiate and sustain the axial propagation of the wave. This latter result was atûibuted to the 

greater nurnber of potential nucleation sites present at the liquid-vapour-glas interface in 

larger test cells. 

The diaphragrn burst experiments of Peterson et al. [1984] were carried out using 

freon 11 as a test Buid. By using Mach-Zehnder interferometry, they caiculated temperature 

profiles for sphencal regions directly below the liquid surface to gain some insight into the 

initial response to sudden depressurization. They concluded that instabilities together with 

evaporation induced a convective motion in the fluid adjacent to the interface. In addition, 

fluid initially at ambient temperature and pressure was subjected to varying arnounts of 

pressure decrease. Mass flow rates out of the test section were measured. This data was used 

to correlate the ratio of flashing-surface mass flux to theoretical, non-flashing evaporation 

mass flux as a f i c t ion  of pressure drop and initiai temperature. This ratio was found to be 

of order 10 or larger. 

The measurement of evaporation wave velocities was the focus of an experimental 

study by Das et al. [ 19871, In particular, the dependence of what they termed "boiling front 



propagation" velocity on liquid superheating (A7), liquid purity and test section diameter 

was exarnined with water as the test fluid. In agreement with other researchers' work, a 

linear relationship between velocity and superheat was found. Small diameters and the 

presence of irnpurities tended to decrease the measured velocity. The authors also proposed a 

qualitative convective mode1 for the fiont propagation involving a circulating flow containing 

growing bubbles upstream of the wave. 

The thesis work of Hill [1991] sumarized in a separate publication (Hill and 

Shirtevant [1989]) is likely the most complete anaiysis of the nature of evaporation waves 

generated in diaphragm burst expenments. Hill used a regular fluid, refngerant 12, and a 

retrograde fluid, refngerant 1 14, both of which were superheated to Jakob numbers less than 

unity. Extensive research into the modes of wave initiation, wavefiont propagation 

mechanisms and sirnplified flow models are presented in this work. Hill countered the 

upstream convection of liquid proposed by Das et al. [1987] as a propagation mode1 by 

placing a marker fluid below the test fluid. As the wave approached. the marker fluid did not 

distort appreciably. According to Hill's interpretation, the latent heat of vapourization 

necessary to evaporate a portion of the liquid is supplied to the wave by normal heat 

conduction through a thermal boundary layer between the upstream superheated liquid and 

the interface. A saturated liquid condition is never achieved upstream of the wave because 

dynarnic effects in the interfacial region constantly fragment and strip away cooled liquid 

which is convected downstream as part of a two-phase aerosol-like flow. This allows the 

wave to continue to propagate until it has consumed al1 of the superheated liquid. It should 

be noted that the heat conduction described here occurs within the fluid itself and is not 



supplied by an extemal source. Therefore. an evaporation wave in a regular fluid constitutes 

a partial adiabatic evaporation. 

The heat conduction mode1 of propagation with a downstrearn two-phase flow is 

clearly possible for a fluid which is only slightly retrograde, or even for a highly retrograde 

fluid which is only moderately superheated by the forerunner rarefaction wave. However, if 

the fluid is superheated to a state having a Jakob number greater than or equal to one. a 

complete adiabatic phase transition is possible on a molecular scale and the flow downstrearn 

of the wave will, in theory, be composed purely of vapour. Heat conduction is no longer 

required to supply energy to the interface, since an arnount of energy exceeding the latent 

heat of vapourization can be given up by the superheated iiquid itself. The possibility of 

complete evaporation waves in the n-aikane hydrocarbons has been investigated (Shepherd 

et al. [1990]). It was found that at the superheat limit and atmosphenc pressure. the sirnplest 

fluid in this series which satisfies J Q ~  1 is octane (C,i-I,,). 

In accordance with this result, Sirnoes Moreira [1994] used a heavier alkane, 

dodecane. in an attempt to generate a complete evaporation wave in the customary rapid 

depressurization experiment. Unfortunately, he was unable to conduct many experiments at 

the required level of superhezt due to concems about the stress limitations of his apparatus at 

high initial saturation pressures. Furthemore, upstrearn nucleation at the wall disrupted the 

overall flow in the few test u s  carried out at high Jakob numbers. However, the general 

trends in the data indicated that complete evaporation may be possible in a properly designed 

experiment . 



3.1.2 Exrernal Flo ws 

A somewhat different experiment that exhibits rapid adiabatic evaporation involves 

nozzle flows fkom a high pressure reservoir. Initially subcooled liquid, maintained at a high 

pressure, is vented through a small diameter channel or converging nozzle into a low pressure 

chamber. The pressure drop superheats the liquid, ofien leading to complex two-dimensional 

flashing jet flows. In most experiments of this type regular fluids such as water have been 

used, necessarily attaining superheats with Jo4. The resulting visual and analytical evidence 

suggests that the characteristics of the flow can be described by the heterogeneous andor 

hornogeneous nucleation of bubbles which grow to disrupt the jet. This can occur at discrete 

locations in a coherent liquid Stream, or, at higher superheats, a large bubble population may 

shatter the jet completely into a wide angle spray at or near the nonle exit. 

A representative sample of these experiments includes those of Lienhard and Day 

[1970] in which the breakup iengths of nitrogen and water jets were investigated. and similar 

works by Miyatake et al. [1981] and Peter et al. [1994] using water. Senda et al. [1994] and 

Oza and Sinnarnon [1983] have done studies with hydrocarbon fuels in automotive fuel 

injectors. Unlike diaphragm bunt experiments, rapid evaporation was not observed to occur 

in a distinct wavefront by these researchers. The work of Labuntsov and Avdeev [1982], 

however. is an exception. Carbon dioxide was injected at near-critical initial temperatures 

into a low pressure environment. They assurned that the fluid reached a very high degree of 

superheat (close to the spinodal) and proposed that a "boiling shock" was present within the 

nozzle. They modeled this shock using the Rankine-Hugoniot equation for a discontinuity 



and obtained general agreement with experiment in predicting the m a s  flux out of the 

nozzle. 

There has been very limited study of flashing nozzle flows with retrograde fluids. 

Kurschat et al. [1992] expanded the fluorocarbon Coi?,, through a converging nozzle into a 

very low pressure environment (10 mbar). For low superheats, the observed jet 

charactenstics were similar to those descnbed for regular fluids. However, when the initial 

temperature of the fluid upstream of the nonle exceeded roughly 0.7T, the flow pattern 

changed radically. An almost radial expansion from the n o d e  exit was observed. 

Furthemore, interferometry revealed the presence of a complicated structure of intersecting 

shock waves, indicating supersonic conditions in some part of the flow. At still higher initial 

temperatures, the shock structure persisted and complete adiabatic evaporation of the fluid 

was achieved between the region just downstream of the noale  exit and the outlying shock 

waves. Due to the large concentration of evaporating droplets in this area, the core flow 

emanating fiom the nozzle could not be discemed in many cases. However, for initial 

temperatures above 0. 87Tc,, shadowgraphs taken of the flow clearl y showed that evaporation 

takes place within a very short distance from the surface of a liquid jet core based at the 

noule exit. The authors described this structure as an evaporation discontinuity. 

Athans [1995] extended the work of Kurschat et al. to encompass the expansion fiom 

upstream States near the thermodynamic cntical point to a low pressure reservoir. Although 

the fluid used by Athans was iso-octane, the results can be qualitatively viewed as similar to 

those of Kurschat et al. if one examines the flows at comparable reduced temperatures. 



3.2. Basis of Present Analysis 

Sloss [1996] designed an apparatus for the measurement and visualization of 

preheated fuel injection into a reservoir at atmospheric pressure. In a subset of his 

experiments, dodecane at a pressure of 10 bar was heated to high initial temperatures (To = 

0.9Tc ) and injected through a simple converging nople. A distinct evaporation wave was 

observed in the flow, and the fuel evaporated within a short distance from the n o d e  exit. 

Much of the present work revolves around this data, so a brief overview of the relevant 

experiments follows. For a more complete description, the reader is referred to the original 

document. 

3.2.1. Ovemie w of Experimental Conditions and Apparat us 

In the injection experiments described by Sloss [1996], dodecane at a nominal 

pressure of 10 bar and temperatures up to 325OC was delivered vertically downwards through 

a conical converging nozzle into an inert nitrogen atrnosphere at a pressure of approximately 

1 bar. The nozzle had an exit diameter of 0.21 mm and an angle of 90" as shown in Figure 

3.1. The fuel was pressurized inside a bladder accurnulator using nitrogen as the pressurizing 

gas. Physically separating the fuel from the nitrogen by means of the accumulator's 

membrane was deemed necessary to avoid dissolving any gas into the fuel. It is well known 

that gas coming out of solution during depressurization can create heterogeneous nucleation 

sites which may have a marked influence on nozzie flows, especially at large gas 

concentrations (Simoneau [198 11). This effect was therefore controlled by the chosen 

pressurization system. 



Heating of the fuel to its desired temperature was accomplished inside a h a c e  

immediately above the n o d e  and injection charnber. Fuel flow to the injection chamber was 

controlled by a valve irnmediateiy upstream of the nozzle. 

Fuel 

- - O mm 

Figure 3.1. Dimensions of the conical converging nozzie. 

3.2.2 Instrumenta fion 

The injection temperature of the fuel was measured with a thermocouple located 

within the nozzle body upstream of the converging region. Fluid pressure was aiso measured 

dirough a tap at this location (approximately 25 mm above the nozzie exit). Fuel flow rates 

were measured with a rotameter in the fuel line between the bladder accumulator and fimace. 

For each individual experiment, a high contrast black and white photograph was taken of the 

flow. 



3.2.3. Experirnenial Procedure 

Once the heated components and pressurized fuel inside the fumace had reached the 

set point temperature for a given injection, the valve upstream of the nozzle was opened 

manually. The photography and data acquisition equipment was ûiggered when the nonle 

pressure transducer signal registered above a chosen threshold value. An appropriate timing 

delay of roughly 300 ms was instituted so that initiai pressure fluctuations propagating 

t h u g h  the system upon the opening of the valve had disappeared when the picture was 

taken. The temperature and pressure transducer signals were recorded continuously fiom 1 s 

before this event to 1s after. As soon as the picture had been taken a spray removal system 

was raised within the injection chamber. This served io collect the liquid andor vapour fuel, 

rninimizing deposition on the chamber wails and windows. When the rotameter level was 

judged to have reached a steady value (several seconds later), it was read to get a mass 80w 

rate measurement. 

At injection temperatures between 20°C (0.45 Tc) and 25 l O C  (0.80TC), axial liquid jets 

were observed. Downstrearn of the nozzle exit, these jets were broken up into droplets due to 

the growth of surface instabilities. The break up length was found to decrease with 

increasing temperature. Flashing jet flows occilred at injection temperatures between 

approximately 261°C (0.81Tc) and 303OC (0.88Tc). At Iow temperatures in this range, a 

coherent liquid jet emerged fiom the nozzle. Bubbles nucleated and grew to expand the jet 

into a wide angle spray at a location downstrearn of the noale  exit. The intact length of the 



jet decreased to zero and the outer cone angle of the spray increased substantially (fiom 15" 

to 90°) as the injection temperame was raised. The results of interest here are those in which 

a coherent evaporation wave can be discerned in the flow. This phenomenon was regularly 

observed for injection temperatures above 0.88Tc. Figure 3.2 shows one such injection, 

corresponding to an initial temperature of 3 1 1 OC (0.89Tc). The region close to the nozzle exit 

is eniarged in Figure 3.3(a) to show its characteristics more clearly. A schematic which 

highiights the features of the flow is shown in Figure 3.3(b). It c m  be seen that a dense, 

liquid core of essentially conical shape is based at the noale exit. This core appears to 

represent an almost discontinuous surface at which the liquid is rapidly evaporating. The fine 

scale structure of the surface region cannot be distinguished in the photographs; plainly it is 

not a smooth liquid-vapour interface since the downstream flow appears to be a two-phase 

mixture. Therefore, describing the surface region as a discontinuity is a convenient 

idealization which is only justified in cornparison with the scale of the global flow. Al1 of the 

fuel droplets in the mixture region completely evaporate within a few n o d e  diarneters of the 

liquid core, leading to a pure vapour state. Much fûrther downstream the recondensation of 

vapour is visible, producing a fog cloud. 

Figure 3.4 shows Sloss's data for the dependence of the liquid core length on the 

injection temperature. The core length becomes shorter as the initial temperature is 

increased. Evaporation waves were not observed for initial temperatures below 

approximately 303OC, although it is possible that denser droplet clouds surroundhg the 

nozzle at slightly lower temperatures obscure discontinuities in the photographs. 



Figure 3.2. Injection of dodecane at 3 1 1 OC (0.89Tc). 



Figure 3.3. (a) Photographic enlargement of the nozzle exit 
region for an injection temperature of 3 1 l°C. (b) Cross- 
sectional schematic of the flow structure. including the nozzle 
interior. 



Figure 3.4. Temperature dependence of liquid core length for 
dodecane injections exhibiting an evaporation discontinuity. 

3.3. Flow Mode1 

In order to mode1 the thermodynamic States attained by the fluid throughout its 

expansion, it is necessary to have a satisfactory description of the various flow regimes which 

can be identified in the photographs. The expansion can be broken into three stages: liquid 

acceleration through the nonle, rapid evaporation across a flow discontinuity, and outward 

flow approaching the ambient pressure of the injection chamber. 

3.3.1. Nozzle Flow 

In the absence of heat transfer fkom the nozzle walls, and neglecting viscous efTects, 

the fluid's acceleration through the nozzle can be considered to be an isentropic 



depressurization. The liquid dodecane follows an isentropic path fiom an almost stagnant 

state (O) above the nonle to a lower pressure state (1) immediately preceding the evaporation 

discontinuity (see Figure 3.3(b)). In so doing, the fiuid follows a metastable isentrope as it 

crosses the saturation boundary and is, therefore, "storing" interna1 energy which is used 

later to effect a transition to an equilibrium state via phase change. Precisely how much the 

liquid becomes superheated before entering the flow discontinuity is an issue related to the 

closure conditions of the model. 

3.3.2. Evaporation Discontinuiîy 

Of pnmary importance in the overall model is the description of the evaporation 

process. Accordingly, it is necessary to determine the possible equilibrium States (2) 

downstream of the wave corresponding to a given upstream metastable state (1). The starting 

point in formulating a solution is to examine the conservation equations of mas,  momentum 

and energy across the discontinuity. Consider a control volume enclosing a section of the 

stationary evaporation front, as shown in Figure 3.5. It is assumed that the fiont represents a 

tme discontinuity in the sense that the control volume may be chosen to be arbitrarily thin 

and still capture all of the structure inside the volume. This idealization allows fluxes 

through the short edges to be neglected in the analysis. Fluid enters the control volume with 

velocity ul, pressure PI, density p,, and specific enthalpy h , .  The velocity has components 

normal and tangential to the control surface, labeled u,, and u,, respectively. Properties are 

similarly defined for the downstream side of the surface, with the subscnpt 2. Per unit 

surface area, the balance equations for mass, momentum and energy simpli@ to 
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Figure 3.5. Control surface enclosing the evaporation 
discontinuity . 

where i is the local mass flux. An additional condition that must be satisfied is the second 

law of themodynamics: 

Figure 3.5 is drawn in the plane of the velocity vectors. Thus equations (3.2a) and 

(3.2b) represent the conservation of normal and tangentid momentum, and there is no 



velocity component in the third (tangential) coordinate direction on either side of the 

discontinuity. Equations (3.1 ) to (3 -4) are identical in f o m  to the classical relations used to 

calculate oblique shock transitions in gas dynarnics. Neglected in the formulation presented 

are heat transfer across the control surface, viscous effects, and the effects of surface tension. 

As pointed out by Thompson [1988] in bis discussion of the shock relations, the changes in 

velocity and temperature across a discontinuity can be quite large. As such. viscous stresses 

and heat flux within the control volume cannot be negligible. and the shock relations are 

inexact. However, these effects can be neglected at the control surface. In order to justifj 

the inviscid and adiabatic approximations at the control surface, it must be assumed that the 

control surface can be seiected in such a way that the gradients of velocity and temperature at 

the surface are suficicntly smdl without violating the condition of small thickness. The 

effect of surface tension on the pressure ratio across the discontinuity is expected to be 

dominated by a large change in fluid momentum and is not taken into account. 

Sevcral usefûl expressions can be obtained by cornbining equations (3.1), (3.2a) and 

(3.3). 

where 

The first two of these c m  be cornbined to give 

v is the specific volume, equal to the reciprocd of the density. This expression 

describes a line in the pressure-specific volume (P-v) plane and is called a Rayleigh line. Al1 

three of the designated conservation equations c m  be combined to produce the Rankine- 

Hugoniot equation: 



Together with an equation of state that relates enthalpy to specific volume and pressure. 

equation (3.6) can be used to plot a P-v curve of possible downstream states (2) for a given 

upstrearn state (1). A curve calculated in this manner is termed a Hugoniot. In the case of a 

simple shock wave. the fûnctions h2(P2,v2) and h , (P , , v , )  are identicai and the Hugoniot curve 

m u t  therefore pass through the point ( v , , P , ) .  However, since state (1) is a metastable liquid 

state and state (2) is assurned to be an equilibriurn vapour or two-phase state. the fùnctions 

are not the sarne. Then the Hugoniot is offset from the point (v&) on a P-v diagram (Figure 

3.6). As a result of this observation. an analogy is often drawn between the evaporation 

process described here and other flows which are modeled as adiabatic discontinuities, such 

as a flame front. Differences in the properties of the reactant and product species result in 

different enthalpy functions. 

A Rayleigh line can be drawn fiom the upstream state (1) to intersect the Hugoniot 

which represents possible downstream states. Each intersecting Rayleigh line can be 

interpreted as containing information about the normal flow velocities on either side of the 

discontinuity. In pariicular, the slope of a Rayleigh line ailows one to calculate a mass flux 

across the discontinuity. From equation (3.5) it c m  be seen that a Rayleigh line with a 

positive dope leads to an imaginary mass flux. For this reason. the Hugoniot cuve is plotted 

as a dashed line in the aflkcted region to indicate that these downstream states are non- 

physical. 

As a consequence of this, the Hugoniot is separated into two branches. The upper 

branch of the curve corresponds to solutions for compression discontinuities and is termed 

the detonation branch. In relation to liquid-vapou. phase transitions, the detonation mode has 



been considered as a mechanism for the propagation of vapour explosions by Fowles [1989], 

arnong others. However. the evaporation waves generated in diaphragm burst expenments 

are known to sustain a measurable pressure drop between the upstrearn and downstream 

states (see, for example Hill [1991]). Therefore the lower Hugoniot branch associated with 

expansion discontinuities provides a more appropriate solution for the analogous nonle 

flows considered here. Another analog which involves a pressure drop is that of a flame 

propagating in a combustible mixture (i.e. a deflagration wave). This region of the Hugoniot 

curve is therefore called the deflagration branch. 

Two limiting Rayleigh lines c m  be drawn fiom a given state (1) to the deflagration 

Hugoniot. A horizontal, constant-pressure line, (1) to (2a) on Figure 3.6, gives a hypotheticai 

solution in which the m a s  flux i across the discontinuity is zero. The line of maximum 

negative dope which is just tangent to the Hugoniot at point (2b) corresponds to a maximum 

local mass flux. This point of tangency is called the lower Chapman-Jouguet (CJ) solution. 

Hereinafter the term CJ point will be used to refer to the lower CJ point, distinct fiom the 

analogous location on the detonation branch of the Hugoniot. It can be shown that the CJ 

solution is a point of maximum entropy production on the deflagration Hugoniot, and that the 

isentrope passing through the CJ point is necessarily tangent to the Hugoniot cuve. For 

flows which are strictly normal to the discontinuity, the CJ point represents a downstream 

state that has sonic velocity. In other words, the outflow fiom the discontinuity has a Mach 

number Mo2=u21c2 of one. Determining the CJ point requires a numerical root-finding 

technique in which the velocity ut obtained fiom a Rayleigh line is compared to the 
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Figure 3.6. Thermodynamic mode1 for an evaporation 
discontinuity. Properties jurnp from a metastable liquid state 
(1) to a state (2) on the equilibrium Hugoniot. State (2a): zero 
velocity, weak deflagration; state (2c): subsonic velocity, weak 
deflagration; state (2 b): sonic velocity, C J deflagration; state 
(2d): supersonic velocity, strong deflagration. The process 
from (0) to (1)  represents the isentropic expansion through the 
noule. 

appropriate single-phase or two-phase sound speed, c,. An altemate approach is to search for 

a maximum in the mass flux dong the Hugoniot. 

Other Rayleigh lines intersect the Hugoniot at two points, such as the one passing 

through (2c) and (2d). Again, considering purely normal flows, the state with higher 

pressure (2c) corresponds to a subsonic outflow (Mo,<l) from the discontinuity and is cailed 

a weak deflagration. State (2d) corresponds to supersonic outflow ( M a p l )  and is called a 

strong deflagration. It can be shown that strong deflagration solutions do not exist for 



combustion discontinuities. based on wave structure considerations (Williams [1985]). The 

sarne claim is made for evaporation discontinuities by Kurschat et al. [1992], as an additional 

boundary condition is deemed necessary for a stable strong deflagration. In the case of an 

oblique discontinuity, the analysis is complicated by the tangential velocity cornponent. 

However, it is suggested that the limiting case for stability is still that the normal component 

of velocity is at the CJ value. 

It should be pointed out that the conservation equations (3.1) to (3.3) do not 

specifically have to apply to a discontinuity; in fact. the same equations would hold tme 

across a finite control volume drawn in a constant area duct or other normal plane flow. 

Then the subscript "n" cm be dropped from the velocity terrns and the tangential velocity is 

by definition zero. Indeed. an identical treatment is used by both Hill [1991] and Sirnaes 

Moreira [1994] to descnbe the downstream States of the axially propagating evaporation 

waves obtained in their diaphragm burst expenments. These waves were observed to be 

relatively thick, on the order of 1 to 2 cm. 

3.3.3. Externa! Flow 

Like the flow through the nozzle, the flow downstream of the discontinuity c m  be 

assumed to be isentropic if viscous effects. heat transfer and mixing with the surrounding 

nitrogen atmosphere are neglected. State (2) is taken to be at equilibrium, and the flow is 

assumed to follow an equilibriurn isentrope. 

Following the work of Kurschat et al. [1992], additional simplification results if the 

flow is treated as purely radial. Then the conicai, metastable liquid core is replaced in the 



model by a cylinder of equivalent surface area and the discontinuity is no longer considered 

to be oblique. Treating the extemal flow as one-dimensionai in this fashion represents a 

substantial idealization of what is observed in the photographs. Clearly. the wide angle 

sprays (approximately 1 10') under anafysis must have a significant axial velocity component. 

However, a fully two-dimensional model would greatly complicate the mathematics of the 

overail solution without providing much additional insight into the thermodynarnic effects 

being considered. 

Leaving aside the issue of uniquely determining state (1) as a function of the injection 

temperature. it can be seen that a family of possible solutions exists depending on which state 

(2) on the Hugoniot curve is chosen for a given state (1). It is aiso evident that this fmily of 

solutions can be divided into two groups. In one solution group, the discontinuity is a weak 

deflagration, corresponding to a subsonic outflow. In the other, sonic conditions are achieved 

and state (2) is the CJ state. Each type of solution has very different implications for the 

nature of the flow downstrearn of the discontinuity. as cm be seen fiom a manipulation of the 

conservation equations for a radial, isentropic expansion. The steady flow continuity 

equation is 

and conservation of momentum yields 

The isentropic condition can be expressed as 



Using equations (3.9) and (3.8) to eliminate the term dp/dr, equation (3.7) c m  be sirnplified 

to 

From this expression, it is clear that the sign of du/dr will be negative at the discontinuity and 

the flow will slow d o m  as the radius increases for a subsonic state (2) (i.e. u q ) .  Equations 

(3.8) and (3.9) imply that both the pressure and density start out as increasing fünctions of the 

radius in the subsonic case. 

If the flow is sonic (i.e. u=c) at state (2), then the variation of u with respect to r at the 

discontinuity is indeteminate in equation (3.10). Therefore we consider small perturbations 

fiom the CJ velocity. A small perturbation that decreases the velocity will result in the 

subsonic downstrearn flow described above. However. a perturbation which marginally 

increases the velocity produces a supersonic condition (i.e. u ~ ) .  Then the sign of dddr in 

equation (3.10) is positive at the discontinuity and the pressure and density will begin as 

decreasing h c t i o n s  of the radius. 

The question to be considered is whether or not the initial trends followed by the 

pressure, velocity and density will hoid tme throughout the expansion. The cntical parameter 

is the functional dependence of the sound speed on the radius in equation (3.10). To examine 

diis dependence, consider the foilowing isentropic flow relation derived by Thompson 



Here r is the so-called fundamental derivative. which may be related to the other 

thermodynamic variables involved through two expressions: 

Equation (3.1 1) indicates that for a subsonic flow, the Mach nurnber will decrase with 

decreasing fluid velocity as long as D O .  This will be true as long as isentropes are concave 

upwards in the P-v plane, as show by the second derivative in equation (3.12). Since al1 

equilibriurn isentropes in the P-V-T domain under consideration meet this criteria, the 

initially subsonic flow will remain subsonic and slow down as the radius increases. It is 

interesting to note that for certain high molecular weight fluids, r is negative over a finite 

region of P-V-T space near the critical point. The formation of rarefaction shock waves is 

associateci with negative r behaviour (Thompson [1988]). 

In the supersonic case, the Mach nurnber is guaranteed to monotonically increase with 

velocity for r 21. This will also be true for O<T<1 if the Mach nurnber is sufficiently small 

to keep the denominator on the right hand side of (3.1 1) positive. In the two-phase region 

and in the superheated vapour region near the saturation boundary, calculations with the 

MSBR equation of state reveal that the speed of sound, c, c m  become a decreasing function 

of pressure (see, for example, Figure 2.14). Then equation (3.13) requires that the 

fiindamental denvative be less than one for certain portions of the equilibriurn isentrope of 

Figure 2.13. A rough calculation with equation (3.13) and the data shown in Figures 2.1 3 



and 2.14 gives values of r of 0.8 and 0.9 for the two-phase and single phase states adjacent to 

the vapour saturation boundary. With this result. it is conceivable that the Mach number 

may begin to decrease during the expansion. In spite of this possibility, it is clear from 

equation (3.1 1 ) that the supersonic flow cannot make an isentropic transition to a subsonic 

condition unless r drops below zero. Therefore, the trends of increasing velocity and 

decreasing pressure and density continue as the fluid expands fiom an initial CJ state (2). 

Thus isentropic subsonic flows remain subsonic and isentropic supersonic flows 

remain supersonic. However. a theoretical exception to this must be noted for the flows 

considered here. It is clearly possible that for some calculations, state (2) may lie very close 

to the saturation boundary, and that the isentropic expansion rnay cross this boundary. r 

abruptly becomes equai to - m at this point due to the discontinuity in the speed of sound. 

Therefore an isentropic transition from subsonic to supersonic flow or vice versa becomes 

conceivable in this particular situation. The assumption has been made here that non- 

equilibrium effects srnooth the sound speed jump at the boundary without causing the other 

thermodynarnic properties to deviate appreciably fiom their equilibnum values. Therefore, 

these singular cases are explicitly ignored even though the equilibrium assumption is 

maintained. 

In order to complete the model, it is necessary to specify an end state for the 

expansion. The ambient pressure must be approached by an unconstrained isentropic flow. 

Therefore, this pressure is an appropriate boundary condition. For a subsonic state (2), this 

presents no particular problern. As the fluid flows radialiy outwards, its initial momentum is 

converted to pressure and its velocity decreases. For the radial isentropic expansion 



considered here. conservation of mass dictates that the flow will stagnate completely as the 

radius approaches infinity. Therefore. a convenient idealization is to consider the injection 

chamber to be semi-infinite. The ratio of the radius at the chamber wall to that of the nozzle 

is about 1500: 1 for the experimental conditions, indicating that a stagnation condition may be 

approximatel y ac hieved. 

Locating the end state (3) of the expansion raises the question of which of the 

possible subsonic states (2) downstream of the discontinuity is appropnate for a given state 

(1). It is precisely the solution which has an initial momentum such that the flow will 

stagnate isentropically to the pressure of the surrounding atrnosphere. One method of finding 

this state (2) involves the integration of the momentum equation (3.8) dong an isentrope: 

With u,=O, this simplifies to 

Then the location of state (2) can be found by satisfying the condition that the velocity u2 

obtained fiom the Hugoniot and a chosen Rayleigh line be the same as that calculated from 

equation (3.15), where the lower limit of integration corresponds to the pressure on the 

Hugoniot cuve. A schematic of the subsonic flow mode1 is shown in Figure 3.7, and a P-v 

diagram which indicates the relevant therrnodynamic states is s h o w  in Figure 3.8. 

The solution procedure for an expansion fiom a CJ state is quite different. With no 

possibility of the fluid reaching a subsonic state isentropically, the supersonic flow 

downstream of a sonic discontinuity is in the incongruous situation of having ever-increasing 
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Figure 3.8. Thermodynarnic States cnrresponding to the 
subsonic flow mode1 show in Figure 3.7. 



velocity and ever-decreasing pressure. As a result, the Buid will eventually become 

overexpanded with respect to the injection chamber pressure. The only means by which the 

flow may become subsonic and match this pressure is through a second. non-isentropic 

discontinuity. For the radial expansions considered, this will take the form of a stationary 

normal shock wave. The problern then centers on calculating the location and strength of this 

shock wave. Specifically. it is necessary that the subsonic downstream state of the shock be 

such that isentropic flow from the shock outwards will stagnate at the arnbient pressure. 

Flow from the evaporation discontinuity to the shock wave can be described in 

similar fashion to equations (3.14) and (3.15). Designating the upstream shock state as (27, 

these become 

The shock transition can be calculated using the standard shock relations. The shock adiabat 

in the P-v plane passes through the point (v2&) and the appropriate downstream state (2") 

on this adiabat is uniquely determined because the velocity u2- is known fiom equation 

(3.17). This is equivalent to saying that the slope of the Rayleigh line fiom the state 

upstream of the shock Front is a known quantity. Extending the solution to the end state (3) is 

then identical to the procedure for the subsonic evaporation discontinuity. A schematic of a 

CJ solution is shown in Figure 3.9. In the corresponding P-v diagram (Figure 3. IO), 

discontinuous transitions are represented by dotted Raleigh lines. 
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Figure 3.10. Thermodynamic States corresponding to the CJ 
flow mode1 shown in Figure 3.9. 



3.3.1. Comments on Computa~ional Procedure 

Due to the complexity of the MSBR equation of state. it is not possible to calculate 

the two solution types analytically. As a result, the integration in expressions such as (3.15) 

must be performed nurnericaily, and finding the overall solution in each case is an iterative 

process. For a subsonic solution, an initial guess of the pressure Pî on the Hugoniot is made 

and adjusted until P, and u2 are consistent with isentropic flow to stagnation at pressure P3. 

This technique is similar to a shooting method. Similarly, in calculating a CJ solution it is 

necessary to guess and adjust the upstrearn pressure of the shock wave Pz until the stagnation 

boundary condition is met. In the next section a means of dividing the metastable liquid 

region into areas in which state (1)  produces either a subsonic solution or a CJ solution for 

the injection temperatures of interest is discussed. Based on this division, some calculations 

are performed to predict the temperatures at which complete adiabatic evaporation is 

expected and the results are presented. Finally, a means of selecting state (1) at each 

temperature is discussed with corresponding results. 



4.1. Solution Domain 

Before directly modeling a particular expenment, it is useful to consider which of the 

two solution types is valid for the range of metastable liquid states (1) that may be reached as 

the iiquid dodecane is isentropically depressurized in the converging nozzle. It is also 

instructive to determine the nature of a series of solutions originating fiom various states 

lying on a cornrnon isentrope. 

The region abfe of Figure 4.1 represents the range of metastable states that the liquid 

may attain fiom initial state (O) locations in the temperature range 303-32 1 OC and at an initial 

pressure of 10 bar. The line bounding this area on the left is a metastable isentrope extending 

from the (0) state at 303OC, while the boundary on the nght is the metastable isentrope 

passing through the (0) state at 32 1 O C .  The area is bounded above by the liquid saturation 

boundary and below by an isobar at the injection chamber pressure. Area cdfe encloses d l  

(1) states that correspond to strictly subsonic solutions. The area above this, abdc, 

corresponds to states for which only CJ solutions are possible. At an almost constant 

pressure of roughly 1.21 bar, line cd divides the two solution dornains. Mode1 calculations 

have been performed for a variety of (1) states of interest and the numerical results are 

presented in Appendix A. A graphical summary of some of these results is displayed here 

and in section 4.2. 

The Qtails of the solutions starting at state (1) locations on the isentrope labeled gh in 

Figure 4.1 are displayed in Figures 4.2 through 4.5. The subsonic, weak deflagration 



liquid saturation boundary 
isentropes 

Figure 4.1. Domain of possible (1) states achievable by 
isentropic expansion fiom the expenmental (0) states. Region 
obdc: state (1) yields a CJ solution. Region cdfe: state (1) 
yields a subsonic solution. 

solutions are shown in Figures 4.2 and 4.3. In the first of these two figures, the dashed line 

represents the CJ pressure on the Hugoniot drawn for each state (1) in the range of pressures 

between 1 and 1.21 bar. The solid cuve shows the Hugoniot (2) states which satisfy the 

stagnation boundary condition. It can be seen that for a state (1) at exactly 1 bar (case h of 

Figure 4 4 ,  the appropriate Hugoniot state (2) is at the same pressure. The Rayleigh line 

construction then yields a mass flux of zero across the discontinuity, and P2 is identical to the 

stagnation pressure P3 in this case. As the pressure at state (1) increases, the Hugoniot state 

(2) gradually converges to the CJ point. In order to clariQ the relationship between a given 



(1)  state and its corresponding (2) state, the Hugoniot states (2) for cases h and i of Figure 

4.1 have been given the sarne labels in Figure 4.2. 

Figure 4.3 is a plot of the velocity (u,) of the metastable liquid nomal to the 

evaporation discontinuity implied by the Rayleigh lines drawn to the Hugoniot solutions. If 

one considers a frame of reference in which the upstream liquid is s t a t i o n ~ ,  this velocity 

can be viewed as the evaporation wave speed. Again, the labels h and i are used to indicate 

the velocities corresponding to the cases shown in Figure 4.1. ï h e  wave speeds increase with 

increasing pressure P, because v ,  stays essentially constant and the slope of the Rayleigh line 

increases as state (2) moves closer to the CJ point on the corresponding Hugoniot. 

Figures 4.4 and 4.5 describe CJ solutions. As before, the dashed line in Figure 4.4 

represents the CJ pressure (2) corresponding to each metastable liquid state (1). The increase 

in the slope of this line occurs when the CJ point becomes a two-phase mixture state. The 

solid curve is the pressure just upstrem of the normal shock wave (27, and the dotted curve 

is the pressure (2") downstream of the shoc k. At the cutoff pressure of about 1.2 1 bar, the 

states (2') and (2") are coincident with the CJ point. In this limiting case, a zero strength 

shock is presenf coincident with the evaporation discontinuity. As die pressure of state (1) 

increases, the pressure ratio across the shock wave increases and the downstream pressure 

(2") gets closer to the stagnation pressure of 1 bar. The labels i and g on the figure indicate 

the CJ (2) states corresponding to the identicaily labeled cases shown in Figure 4.1. Figure 

4.5 shows the evaporation wave speeds for the CJ solutions of Figure 4.4. A trend of kgher 

wave speeds with increasing state (1) pressure is evident. 
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Figure 4.2. Subsonic solutions for points on the isentrope gh 
show in Figure 4.1. 

Figure 4.3. Evaporation wave speeds corresponding to the 
subsonic solutions plotted in Figure 4.2. 



Figure 4.4. CJ solutions for points on the isentrope gh s h o w  
in Figure 4.1. 

Figure 4.5. Evaporation wave speeds corresponding to the CJ 
solutions plotted in Figure 4.4. 



In order to complete the description of the CJ solutions. a calculation of the predicted 

radial shock locations is necessary. This can be done simply by considenng the conservation 

of mass between the two discontinuity locations, i.e. 

plulAl = P ~ + A ~ ~  (4.1 ) 

The surface area A in a one-dimensional cylindrical geometry at any radial location is of 

course equal to 2xr1, where r is the variable radius and 2 is a constant length equd to that of 

the cylindrical evaporation discontinuity . Then equation (4.1 ) can be solved for the shock 

radius r,.: 

The shock locations for the CJ solutions of Figure 4.4 are plotted in Figure 4.6, non- 

dimensionalized by the nonle exit radius r ,  . 

The question of which state (1) locations lead to a prediction of complete adiabatic 

evaporation of the liquid can be answered in part by calculating their Jakob numbers. A 

Jakob number of one indicates that the constant pressure deflagration solution lies on the 

vapour saturation boundary. In general, the saturation boundary has a slope which is greater 

than that of the deflagration Hugoniot. Therefore, if the Jakob number at a given state (1) is 

greater than one, it can be said that al1 possible (2) states on the Hugoniot will lie in the 

superheated vapour region of P-V-T space. Since ail of the subsonic Hugoniot solutions 

originate from initial (1) states below 1.21 bar, calculating the Jakob numbers dong this 

cutoff pressure provides an indication of whether or not the evaporation discontinuity mode1 



Figure 4.6. Non-dimensionalized shock radius as a function of 
state (1) pressure for the CJ solutions of Figure 4.4. 

predicts complete evaporation in the subsonic case. Furthemore, if J a N ,  the expansion end 

state (3) will also lie in the single phase region because isentropes have greater negative 

dope in the P-r plane than the deflagration Hugoniot (see Figure 3.8). The results of the 

Jakob number calculation are shown in Figure 4.7, plotted against the injection temperature. 

Virtually al1 of the subsonic solutions predict a complete evaporation, with the possible 

exception of some (2) states which are just at the saturation boundary for the lowest injection 

temperature at which evaporation discontinuities were experimentally observed (303OC). 

Above the cutoff pressure, al1 (2) states are CJ states. A general calculation which 

divides the Cl solution domain of Figure 4.1 into (1) states that lead to single phase or two 

phase Cl points has not been atternpted. A specific example has already been given for the 



Figure 4.7. Dependence of Jakob number on injection 
temperature dong the cutoff isobar cd of Figure 4.1. 

isentrope gh, where the change in slope of the CI pressure curve indicated a transition to a 

two-phase CJ point. However, in these cases it was found that the fluid eventually reaches a 

single phase state during the isentropic expansion fiom (2) to (2'). Therefore a complete 

evaporation is predicted in al1 cases, although not necessarily across the evaporation 

discontinuity . 

4.2. Mode1 of Experimental Injections 

As was mentioned previously, closing the mode1 for the experimental results requires 

a unique determination of the properties of state (1) for each injection temperature. Ideally 

this would be accomplished without any direct or indirect use of experimental data; instead, 



predictions would be made a priori on the b a i s  of an additionai boundary condition founded 

upon thermodynamic considerations. This boundary condition would necessady involve a 

description of the fundamental structure of the evaporation discontinuity. Such an approach 

was taken by Athans [1995], who proposed that the kinetic limit of superheat be used to 

establish state (1). It is then implicitly assumed that the evaporation discontinuity represents 

an abrupt surface of coalescing homogeneous nuclei. Athans' results and the experimental 

diaphragm burst data discussed by Thompson et al. [1987] suggest that speciQing a lirniting 

nucleation rate to obtain state (1) is approximately valid very near the critical temperature, 

but becomes less satisfactory as the temperature decreases. In relation to the present study, a 

calculation of the homogeneous nucleation rate J at the most highly superheated state iikely 

to be attained (Le. case f of Figure 4.1. T = 0.9TJ results in a value on the order of 

1 0-8 nuclei/rn3-S. Therefore it seems unlikely that homogeneous nucleation plays a 

substantial role in the evaporation process and speciQing a nucleation rate to estimate state 

( 1) is not appropriate. 

The alternative, then, is to use some piece of experimental data to detemine state (1). 

In the fluorocarbon injection experiments of Kunchat et al. [1992] a shock structure 

incorporating a cylindrical, normal shock wave was seen using interferometry. This 

observation, along with mass flow measurements which indicated that the flow was not gas 

dynamically choked (i.e. at the nonle  exit) led them to conclude that a sonic state was being 

reached in the observed evaporation discontinuity. Accordingly, they considered only CJ 

solutions in modeling the flow. The measured location of the normal shock wave was used 

in their computations to "work backwards" to a solution for state (1). By cornparison, the 



photographie techniques employed by Sloss [1996] did not permit visualization of the density 

fields in the flow. Therefore, this means of establishing state (1) was not a possibility for the 

situation under consideration here. and it cannot be definitively stated that CJ solutions are 

appropnate. 

As neither of the two approaches used by other researchers seems applicable, the 

chosen method of defining state (1) makes use of the experimental data for the mass flow 

rate at each injection temperature. Assurning that the flow through the n o d e  is isentropico 

and that accurate thermodynamic property data are available. the experimental mass flow rate 

is predicted by 

This relation is derived fiom the Bernoulli equation for steady compressible flow. Equation 

(4.3) was solved nurnerically to obtain P,. using the experimental mass flow rate ha, and the 

nozzle exit diameter d. It was assurned that nucleation within the nozzle was not occurring 

and that state (1) was a purely metastable liquid state. 

The mass flow rates obtained by Sloss at various injection temperatures are plotted in 

Figure 4.8. Also plotted for cornparison is the discharge predicted by the incompressible 

version of equation (4.3) 

m = n d 2  J- 
4 

(4-4) 

The c u v e  corresponding to equation (4.4) is plotted over the "cold" flow region, where the 

compressibility of liquid dodecane is minimal and the temperature is always less than its 



saturation value during the depressurization. PI has been taken to be the injection chamber 

pressure, since the discharge is a purely axial liquid jet in these cases. As can be seen fiorn 

the figure. there is a large discrepancy between the rneasured and calculated values. with the 

measured values being about 35% larger. 

o expenment 
equation (4.4) 

Figure 4.8. Experimental mass flow rates at various injection 
temperatures compared with those calculated by equation (4.4). 

The source of this discrepancy is unclear because it is contrary to what one might 

expect. Fnctional flow losses in the piping or losses associated with viscous effects in the 

noule are not accounted for in equation (4.4), and, therefore, the calculation should 

overestimate the mass flow rates. Thus it is likely that the emor lies in either the 

experimental readings or in one of the parameters in equation (4.4). Considering the latter 

possibility, Sloss [1996] suggested that the noale diameter d be increased in equation (4.4) 



to compensate for the discrepancy. The necessary increase of roughly 16% fiom 0.2 1 mm to 

0.244 mm is well beyond the estimated error of 0.01 mm of the optical comparator employed 

in making the diarneter measurements. However, a somewhat cmde measurement of d in the 

enlarged photographs of the flow tends to support the hypothesis that the diarneter has been 

underestimated. Based upon calculations with the MSBR equation of state presented earlier 

in this work, the estimated Iiquid density error is approximately 2% and as a result is not 

nearly large enough to account for the mass flow rate error. Therefore it is conceivable that 

experirnental measurement errors have also contributed to the disagreement between 

experirnental and calculated values. It is possible that the rotameter readings were taken 

before the substantial overshoot of the instrument had been completely damped out. It is also 

possible that the spray removal system effectively reduced the ambient pressure Pj somewhat 

fiom its nominal value of 1 bar, causing an increase in the mass flow rate. 

Regardless of whether the experimental mass flow rates are adjusted downwards to 

match equation (4.4) or d is increased to match the mass flow rates, the caiculation of state 

(1) in equation (4.3) is not affected because the ratio <, /d2 remains unchanged. 

However, determination of the correct mass flow rate is irnportuit for assessing the accuracy 

of the evaporation discontinuity model, as will be shown subsequently. The results of the 

calculations for state (1) are shown in Figure 4.9, plotted against the injection temperature. 

Clearly. al1 of the (1) states lie in the CJ solution domain (see Figure 4.1). The CJ and 

shock pressures have been calculated and the results are shown in Figure 4.10. In this case, 

the plot is made versus the injection temperature because the state (1) points do not lie on a 





comrnon isentrope. The pressures at the states of interest are very weakiy dependent on the 

injection temperature. The CI states (2) were found in al1 cases to lie in the superheated 

vapour region. Non-dirnensionalized radial shock locations are displayed in Figure 4.1 1. A 

shock is predicted to lie at a radial distance of roughly 2 to 3 times the n o e l e  exit radius, 

depending on the injection temperature. The focus of the next section is a discussion of these 

results in the context of the experimental obsentations. 

Figure 4.1 1. Non-dimensiondized shock locations for the CJ 
solutions plotted in Figure 4.10. 



5. DISCUSSION 

5.1. Mode1 Comparison with Experiment 

In order to validate the proposed model, it is of course necessary to make 

comparisons between the calculated results and the experimental observations. A 

quantitative analysis may be made which compares the experimental mass flow rates with 

those predicted by the deflagration wave theory applied in modeling the evaporation 

discontinuity. Also, a qualitative cornparison can be made by examining the photographic 

records of the injections. which provide some clues as to the nature of the evaporation 

process. 

5.1.1. Mass Flow Rule Comparison 

Although state (1) was selected to match the experimental m a s  flow rate through the 

noale  at each injection temperature. nothing has been said to this point concerning the mass 

flow rate predicted by the balance of the model for the expansion beyond the nozzle exit. This 

is detennined fiom the CJ Rayleigh lines, which indicate the mass flux across the surface of 

discontinuity. By multiplying the CJ mass flux by an estimate of the discontinuity surface 

area in each case, a mass flow rate c m  be obtained and compared with the experimental 

values. Accurately measuring the surface areas is somewhat difficult due to the graininess of 

the photographic enlargements, and uncertainties conceming the scale and symrnetry of the 

images. Referring back to Figure 3.3, it can be seen that the discontinuities can be 

characterized as having an essentially parabolic cross-section, with metastable core lengths, Z, 

at each injection temperature as show in Figure 3.4. The maximum width, w, of the cross- 

87 



section was found to be constant at approximately 0.35 mm, independent of the temperature. 

This is significantly larger than even the adjusted nozzie diameter of 0.244 mm because there 

is some radial divergence of the liquid core flow very close to the exit. Surface areas were 

calculated for each injection in the temperame range 303-32 1 OC according to the formula 

These areas were then multiplied by the corresponding mass fluxes for the CJ solutions 

descnbed in section 4.2 to obtain the mode1 mass flow rate data points in Figure 5.1. For 

comparison purposes. die unadjusted experimental mass flow rates for these injections are 

ploaed. as well as the incompressible flow calculation using equation (4.4) with 

d=0.244 mm. 

Due to the uncertainty of the surface area measurements, the model predictions of 

mass flow rate are aiso essentially uncertain, but are expected to be "accurate" to within 

f 15%. Even if the experimental values of the mass flow rate plotted in Figure 5.1 are 

assurned to be some 35% larger than the actual values (as was discussed previously in section 

42), it is clear that the model underestimates the discontinuity mass flux. Several reasons for 

this can be inferred fiom the photographs taken of the flow and the assumptions made in 

formulating various aspects of the flow model. 

A photograph representative of the injections under consideration was s h o w  in 
e 
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Figure 5.1. Cornparison of mass flow rates predicted by the 
discontinuity model with experimental values at each injection 
temperature. 

Figure 3.3. In this pictue, it can be seen that the dense core region below the nozzle is 

surrounded by an evaporating cloud of droplets. In contrat to this, the CJ States (2) 

immediately downstream of the evaporation discontinuity obtained in the calculations of 

section 4.2 were found to lie in the superheated vapour region. CJ solutions which 

qualitatively match the actual behaviour exist and have been presented in section 4.1. For 

example, the solution originating fiom a state (1) with a pressure of 4 bar on the isentrope gh 

of Figure 4.1 has a two-phase CJ point. The subsequent isentropic expansion from the CJ 

state (2) to the proposed normal shock wave at state (2') crosses the saturation boundary into 

the single phase vapour region, in agreement with the gradua1 disappearance of the spray in 



the photographs. The mass flow rate across the evaporation discontinuity is predicted to be 

1.2 g/s in this case. sirnilar to the experirnentai values shown in Figure 5.1. However, a 

substitution of P,=4 bar into equation (4.3) results in a significant underprediction of the 

experimental mass flow rate for the flow through the nozzle. 

These observations suggest that the equilibriurn model proposed for the downstream 

state (2) of the evaporation discontinuity inadequately describes the features of the flow, 

although it does provide estimates for the mass flow rate which have the correct order of 

magnitude. On the bais  of the exarnpie discussed above, it is also evident that if the 

downstream state (2) of the evaporation discontinuity is partially liquid, then higher mass 

flow rates will be predicted. This can be seen clearly fiom equation (3.5) for the mass flux i 

across a discontinuity, repeated below as equation (5.2) 

For a given pressure drop, PI-Pz, the mass flux will be considerably larger when the specific 

volumes of the two States are closer together. Therefore it is reasonable to expect that state 

(2) is a non-equilibrium mixture of liquid and vapour, with a smaller value of VI than that 

obtained fiom the equilibrium model. For the purposes of this discussion it may be assumed 

that mechanical equilibrium is maintained between the liquid and vapour phases; therefore 

the non-equiiibrium is expressed as a temperature difference between the phases. In this 

scenario, the liquid phase would be M e r  superheated due to the pressure drop across the 

discontinuity, so it is conceivable that the droplets couid eventually evaporate completely. 



The droplets would form a fine mist that gradually disappears at a location downstream of the 

discontinuity . 

There is also some cause to doubt the validity of the chosen States (1). The difference 

between the incompressible flow calculation for the mass flow rate and the expenmental data 

points in Figure 5.1 was assumed to be a result of the presence of the evaporation 

discontinuity. The large change in fluid momentum caused by the evaporation was 

hypothesized to suppon a sizable pressure drop across the discontinuity, with the sonic flow 

condition allûwing the pressure at the noule exit to be significantly above the ambient 

pressure of 1 bar (Figure 4.9). Carrying this interpretation further, there would have to be a 

discontinuous decrease in the expenmental mass flow rates at the lowest injection 

temperature at which evaporation discontinuities were first observed. Instead, the complete 

set of data shown previously in Figure 4.6 indicates that no such transition occurs. The 

experimental data points diverge smoothly from the mass flow rate calculated using equation 

(4.4) for injection temperatures above the nomai boiling temperature of dodecane (2 16OC). 

Taking into account liquid compressibility by using equation (4.3) to obtain the rnass flow 

rates does not alter this result. Therefore, it is possible that the rapidly decreasing mass flow 

rate at the highest injection temperatures is a result of vapour production within the nozzie at 

heterogeneous nucleation sites on the nozzie walls. 

The presence of small bubbles in the metastable liquid flow through the nozzle would 

have the effect of increasing the compressibility and decreasing the average density of the 

fluid, resulting in Lower mass flow rates. Also, v, in equation (5.2) would be significantly 

larger even for small vapour fractions, allowing the mode1 to predict an even larger 



discontinuity mass flux for a given pressure drop. If the flow upstream of the discontinuity is 

a bubbly liquid, however, it is unclear whether a homogeneous model is still applicable for 

state (1). It is also doubtful that the properties of state (1)  would be uniform along the 

discontinuity. meaning that the local jump conditions at each point of its surface could be 

different. The supposition of a non-uniform state (1) is supported by the photographs of the 

flow. Near the base of the dense core. the flow downstream of the discontinuity is clearly a 

two-phase mixture. The normal and tangential components of the flow velocity are roughiy 

equal, based upon the outer angle of the spray. On the other hand, the visible spray does not 

extend much beyond the tip of the discontinuity. This suggests that the fiow at the end of the 

core is either bent through a larger angle as it crosses the discontinuity or has evaporated 

more fully across the discontinuity. 

The normal shock location results shown in Figure 4.1 1 indicate that a shock wave. if 

present, would be found at a distance of 2.2 to 3 times the discontinuity radius. This 

corresponds to anywhere from 0.385 to 0.525 mm fiom the jet axis, depending on the 

injection temperature. In contrast to this, the shock waves observed by Kurschat et al. il9921 

were found to lie at radial distances of roughly 10 to 100 times the nozzle radius. The 

explanation for this can be found in the fact that much higher injection pressure ratios (PdP,) 

were utilized in their experirnents. Upon injection into a near-vacuum environment, the CJ 

pressure (2) falls significantly above the arnbient pressure (3) and die subsequent isentropic 

expansion fiom (2) to (2') occurs over a much larger radial distance. Figure 4.8 showed that 

the CJ and arnbient pressures were very close together for the model presented here, leading 

to a relatively short isentropic expansion to the proposed shock wave. In the case of the near- 



critical expansions studied by Athans [1995], shocks were also seen at distances on the order 

of 10 times the nozzle radius despite the fact that the injection chamber pressure was 1 bar. 

These results may be interpreted as quaiitatively similar to those presented for the expansion 

fiom point g in Figure 4.1. For the nghtmost data points of Figure 4.4, state ( 1 ) lies at a high 

pressure relative to the ambient condition, as does the CJ pressure (2). Again, the expansion 

fiom (2) to (2') occurs over a large radial distance and the non-dimensionalized shock 

location r,. hl is roughly 12 (see Figure 4.6). Athans chose the superheat limit to represent 

state ( 1 ). Since this corresponds to very high pressures at near-critical temperatures, the 

equilibrium model can be expected to predict a shock wave at a location comparable to what 

was observed experimentally. 

Returning to the shock location data of Figure 4.1 1, it can be said that these results 

are quantitatively different fiom those obtained expenmentally by other researchers, 

primarily due to differences in expenmental conditions. They are also not sustained by the 

photographie evidence of Sloss [1996]. If a shock wave was Iocated very close to the 

evaporation discontinuity. it would lie in the region where a two phase flow is visible. Since 

a retrograde fluid will condense on adiabatic compression, a brightening of the droplet cloud 

would be expected at the predicted shock location. Nonetheless, it is possible that the shock 

location is underestimated due to the equilibrium and geometric assumptions of the complete 

flow model. The presence or absence of a shock wave in the single phase region fùrther 

downstream could only be confirmed by interferometry or other techniques which allow 

visualization of the density fields in the flow. Therefore, it cannot be stated for cextain 

whether or not a sonic condition is achieved on the downstream side of the discontinuity. 



However. given that it would appear that the pressures used for state (1) in the mode1 

calculations of section 4.2 were too high. there is reason to suspect that a subsonic. non- 

equilibnum evaporating flow exists downstrearn of the discontinuity. 

If state (2) is indeed a non-equilibriurn mixture of superheated liquid and vapour, a 

question arises. How does one account for the presence of this liquid, considering that the 

Iiquid dodecane upstrearn of the discontinuity may have enough stored energy to undergo a 

complete adiabatic evaporation? The answer must lie in the rnechanisms and structure of the 

evaporation discontinuity, which evidently is not a smooth liquid-vapour interface. Little can 

be said about the discontinuity structure fiom the images obtained by Sloss. However, the 

work of other researchers suggests some possible explanations for the observed behaviour. 

These will be considered briefly in the following section. 

5.2. Evaporation Discontinuity Structure 

In the context of describing the structure of the discontinuity, it is perhaps more 

appropriate to use the terminology "evaporation wave" in the sense that the evaporating 

region has finite thickness. Two studies which provide clear images of the wavefiont region 

are the diaphragm burst experiments of Hill [199 11, who used R12 and R114 as the test fluid, 

and Simties Moreira [1994], who used dodecane. The evaporation waves observed by these 

researchers were roughly planar in nature which allowed them to obtain pictues of the 

surface fiom a variety of angles. Figure 5.2 illustrates two possible interpretations of the 

structure of the evaporation waves seen in the pictures of Sirnoes Moreira. The leading edge 



two-phase region 

bubble growth 
region 

metastable liquid 

two-phase region 

distorted surface 

metastable liquid 

Figure 5.2. Possible interpretations of the evaporation wave 
structure observed in diaphragm bunt experiments. 



of the wave was found to consist mostly of smooth, hemispherical bubble-Iike structures. 

The different interpretations arise because it is unclear whether these structures are complete, 

individuai bubbles with liquid film caps or are in fact part of a single, distorted surface. Each 

possibility will be exarnined with reference to the present work. 

5.2.1. Growing Bubble Layer 

If the surface is composed of individual bubbles. then the propagation mechanism of 

the evaporation wave is the nucleation, growth and subsequent bursting of these bubbles, as 

shown in Figure 5.2 (a). Hill considered the question of how much of an evaporating bubble 

would be submerged in the surrounding liquid by exarnining the balance of static forces on 

an isolated bubble. The dimensionless Bond number is the appropnate parameter which 

characterizes the ratio of gravitational to surface tension forces. Based on a Bond number 

calculation, Hill estimated that the bubble film cap would be 10% of the total bubble surface 

area. However, the validity of this result is somewhat questionable considering that the 

analysis neglects the dynamic effects of evaporation. It is even more doubtful that this is 

applicable to vertical injection experiments, in which the liquid is not quiescent and the 

relative positions of the liquid and vapour phases are reversed. 

The presence of individual bubbles requires that there be a source of nuclei. 

Homogeneous nucleation is ruled out because insuscient superheating was attained in any of 

the experiments, and in any case, this son of nucleation would occur everywhere in the 

metastable liquid rather than in the vicinity of the wavefiont. Consequently, a secondary 

nucleation hypothesis put fonvard by Mesler and Bellows [1988] was considered by both Hill 



and Sirnoes Moreira in the context of their experiments. According to this theory, the 

receding liquid film fkom a rupturing bubble f o m s  beads which impact on the liquid surface. 

These beads or droplets entrain microscopic vapour nuclei which are cm-ied below the 

surface. New bubbles then grow from these nuclei and rupture, producing a continuous 

cycle. Variations on the secondary nuclearion theory have been proposed by other 

researchen, but al1 are essentially based upon the notion of droplets impacting on a liquid- 

vapour interface and entraining vapour nuclei. 

There appean to be an ample supply of droplets which may cause secondary 

nucleation events in the photographs and videos taken by both Hill and Sim6es Moreira. 

When a bubble-like structure was seen to burst, adjacent bubbles structures were ofien 

observed to do so as well. The fragmentation of the interstitial liquid between the bubbles 

structures and the bubbles' (hypothetical) film caps produced an aerosol-like spray. Most of 

this was carried downstream. entrained by the outflowing vapour fiom the interface. 

However. instances in which sorne of this spray hit the liquid surface did occur. 

This interpretation of the wave structure does provide a possible explanation for the 

presence of liquid downstream of the evaporation waves observed in the photographs taken 

by Sloss [1996]. Regardless of the fact tlat the liquid dodecane may be superheated to a state 

that has the potential for a complete, discontinuous evaporation, the dynamic effects of 

rupturing bubbles could certainly allow superheated liquid to cross the wavefiont and 

subsequently evaporate. The Jakob number was consistently iess than one in the experiments 

of Hill and Sirnoes Moreira, so the liquid could not have evaporated completely and a NO- 

phase equilibrium state was assumed to be achieved some distance behind the leading edge of 



the wavefiont. For injection-type expenrnents, however. there are other important qualitative 

differences which have implications for the proposed wave structure. Both Hill and Simoes 

Moreira found that the scale of individual bubble-like structures decreased with increasing 

superheat. This is Iikely amibutable to the decrease in surface tension with increasing 

temperature. Presumably, bubbles with a higher temperature at their interface would become 

unstable and burst at srnaller radii. At the relatively low superheats of Hill's expenments, 

leading edge bubbfe structures were observed to grow to sizes in excess of 1 mm radius. 

Even at the highest initial temperatures achieved by Sim6es Moreira (=300°C), individual 

structures with radii as large as 0.15 mm c m  be discemed in the still photographs. 

Considering that the maximum discontinuity width seen in Sloss7s injections was measured to 

be roughly 0.35 mm, individual bubble structures of this size are not plausible. Realistically, 

individual bubbles would have to be at least an order of magnitude smaller to produce the 

regular discontinuity shape observed. 

A possible explanation for the ostensibly smaller bubble sizes is that the metastable 

liquid is moving. The estimated Reynolds number based on the n o d e  exit diameter is on 

the order of Io4, indicating that the flow is turbulent. Combined with the fact that there must 

be considerable shearing at the interface due to tangentid liquid motion, it is reasonable to 

expect that individual bubbles would burst at relatively small sizes. Additional sources of 

instability have been postulated for rapidly evaporating systems. These may effect the 

growth rates and form of individual bubbles, and also have been considered u a potentid 

mechanism for the wave structure schematic shown in Figure 5.2 (b). 



5.2.2. Singie Interface 

Both Hill and Simoes Moreira hypothesized that interfacial instabilities may cause the 

observed wavefiont structures. In particular, they considered the role the Landau rnechanisrn 

of instability plays in destabilizing interfaces across which large density differences exist. 

First proposed as a destabilizing mechanism for laminar flame fronts, this theory was also 

applied to a rapidly evaporating surface by the onginal author (Landau and Lifshitz, [1959]). 

It also appean implicitly. dong with other proposed destabilizing factors, in theoretical work 

on evaporation by Miller [1973] and Palmer [1976]. The essential quality of the instability 

hypothesis is that initial perturbations at the liquid-vapour interface becorne furiher amplified 

through their interaction with the evaporative mass flux. In order to produce the two-phase 

flow downstream of an evaporation wave, the instability must become suficiently non-linear 

to diston the interface such that liquid is actually stripped away. 

Experiments performed by Shepherd and Sturtevant [1982] and Frost and Sturtevant 

[1984] provide evidence of Landau instabilities influencing rapid evaporation. A bubble 

column apparatus was used to heat single, small droplets of isopentane, butane and ether to 

their respective superheat limit temperatures. In each case, a single bubble was observed to 

homogeneously nucleate inside the droplet and explosively vapourize the surrounding liquid. 

During the early stages of this process, srnall amplitude, short wavelength disturbances were 

observed on the surface of the growing bubble, giving it an appearance which the authors 

characterized as resembling "orange peel". These disturbances subsequently developed into 

more extreme convolutions. This behaviour is markedly different fiom the smooth, spherical 

bubbles which occur in normal boiling. In addition, Shepherd and Sturtevant calculated the 



evaporative mass flux implied by their measurernents and found it to be two orders of 

magnitude larger than that predicted by the classical theory of bubble growth derived by 

Prosperetti and Plesset [1978]. Furthemore, the caiculated effective density in the interior of 

the bubble was consistent with that of a two-phase mixture. Both of these results lend 

support to the idea that the instability allows some portion of the surrounding liquid to cross 

the evaporating front. 

For the purposes of this discussion, some background on the classical bubble growth 

theory is necessary. According to classical theory, the growth of a stable vapour bubble can 

be divided into three regimes. Surface tension çontrols the rate of growth in the first stage, 

while the bubble is still on the same scale as a cntical nucleation radius. After this, growth is 

Limited by the inertia of the surrounding liquid and the bubble radius grows at a constant rate. 

The final stage is limited by the rate at which heat is conducted to the interface, and the 

interface decelerates producing asymptotic growth. In their linear stability analysis. Frost 

and Sturtevant [1984] found that the evaporating surface was stable during the first and 1s t  

stages of bubble growth. However, they predicted that for the conditions of their experiment. 

the bubble would be unstable in the intermediate stage at certain perturbation wave numbers. 

During this intermediate, unstable stage, the bubble size was too small for 

expenmental corroboration, so it was proposed that the instability entered a non-linear. 

"saturated" phase which persisted as the bubbles grew to macroscopic size. Typical 

disturbances were observed to be from 20 to 40 Fm in size. This is 2 to 4 times larger than 

the largest unstable wavelength predicted. This is also clearly much smaller than the scale of 

the bubble-like structures seen in the diaphragm burst experiments, an observation that led 



Hill [1991] to question whether they are a manifestation of a global evaporative instability. 

However, he did not nile out the presence of local instabilities, because small scale 

roughening of a fraction of the smooth structures was occasionally observed. In the injection 

experiments of Sloss [1996], the size of perturbations on the wavefiont is much smaller (see 

section 5.2.1) and therefore the Landau instability mechanism may provide an explanation for 

the spray downstream of the liquid core region. As the stability cntena depend on the 

ambient pressure, wavefiont geornetry and fluid properties. calculations for the experïmental 

conditions are necessary in order to adequately address the issue. There is also reason to 

believe that the stability analysis may change for evaporation in a retrograde fluid, since it 

can occur at a molecular level without heat conduction. In other words, the stabilizing, 

thermally controlled stage of bubble growth of the classical theory may be absent, depending 

on the degree of superheating. 

In summary, both the secondary nucleation hypothesis and the Landau instability 

hypothesis could account for the presence of liquid downstrearn of an evaporation wave, even 

if the Jakob nurnber of the incoming flow is greater than one. Neither hypothesis c m  be 

definitively mled out as a mechanism for the evaporation discontinuities seen in the injection 

experiments of Sloss [1996]. The presence of a finite wave structure also highlights some of 

the deficiencies of the evaporation discontinuity model. Neglecting surface tension effects in 

the mode1 is a source of error because the local curvature of a distorted interface may be quite 

high. Furthemore, viscous dissipation within a growing bubble layer or near a distorted 

interface may be considerable. Therefore, treating the wave as a smooth, non-dissipative 

discontinuity in the flow represents a signifcant idealization. 



6. CONCLUSIONS 

6.1. Summary 

A thermodynamic analysis of the injection of preheated dodecane through a 

converging n o d e  was made. Specifically, the analysis was applied to the conditions of the 

injection experiments conducted by Sloss [1996] in which a standing evaporation wave was 

observed in the 80w near the nonle exit. This corresponded to experiments in which the 

fuel was preheated to temperatures between 303°C and 322°C. In each case, the fuel was 

expanded fiom an upstream pressure of 10 bar to an injection chamber pressure of 1 bar. 

As a prelude to developing a mode1 for the flow system, a study of various 

hydrocarbo~. equations of state was undertaken to determine which would most accurately 

represent the thermodynamic properties of dodecane. The equilibrium saturation properties 

predicted by each equation of state were tested against appropnate correlations recomrnended 

for this substance. In particuiar, percentage error curves were generated for saturation 

pressure and saturated liquid volume in order to quantitatively compare the equations of state. 

In addition. the accuracy of metastable liquid properties was assessed by comparing the 

liquid spinodal lines caiculated by each equation with the kinetic Iimit of superheat obtained 

from homogeneous nucleation theory. It was found that many equations of state have been 

developed to represent saturation properties without considering the overall accuracy and 

themodynamic consistency throughout P-V-T space. Although no single equation of state 

was clearly superior to the others, the modified Simonet-Behar-Rauzy (MSBR) equation 

(Jullian et ai., [1989]) was considered to provide the best overall balance between accurate 



metastable and equilibrium properties. The principal flaw of this equation of state is its 

inability to represent the region around the thermodynamic criticai point. Should the need 

arise in the future for property data in this are* it is recommended that the modified 

Benedict-Webb-Rubin equation developed by Soave [1995] be used. 

Using the MSBR equation of state as a source of thermodynamic property data, an 

injection flow model was developed and cdculations were performed corresponding to the 

relevant experimental conditions. The injection flow mode1 proposed was comprised of three 

stages. The fint stage consisted of an isentropic expansion through the novle fiom a 

subcooled liquid state to a superheated liquid state. Subsequent flow beyond the nozzle exit 

was idealized as being purely radial to sirnplify the analysis. In accordance with this 

assurnption, the second stage of the model became a transition to an equilibnum state across 

a cylindrical evaporation discontinuity. The discontinuity was described as a deflagration 

wave using the Rankine-Hugoniot equations. The sonic, Chapman-Jouguet (CJ) state and 

subsonic States were considered as possibilities for the flow exiting the downstream side of 

the discontinuity. 

A stagnation boundary condition at an infinite distance fiom the nonle axis was 

applied to the radial, outward flow nom the discontinuity. As such, the model for this flow 

was different depending on whether a subsonic or sonic state was appropriate for the 

discontinuity downstream state. In the case of subsonic solutions, a straightfonvard 

isentropic flow to the stagnation state was proposed. For CJ solutions, the flow was 

predicted to overexpand with respect to the injection chamber pressure. A normal shock 



transition fiom a supersonic to a subsonic flow followed this expansion. The subsonic flow 

was then taken to stagnate isentmpically to the ambient pressure. 

A general calculation was made to detennine which of the two types of solution 

(subsonic or CJ) is valid for various metasrable liquid states achievable by isentropic 

expansion through the nozzle. Subsonic solutions were found for states with pressures lying 

between 1 and 1.21 bar. The 1 bar solution corresponded to zero mass flux across the 

discontinuity. The maçs flux approached the CJ mass flux for the 1.21 bar subsonic solution. 

CJ solutions were found for metastable liquid states with pressures below the saturation 

pressure and above 1.21 bar. According to the model. greater overexpansion resulted for 

higher pressures in this range. This increased both the calculated jurnp in pressure across the 

normal shock wave and the radial location of the shock wave. 

Caiculations specific to the expenrnentai injections were made by selecting a single 

metastable liquid state for each injection temperature. This was accomplished by calculating 

the pressure at which the mass fiow rate determined fkom an isentropic flow relation matched 

the experimental value. The pressure at each of these states was found to lie in the range for 

which CJ solutions were indicated. The CJ mass flux was calculated for each injection 

temperature and multiplied by an estimate of the discontinuity surface area obtained fiom 

photographs of the injections. The m a s  flow rate determined in this manner was on the 

same order of magnitude as the experimental values. However, it was clear that the model 

underestimated the true mass flow rates. Also, the model predicted that complete 

evaporation would be attained across the discontinuity, unlike the seemingly two-phase flow 

shown by the photographs. A calculation of the radial shock locations indicated that shock 



waves should lie at distances between 0.385 and 0.525 mm from the jet axis. depending on 

the injection temperature. No quaiitative evidence for the existence of shock waves this close 

to the evaporation discontinuity could be found in the photographs. Other researchers have 

observed shock waves in preheated injection flows at much greater distances fiom the n o d e  

exit. However, this is thought to be a result of the much larger injection pressure ratios used 

in their experiments. Combined with the shortfall in the mass flow rates and qualitative 

differences with the experimental observations, the shock location results inferred that the 

equilibrium mode1 was inadequate to describe the flow. It appears that the flow downstream 

of the discontinuity may in fact be a subsonic, evaporating non-equilibriurn flow. 

Finally, existing theories of evaporation wave structure were examined in the context 

of both diaphragm burst and injection expenments. Speci ficall y, the secondary nucleation 

and interfacial instability hypotheses identified by Hill [199 1 ] were studied as possible 

explanations for the observed behaviour of the evaporation discontinuity. Neither hypothesis 

cm be definitely disqualified as a mechanism for the evaporation waves photographically 

observed in injection style experiments. Further expenmental and theoretical work is 

necessary to cl&@ the nature of the evaporation process. 

6.2. Recommendations for Future Work 

A number of suggestions for m e r  research can be made. On the experimental side, 

much could be accomplished by modifications or additions to the existing expenmental 

apparatus. Optics allowing the visudization of shock waves would determine conclusively 

whether or not sonic conditions are being achieved in the flow. A design providing variable 



injection charnber pressures would permit expenments that could be directly compared to 

those performed by other researchers. If near-vacuum conditions are achieved, flnws which 

more closely follow the radial expansion utilized in the flow model would likely resdt. It 

would also be interesting to examine the start-up behaviour which leads to the establishment 

of evaporation waves. This could be accomplished by transient measurement of flow 

properties and multiple photographs of a single injection. Expenments with different noule  

diameters would determine the effects of liquid flow velocity and nonle surface area on the 

superheat required to initiate an evaporation discontinuity. 

On the computational side, work could be done to extend the present flow model to 

incorporate non-equiiibrium effects. A variety of two-fluid and single fluid models are 

available to describe non-equilibrium flows. These could be applied to the postulated 

evaporating, subsonic flow downstream of the discontinuity. To this end, some estimate of 

the distribution of droplet sizes and over al1 liquid mass fraction produced at the discontinuity 

is necessary. Expenmental techniques allowing these items to be measured would be of great 

benefit. Further study into the mechanisms of the evaporation wave might also provide 

estimates of these quantities. As previously mentioned, it would be useful to calculate the 

range of wavelengths, if any, for which a surface in the form of the evaporation discontinuity 

is subject to Landau instability. A correlation might be proposed relating these wavelengths 

to droplet sizes downstream of the interface. Regardless of the model chosen for the 

evaporation wave structure, it must ultimately be coupled to the conservation equations for 

mas,  momenturn and energy transfer across the interfacial region. 
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APPENDIX A: DATA FROM FLOW MODEL COMPUTATIONS 

This appendix provides numencal details of the subsonic and CJ solutions computed 

for various metastable liquid states (1) within the solution dornain shown in Figure 4.1. The 

figure is repeated below as Figure A.1 for reference purposes. Also included in Figure A. 1 

are the (1) states calculated to correspond to the experimental injections (see Figure 4.9). 

These (1 ) states lie on the curve jk. 

l \ 
liquid saturation boundary 
isentropes I 
experimental ( 1) states l 

Figure A.1. Domain of possible (1) states achievable by 
isentropic expansion from the experimental (0) states. Region 
abdc: state (1) yields a CJ solution. Region cdfe: state (1) 
yields a subsonic solution. Curve jk: (1) states calculated using 
equation (4.3) and the expenmental mass flow rates. 
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Table A. 1. Subsonic solutions for (1) States lying between point h and a point just below i on 
the isentrope shown in Figure A. 1. 

10 1 subcooled 1 10 1590 1 1 
1 1 liauid 1 1 1 1 

1 1 1 1 I 1 1 (h) ] metastable 1 1 1 588.74 1 0.002195 1 

2 

3 

O 

1 

2 

3 

liquid 
superheated 
vapour 
superheated 

, 
O 

1 

2 

3 

subcooled 
liquid 
metastable 
liquid 
superheated 
vapour 
superheated 
vapour 

1 

1 

O 

1 

2 

IO 

1 .O5 

0.946 

1 

SI0 

588.76 

5 12.53 

5 13.88 

subcooled 
liquid 
metastable 
liquid 
superheated 
vapour 
superheated 
vaDow 

3 1 superheated 1 1 1 513.88 / 0.2383 
V ~ D O U T  I I I I 

subcooled 
Iiquid 
metastable 
liquid 
superheated 
vapour 

5 13.87 

5 13.89 

10 

1.1 

0.884 

1 

10 

1.15 

0.806 

0.2383 

0.2383 

590 

588.75 

5 13.27 

513.87 

0.7490 

101.39 

1.196 

590 

588.77 

5 1 1.54 

0.002195 

0.2523 

0.2383 

0.002194 

703.8 

702.48 

703.82 

0.4475 

5 1.44 

0.2970 

1.230 

698.68 



Table A. 1. (continued) 

-001ed 10 
liquid 
metastable 1.205 
liquid 

State 

O 

1 

2 

3 

vapour 
superheated 
vaDour 

, subcooled 
' liquid 
' metastable 
liquid 

Phase 

subcooled 
liquid 
metastable 
liquid 
superheated 
vapour 
superheated 
vapour 

, superheated 
vapour 
superheated 

P (bar) 

IO 

1.2 

0.677 

1 

T ( K )  

590 

588.78 

509.68 

5 13.89 

v (m3/kg) 

0.002194 

0.3547 

0.2383 

h (Mm) 

703.83 

694.50 

u (mis) 

0.8448 

136.59 

Jo 

1.180 

x 



Table A.2. CJ solutions for (1) States lying between a point just above i and point g on the 
isen~ope shown in Figure A. 1 .  

State Phase 

subcooled 
liquid 
metastable 
liquid 
superheated 
vaDow 

2' 1 superheated ( 0.563 1 507.73 
vapour 
superheated 

3 1 superheated ( 1 1 513.89 

subcooled 
liquid 
metastable 
liquid 
superheated 
vapour 
superheated 
vapour 
superheated 
vapour 
superheated 
vapour 

O ' subcooled 10 590 
iiauid 

588.79 
liquid 

vapour 
2' superheated 0.373 502.78 

2" 1 superheated 



Table A.2. (continued) 

State Phase 

O subcooled 10 590 
liquid 

1 metastable 1.4 588.8 1 0.002192 
liquid 

2 superheated 0.708 508 .78 0.3383 
vapour 

7' superheated 0.32 1 500.56 0.7494 
vapour 

2" superheated 0.824 511.79 0.2907 
vapour 

3 superheated 1 5 13.90 0.2383 
VaDow 

liauid 
. . 

1 1 superheated 
vapour 

3' - superheated 0.23 8 495.29 
vapour 

5 12-44 
vapour 
superheated 513.94 
VaDow 

metastable 1 liquid 
2 1 superheated 

2" superheated 

3 1 superheated 



Table A.2. (continued) 

Phase 

subcooled 
liquid 
-. 

metastable 
Iiquid 
superheated 
vavour 
superheated 
vapour 
superheated 
vapour 
superheated 
vapour 

subcooled u 
metastable u 
liquid 1 1  
vapour 
superheated 

subcooled 1 liquid 
l(g) metastable 1 liquid 
2 1 two-phase 

1 mixture 
2' ] superheated 

vapour 
superheated 
vapour 
superheated 



Table A.3. Subsonic solutions for (1) States lying at the points c, d, e and f in Figure A. 1.  

State rT Phase 

I 

subcooled 10 576 
liquid 
metastable 1.206 575.05 0.002084 
1 iquid 
superheated 0.63 1 490.05 0.3654 
vapour 
superheated 1 495.00 0.2279 

subcooled ( 10 1 594 1 1 1 1 1 

superheated ( 1 1 5 19.29 1 0.24 12 
vapour 

O 

I ( e )  

2 

0.002085 

0.2279 

0.2279 

O 

1 y) 

2 

3 

10 

I 

1 

subcooled 
liquid 
metastable 
liquid 
superheated 
vapour 

subcooled 
liquid 
metastable 
liquid 
superheated 
vapour 
superheated 
VaDow 

576 

575.03 

494.98 

3 

10 

1 

1 

1 

494.98 

1 .O64 656.20 

656.20 

594 

592.63 

5 19.27 

5 19.27 

0.002234 

0.24 12 

0.24 12 

O 

O 

7 1 7.63 

7 17.63 

O 

O 

1.301 



Table A.4. CJ solutions for (1) States lying dong the c w e  jk  shown in Figure A. 1 .  

O subcooled 10 576.1 5 
liquid 

1 0') metastable 1.941 575.28 0.00208 1 
Iiquid 

2 superheated 0.993 490.86 0 .2273 
vapour 

2' superheated 0.225 475 -46 
vapour 

2" superheated 0.880 493.86 

superheated 
vapour 

subcooled 1 liquid 
metastable 1 liquid 

2 superheated 
vapour 

2' superheated 
vapour 

2- superheated 
vapour 
superheated 
vapour 

O subcooled 10 
liquid 

1 metastable 2.154 
liquid 

2 superheated 1.104 
vapour 

2' superheated 0.208 484.48 
vapour 

2" superheated 0.889 504.79 
vapour 

3 superheated 1 506.08 



Table A.4. (continued) 

Phase 

subcooled 1 10 
liquid 1 

I 

superheated 1 0.204 

O subcooled 10 590.15 
liquid 

1 metastable 2.329 589.1 O 
liquid 

2 superheated 1.195 510.12 
vapour 

2' superheated 0.197 49 1.30 
vapour 

2" superheated 0.894 5 12.97 

superheated 1 1.259 1 5 15.62 
vapour 
superheated 0.1 9 1 495.88 
vapour 
superheated 0.898 5 18.42 

superheated 1 5 19.60 
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