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ABSTRACT 

A hiK>airnensional, fuü-Mid, quantitathe, v i u i e l i z e t i o r i ~ u . w u d e v ~  

to assess the flow dynamics and mi#ng behaviowassaiated with gmvity amnt heads 

flowing over fwgh surfacas. SmalCscak saitmter modeiling, laserirrduced 

fluorescence and digital imagu processing wers combined in this technique to analyze 

the effects of surface roughnesi on the doiiiinstream s~read and dilution rotes of thse 

flows. 

This reseamh was completed Ki thm phases: t) üw development of the 

modelling, visuakatiori and anaiysis techniques, 2) the validation of these techniques 

using published results from well-dacumented, mootbsurfaœ fbw studios and 3) the 

evaluation of how well the publisbâ u~wx)th-surfam fiow theory extends to rougb 

surface flows in an effoR ta devdop new rougbsudeo fiow modeis. To this ond, th. 

influences of surface roughness saale and source fluid âonsity axcass on gnvity current 

fiow dynamics and head dilution wem examined. The results of ais wwk shouid have 

potential contributions to the area of heavier-thawir gas (HTAG) dispersion modelling. 
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CHAPTER 1 

INTRODUCTION 

1.1. Description of a Gravity Current 

A gravity current is a flow of one fluid within another of a different density. The 

flow is driven by the horizontal pressure gradient that anses from the density differenœ 

between the two fluids. The resulting buoyancy-induced dnving force can be generated 

by a density difference between the two fluids as little as one per cent or less. This 

density difference may be due to dissolved or suspended material in one of the fluids, or 

may be the result of a temperature difference between the two fluids. In colder climates, 

a common gravity current experience occurs when the door to a w a m  house is opened. 

This action allows a cunent of cold outside air to flow into the bouse along the floor while 

warm inside air flows out above this incorning cold layer. 

The gravity current flow configuration is govemed by the relative magnitudes of 

the fluid densities as depicted in Figure 1. A fiuid discharged into a resemair of less 

dense fluid, for example, will slurnp to the bottom and spread horizontally to produce the 

most common configuration known as a dense gravity current. Similady, a free surface 

flow can be generated in a fluid into which a lighter fluid is released. ln another 

configuration known as an intrusion, the current can be created at the interface between 

two density-stratified fiuids if the cunent fluid density is of an intemediate value. 



The primary feature of a dense gravity current fiowing over a smooth surface is a 

well defined raised head formed at the downstream edge of a shallower flowing source 

layer. This is illustrated in Figure 2. The leading point of this head exhibits a slightly 

elevated nose which allows less dense ambient fluid to be ovemin by the structure as it 

advances. Behind the head, a stable and quiescent interface separates the lower source 

layer from an adjacent layer formed above it. This upper layer wnsists of an 

intermediate density fluid formed due to the mixing between the ambient and source 

fluids within the head. 

Very often the fluids that form gravity currents are miscible so that the head 

region is observed to be a zone of intense mixing. Accordingly, two mechanisms by 

which ambient fluid is able to penetrate into the head region are identified: 1) interfacial 

mixing due to shearing along the intruding headlambient fluid boundary and 2) mixing 

due to the ingestion of lighter ambient fiuid ovemn by the head. The result of this mixing 

is a decrease in the headambient fluid density difference and, thus, in the strength of 

the buoyant driving force. 

Natural gravity cunent examples are plentiful. Characterked by large-scale 

atmospheric rnovements of relatively cool air, thunderstorm ouMows and sea-breeze 

fronts exhibit classic gravity current behaviour. Fog banks, consisting of fiuidized 

suspensions and avalanches, created by particulate suspensions of air-borne snow, 

behave in a similar manner. In the oceans, gravity currents appear as turbidity currents 

or as salt-water intrusions that travel long distances up fresh-water rivers. 



In a man-made worîd, discharges of waste water and power plant cooling water 

can significantly alter the rivers and lakes into which they are dumped, as wanner water 

flows across the surface in the f om  of a gravity cunent. Oil, released during an ocean 

spill, spreads in the form of a gravity current and can result in serious environmental 

damage. The transport of combustion products along the ceiling of a buming building 

and the spread of hazardous heavier-than-air gases (HTAG) over land are, also, 

governed by the gravity current flow phenomenon. The gravity currents present in each 

of these man-made phenornena are no less significant than nature's examples. 

1.2. Brief Ovenriew of Modelling, Visualization and Analysis Techniques 

The salt-water modelling technique employed here uses a horizontal channel 

facility and two densitydifferentiated miscible fluids to generate small-scale, isotherrnal, 

adiabatic gravity current flows. The denser of the two fluids is continuously injected into 

a channel filled with the lighter fluid. This injection occurs through an entry box located 

at the bottom of one end of the channel such that the inlet flow has no initial horizontal 

momentum. The buoyancy-induced driving force that exists between the two fluids leads 

to a flow of the heavier fluid along the channel floor in the form of a gravity current. 

For this work, the density differential between the two working fiuids is attained 

by dissolving a specified amount of sodium chloride in pH-buffered tap water to produce 

fluids with density differentials up to a maximum of about 18%. The range of fluid 

density difference used in the present work is within this limit. If a larger fluid density 

differential is required, the experimenter can choose a more appropriate solute. 



Laser-induced fluorescence (L I0  visualization is used in conjunction with the 

salt-water modelling method described above. This is a non-intrusive visualization 

technique in which a water-soluble fluorescent dye is used as a flow marker. The dye 

emits a specific wavelength of visible light when excited by an appropriate wavelength of 

energy. In this work, fiuorescein sodium dye is added to the more dense source fiuid 

and, then, made to fluoresce by passing a sheet of argon ion laser light through the 

homogeneously mixed dyed fluid. 

A known relationship between the dye's fluorescent ernission signal strength and 

its concentration in the fluid allows a quantitative assessrnent of the density field to ôe 

made. The basis of this analysis is that fluorescent intensity acts as a scalar marker for 

the salt concentration and, thus, the density of the fluid. It is necessary, then, to assume 

that the mass transport rates of the dye and of the sa& are approximately the same. 

Mass transport can occur by two rnethods - molecular diffusion and turbulent 

mixing. In gravity current flows, however, turbulent mixing is far more significant than 

any diffusion process that may occur (Steckler et al., 1986). Consequently, it equally 

governs the transport of both the dye and the salt throughout the gravity current 

structure. The time scales associated with these flows are much too small for diffusion 

to be of any consequence. 

The resulting two-dimensional planar views of the flow are sampled using video 

methods to provide images for further study. Digital image processing techniques are 

used to enhance the images and produce quantitative representations of the flows for 

cornparison and evaluation purposes. 



1.3. Background 

1.3.1 Gravity Current F low 

Some of the eariiest experimental work on gravity current flows was performed 

by Schmidt (191 1) white modelling atmospheric cold fronts. He used water flows with a 

temperature-induced density difference of up to 1% to create smail-scale gravity 

currents. As viscosity is a function of temperature, Schmidt was able ta demonstrate the 

effect of Reynolds number on the gravity current head profile by varying the temperature 

of the current fluid. For now, though, the gravity cuvent Reynolds number will be defined 

as Re = u,h& where u, and h, are the gravity current head frontal velocity and head 

height, respectively, and v is the kinematic viscosity of the fluid. Schmidt's experimental 

observations are depicted in Figure 3. 

In the first view of this figure, Schmidt estimated the Reynolds number to be 

about 10. Consequently, viscous forces are significant and very Iittle mixing is apparent 

in the resulting srnall current head. As the current fluid temperature and, thus, the 

Reynolds nurnber, was increased, Schmidt observed that the mixing intensified until a 

limiting profile, seen in the final view, was reached. For this limiting case, the Reynolds 

number is somewhat greater than 1000. 

Schmidt concluded that the profile illustrated in the last image possesses the 

turbulent mixing characteristics typical of al1 flows with a Reynolds number greater than 

1000. He further concluded that the head profile and its mixing intensity are, thus, 

independent of Reynolds number for values greater than about 1000. This was later 

supported by Keulegan (1949, 1957, 1958) and Simpson and Britter (1979). Field 



observations of thunderstom outfiows, with Reynolds numbers approaching IO6,  have 

shown that the structure and mixing intensity are very similar to those observed in 

smafl-scale flows with Reynolds numbers of the order of 1000. 

The first mathematicaf analysis of gravity cuvent motion was perfonned by von 

Karman (1 940). Working with a frame of reference attached to the advancing current, he 

assumed the head to be at rest while the ambient fluid flowed over it with an equal and 

opposite velocity. Applying Bemouifi's theorem along streamiines on either side of the 

interface between the current and ambient fluids, he was able to obtain an expression 

for the mean head frontal velocity given as 

Through experiment, von Karman confirrned the existence of a structured head 

formation. In his analysis, however, he did not distinguish between the height of the 

head and that of the upstream source fluid layer. Furthemore, he demonstrated that the 

current moves with a constant speed and maintains its shape throughout its 

progression. 

To be consistent throughout the present work, the equations reported here have 

been changed from the original authors' representation to agree with the nomenclature 

used by the current author and with that depicted in Figure 4. Again, u, is the gravity 

current mean head frontal velocity and h, is the gravity current head height. lnvoking the 

Boussinesq approximation, a reduced gravity term for the gravity current flow is defined 



as g8,=g(p,-pJp, in which p is the fiuid density and the subscnpts A and B refer to the 

channel ambient and source fiuids, respectively. The (pB-pA)/pA terrn represents the 

maximum fluid density excess available or the source fluid density excess. 

Gravity current work continued with Keulegan (1949, 1957, 1958) who 

extensively examined a number of saline advances in lock exchange flows. Recognizing 

that the advance velocity should be a function of the fluid densities and the fiow 

geometry, he used dimensional analysis to express the head frontal velocity in a forrn 

similar to that of von Karman- It is given as 

in which the length scale h, is the gravity current head height. The constant, C, is the 

densimetric Froude number, defined as the ratio of inertial to buoyant forces, which can 

be thought of as the normalized current head frontal velocity. According to von Karman, 

this constant has a value of f i .  

Keulegan's lock exchange flows confirmed that the Froude number, or 

nomalized head frontal velocity, is constant but only for Reynolds numbers above some 

cntical value. However, the value of the Froude number was experirnentally determined 

to be approximately half of that of von Kamién's rnathematically predicted value. Based 

on the head characteristics, Keulegan defined the Froude number and corresponding 

Reynolds number critena as 



This critena for Reynolds number independence is in general agreement with 

Schmidt's observations. Alternativefy, Equation (1-3) can be given in terms of the fluid 

layer height immediately behind the head, H', using the ratio h JH' which has a value of 

2.16, according to Keulegan. in this alternative fom, the Froude number and critical 

Reynolds number were expressed as 

Benjamin (1968) believed that an energy conservation model was not 

appropriate for gravity current flows. Consequently, he questioned the validity of von 

Karman's use of Bernoulli's theorem to determine the advance velocity of a gravity 

current. In his work, he obsewed the movement of an air cavity advancing along the 

upper surface of a horizontal, water-filled tube as it emptied. Assuming that the gravity 

current height was small compared to that of the ambient fluid, Benjamin applied an 

overall force balance within the flow to produce the same results as von Karman. 

He explained that the ambient flow velocity profile could not be uniform with 

vertical position as the fiow near the current must be influenced by the zone of breaking 

waves behind the head. Although the energy losses in this region could not be specified, 

he maintained that they were essential and should not be neglected. The only energy 

conserving case, he pointed out, would be one in which the height of the dense current 



was exactly half that of the ambient fluid. Anything less, as in the assumption of deep 

arnbient fluid fiows, must result in a dissipative interface such that the Bernoulli theorem 

approach would be invalid. 

Using salt-water lock exchange experiments, Winant and Bratkovich (1977) 

identified the general flows and mixing regions within a gravity current head and made 

estirnates of the various fluxes in and out of it as indicated in Figure 5. These flux 

estimates were given as fractions of the total flux, Q, flowing in the upstream source 

layer. They are 1) the regions through which a flux, Q,. of arnbient fiuid is entrained into 

the head, approximately 20%, 2) the flux of dense fluid into the head from the upstream 

source layer, Q,, approximately 15%, 3) the upstream flux of dense fluid out of the head 

at the floor due to the no-slip boundary condition, Q,, approximately 5% and 4) the flux 

of mixed fluid out of the head that is left behind it in the region above the source layer, 

Q,, approximately 30%. 

The estimate of the influx of dense fluid that is supplied to the head from the 

source layer, Q,, indicates that the mean velocity in this layer is approximately 15% 

greater than the frontal velocity of the head. This over-taking condition is necessary to 

ensure that dense fluid is introduced into the frontal region. Without it, the influx of 

arnbient fluid, Q,, would quickly dilute the gravity current head. 

In addition to these estimates, Winant and Bratkovich observed large density 

fluctuations within the head region of the gravity current due to the influx of lighter 

ambient fluid. They noted that these variations seemed to be more a result of 

gravitational instability between discrete parcels of unrnixed fluid rather than any active 



turbulent fluctuations. In conclusion, they stated that definitions of the mixing sites and 

mechanisms are required to fully understand the processes which govem the gravity 

current flow. 

A large amount of work on smooth-surface gravity current flows has b e n  camed 

out by Simpson (1972, 1986, 1987) and Simpson and Britter (1979, 1980). They 

extensively studied these flows using two different sait-water modetiing approaches: 1) a 

technique in which the gravity current head is brought to rest by an opposing flow and 

moving fioor and 2) a modified lock exchange flow system. They reported no systernatic 

differences in results derived from either of these methods. 

These researchers identified two influx mechanisms which allow lighter ambient 

fluid to penetrate the head and mix with the influx of dense fluid from the source Iayer. 

They are 1) interfacial mixing due to sheanng along the intruding headlambient fluid 

boundary and 2) mixing due to the ingestion of lighter ambient fluid ovemn by the head. 

Due to the sheanng at the interface between the head and ambient fluids, 

Kelvin-Helmholtz billows are formed which roll up and over the head. The gravitational 

instability of the lighter ovemn fluid contributes to the three-dimensionality of the 

smaller scale sub-structure of the head (Simpson, 1972, 1986)- 

These authors conctuded that the first of these two mechanisms is the primary 

mixing process at the front for srnooth-surface flows. Their measurements have shown 

that the height of the ovemn lighter ambient fluid layer is about one tenth of the height 

of the nose of the head. The authors, therefore, concluded that the flux of Iight fluid 

flowing under the head is about 1% of the flux of Iight fluid involved in shear mixing at 



the top of the head and, thus, produces only a small fraction of the total mixing. 

However, this fluid is essential for the generation of the thredimensional lobe and deft 

patterns described by Simpson (1 972, 1986). 

The apparatus used by Simpson and Britter made it possible to study a gravw 

cuvent head in near steady-state conditions by bringing it to rest. In this approach, the 

rate at which dense fluid is mixed out of the current by the Iighter ambient fluid 

penetrating the head was shown to be just the quantity of dense fiuid supplied by the 

source in their experimental apparatus. This inflow of dense fluid is necessary to 

maintain the steady-state condition in the structure. The mean velocity at which this fluid 

reaches the head is, thus, the velocrty excess, or overtaking velocity, as described by 

Winant and Bratkovich's work. In agreement, Simpson and Britter's measurements 

indicate that this overtaking velocity is approximately 15% greater than the head frontal 

velocity. 

Work by authors such as Keulegan (1949, 1957, 1958) and Benjamin (1968) 

assumed that the head frontal velocity was constant throughout the spread. Later work 

by Britter (1979), Huppert and Simpson (1980), Chen (1980), Didden and Maxworthy 

(1982) and Huppert (1 982), however, have shown that the horizontal spread of a gravity 

current over a smooth surface is actually govemed by a balance of buoyant, inertial and 

viscous forces. According to the relative magnitudes of these forces, these later authors 

showed that two distinct flow regimes are possible. 

The first of these regimes, observed to occur during the early stages of a dense 

gravity current spread, is govemed by a balance between the driving gravitational force 



of buoyancy and the inertial forces in the flow structure. This is the inertial-buoyant 

regime and is charactenzed by a constant head frontal velocity and, thus, a constant 

Froude number. This condition govems the flow as long as the inertial forces are large 

cornpared with the total viscous drag. This is the flow regime that was studied by 

Keulegan and Benjamin. 

As descnbed in the works of these later authors, characteristic smooth-surface 

length and time scales were established for this flow regime using dimensional analysis 

1 2 113 techniques. They were determined to be d,,,=(Qzlg',)'" and kEF=(Wgs ) for length and 

time, respectively. From these, the velocity scale was defined as U,~~=(~'~Q)'". In these 

scales, Q is the source volumetnc injection rate per unit channel width. The product of 

g', and Q is the source buoyancy flux, 8,. For these scales, the reduced gravity term is 

based on the source fluid density excess, (A&&. 

Resulting from the balance between the buoyant and inertial forces, a constant 

velocity, constant Froude number, spread rate equation for the inertial-buoyant regime 

can be formed such that 

In this fonn, C is the Froude number, or normalized head frontal velocity, u,', 

non-dimensionalized using the characteristic velocity scale, u,,,. Experiments by 

Chobotov et al. (1987) put this constant in the range 0.75 - 0.85 while Chan et al. (1993) 

report a value of 0.89. 



Note that Equation (1-5) is a function of g', and Q which are expenmentally 

controiied and accurately measured in the present work. Their product, (gl,Q), quantifies 

the buoyant source strength, or buoyancy flux, which quantifies the source condition- 

Early authors, such as Keulegan and Benjamin, defined the spread rate as a function of 

a measured length scale such as the source fiuid layer height or the cuvent head 

height. Scaling relative to these parameters, however, can present some difficulties as 

they 1) are not experimentally controlled, 2) are difficult to measure and 3) can Vary with 

downstream position and time. 

Development of the relations presented by authors such as Didden and 

Maxworthy (1 982) was based on an assumption that the net mass flux of dense fiuid out 

of the head is negligible. In other words, mixing between the head and ambient fiuids 

was assumed to be non-existent. Consequently, the mean fluid density excess of the 

head is constant throughout the spread. This may be a reasonable approximation for the 

smooth-surface flows for which the relations were developed but it is much less 

appropriate for flows over rougher surfaces where significant mixing and head dilution 

occurs (Peters et al., 1996, 1997). 

In the second of the two identified flow regimes, the shear stress developed at 

the currenüambient fiuid interface plus that generated at the lower solid boundary 

produces viscous forces that becorne larger than the inertial forces. Under this new 

condition, viscous drag becomes the dominant retarding force to the flow and a second 

flow reg ime - the viscous-buoyant regime - is established. 



ln this regime, the head frontal velocity and, thus, the Froude number are 

observed to decrease as the flow progresses down the channel. Here, the spread rate 

equation is given by 

Note the dependence on the fluid kinematic viscosity. The spread rate constant, k, was 

deterrnined experimentally by Didden and Maxworthy (1982) ta be 0.73. Huppert (1982) 

proposed a theoretical value of 0.804. As in the inertial-buoyant flow regime, Equation 

(1 -6) was not developed for flows over rough surfaces. 

The work presented, thus far, describes gravity currents that are characterized 

by the Boussinesq flow model in which the reduced gravity terrn is used. The 

assumption is that the density difference between the working fluids and the density 

fluctuations in the flow are very srnall compared to the density of either fluid in the 

system. For gravity curent flows with large density differences, such as those that can 

be generated in the early stages of HTAG dispersions, the use of a reduced gravity terrn 

is not necessarily appropnate. The suitability of Boussinesq rnodelling for dense HTAG 

flows will be discussed in a later section. 

In response to this, Grobelbauer et al. (1993) expeffmentally simulated high 

density ratio, non-Boussinesq fronts using different density gases. They expefirnented in 

a closed channel lock-exchange apparatus and, with appropriate gas selection, were 

able to model fronts with large currenüambient fluid density ratios. At the upper limit of 



their work, for example, a combination of R22 and Helium was used to give a density 

ratio of 21.6. This translates to a heavy gas density approximately 2000% greater than 

the light gas density. In contrast, von Karman's Boussinesq flows had density 

differences of less than 1 %. 

To account for such large density differences, these authors used an alternative 

scaling technique in which the Froude number and density difference were considered 

separateiy. They used the same Froude number definition as Keulegan and Benjamin, 

except that the full-scale value of the gravity terrn is used rather than a reduced value. 

Their definition of a non-dimensional density parameter was based on the interpretation 

by Yih (1965) that the frontal velocity relation should reflect the inertia of both fluids. It 

was defined as 

This parameter was found to be finite over the entire range of fïuid density differences 

found in both Boussinesq and non-Boussinesq flows. For Boussinesq fiows (p, - p,), the 

value of this parameter approaches zero. 

Grobelbauer et al. correlated the Froude number, or nonnalized frontal advance 

velocity, with their normalized density parameter. Their experimental data falls on two 

distinct curves - one for dense gas fronts moving along a ngid floor and another for light 

gas fronts moving along a rigid ceiling. As expected, the curves coincide for the low 

density difference Boussinesq ROWS and diverge significantly for large density difference 



non-Boussinesq flows. This divergence occurs at about p* = 0.3 which coincides with a 

20 % fluid density difference. It is also marked by a difference in frontal shape - the Iight 

fluid front is elongated and generally loss free while the dense fluid front has a blunt 

shape and exhibits more evidenœ of mixing. 

1.3.2. Laser-lnduced Fluorescence 

Fluorescent dyes have been available for sorne time. The use of laser-induced 

fluorescence (LIF) for ftow visualization, however, has only increased with the ability to 

easily generate thin sheets of laser light. In many instances, LIF can provide significantly 

more valuable information about the anatomy of a fluid flow than can be acquired with 

conventional dye methods. This non-intrusive dye technique provides a researcher with 

a simple and convenient flow marking scheme for measunng scalar quantities within a 

flow. 

An extensive review of the theories of luminescence and fluorescence is given 

by Guilbault (1973) who points out that these measurement techniques, first used as 

early as 1565, are among the oldest and most established analytical methods available. 

For dilute dye solutions, he indicates that the fluorescent emission signal strength is 

linearly proportional to dye concentration according to 



where 1 is the fluorescent emission signal strength, K is an experimental coefficient, 4 is 

the quantum effciency, 1, is the excitation signal strength, E is the molar absorptivity, b is 

the path length of the excitation signal laser beam and c is the molar concentration of 

the fluorescent dye. 

For low dye concentrations, this linear response is typically maintained over a 

wide range of dye concentration until the quantity of dye is large enough to absorb 

significant amounts of Iight from the excitation signai. According to Guitbauit, it is 

necessary that the dyed solution absorb less than 5% of the excitation signal to maintain 

this Iinear relation. In addition to Iinearity, Guilbault notes that the attenuation of the 

excitation signal as it passes through the dyed solution is, typically, observed to be 

negligible for low dye concentrations. 

Walker (1987) perforrned an extensive examination of the behaviour of the 

fluorescent dye, fluorescein sodium, and indicates that its maximum dye concentration, 

below which a full-range, linear response is maintained, is typically IO-' moln or 0.04 

mgIl. In his work, he considered the variation of the emission signal strength with 

temperature, pH, concentration and excitation signal strength and shows that great care 

must be taken to achieve valid results with dyes of this type. Under controlled 

conditions, however, fluorescein sodium makes a good choice for LIF techniques. The 

use of this dye in the present work will be discussed in more detail in a tater section. 

In his overview of visualization techniques, Gad-el-Hak (1 988) describes his use 

of LIF in the study of boundary layer growth. He states that any plane in the flow is 

readily viewed, producing a picture of the intenor flow structure rather than just the outer 



boundaries as with conventional dye methods. Hesselink (1988) reports that LIF is a 

very useful tool in combustion research, providing accurate species concentration, as 

welI as, density and temperature information about combustion flows. 

Many research applications exist in which fluorescent dyes are employed to 

visualize and quantify a particular flow feature. Mixing in a full-scale exhaust gas stack 

was studied by Peters and Venart (1992). Using LIF, small-scale stack gas flows were 

visuafized to infer the planar temperature profile within the stack. Sollows et al. (1990) 

used this technique to visualize velocity profiles in transient free convective flows in 

cavities. Velocities were measured by tracking time-line and time-streak markers 

generated in the flow using laser photo-bleaching. 

Mapping of species concentration, density or temperature in a planar field, or 

along a Iine, is the most frequently cited use of the L1F technique. Examples in the 

Iiterature are abundant. Karasso and Mungal (1997). Houcine et al- (1996), Yoda and 

Fiedler (1 996), Nash et al. (1995), van Cniyningen et al. (1990) and Shlien (1988) give 

descriptions of their uses of this method to obtain instantaneous planar concentration 

profiles in various flow systems. Brungart et al. (1991). Westblom and Svanberg (1985) 

and Koochesfahani and Dimotakis (1985) describe similar uses of LIF for 

one-dimensional measurements along a line. 

1.3.3. Heavier-Than-Air Gas Dispersion 

Understanding the behaviour of heavier-than-air gas (HTAG) dispersions is 

becorning increasingly more important due to the growing world use of hazardous 



materiais whose atmosphenc releases generate such events. Accidental releases of 

liquefied petroleum and natural gases (LPG and LNG), for instance, can lead to 

catastrophic explosions and fires. In 1988, total worid trade in these materials was 69 

million tonnes, increasing at about 9% annually (Sumathipala et al., 1992). Other 

matenals of concem are fiammable gases such as propane, butane and cyclohexane 

and toxic gases such as chlorine. 

Work by Britter and Griffiths (1982) outlines the relevance of research in this 

area and discusses, fmm a safety point of view, the detrimental implications of these 

types of dispersions. They state that the focus for hazard assessment should be in the 

quantification of damage potential at various locations within the release vicinity. 

Accordingly, the assessment of concentration levels within the HTAG cloud, and when 

these levels fall below the safe limits for Rammability or toxicity, for instance, must be 

assigned high priority. 

In the case of flammable gases, evaluation of the probability for ignition and 

explosion, if a source is encountered, demands a knowledge of the spatial and temporal 

variabiiity of the cloud concentration. Mean estimates do not give a wmplete picture of 

the cloud as they can be far exceeded by localized concentration values. More 

importantly, it is necessary to know whether peak concentrations occur in localized 

pockets or in continuous regions that, perhaps, stretch back to the ignition source. 

Due ta the occurrence of a number of disastrous hazardous gas releases (Lenoir 

and Davenport, 1992), many countries have introduced legislation requinng that these 

hazards be assessed. In his review of dense gas dispersion research, McQuaid (1982) 



addresses this topic with special emphasis on the information required to make 

reasonable predictions of the risks involved. He states that a thorough understanding of 

the consequences of these accidents depends on HTAG dispersion research. 

McQuaid points out that a large number of preâictive methods exist for HTAG 

dispersion behaviour. He emphasizes, however, that they al1 rely on a relatively small 

collection of experimental data from which empirical information can be drawn. 

Consequentiy, these models fail to provide reliable predictions when used to describe 

scenarios not subject to experimental validation. McQuaid concludes, therefore, that it is 

extremely necessary to generate a body of experimental data to facilitate mode1 

validation. 

Considerable research has ben,  and continues to be, perfomed in the area of 

HTAG dispersion. Typically, this work follows one of three approaches: 1 ) wind-tunnel 

simulations, 2) small- and large-scale field experiments and 3) development of 

numerical predictive models. Accordingly, it is necessary to have a key understanding of 

the main features of each. 

Reviewing HTAG wind-tunnel research, Meroney (1982) notes that reasonable 

empirical predictions for full-sale dispersions can be achieved as long as model 

limitations are recognized and respected. Quite often, however, rigorous similaflty 

between the model and full-scale flows cannot be achieved for al1 the relevant variables- 

In these situations, it is wncluded that partial sirnilarity may be sufficient as long as the 

neglected variables have littfe influence on the flow. 



Scaling of both the Reynolds and Froude nurnbers presents the most dïfficult 

similarity problern for HTAG simulations. Hoot and Meroney (1974) have shown, 

however, that the Froude number governs cloud characteristics such as spread rate, 

size and entrainment. Hence, proper scaling of this parameter, in addition to the density 

ratio and buoyancy flux, is most important. Scaling will be further discussed in a later 

section. 

Results of small- and large-scafe field simulations of HTAG dispersions provide a 

much needed reliable database for validating predictive theories. A detaifed review of 

field releases of LNG was compiled by Puttock et al. (1 982) in which cornparisons were 

made of the scale of each test and the degree to which density effects influenced the 

dispersion. The primary effects of density were obselved to be the gravitationally 

dominated spread of the flow and the suppression of vertical mixing by the sharp vertical 

density gradient formed. 

Field test results are interpreted using one of three scaling approaches. First, 

field-scale flows are considered to be analogous to their full-scale counterparts such that 

results are transformed using the Froude number. Second, mathematical models are 

developed based on physical principles requiring field experiments to test their validity. 

In a third, but less likely, approach, the size of the field test may be on the same scale 

as some supposed accident such that scaling is not a concem. 

Mathematical models of dense gas dispersion behaviour can be classified into 

two general types: K-theory models and slab models. The first of these, also known as 

an eddy diffusivity model, relies on a numerical integration of simplifiecl equations of 



mass, momentum and energy conservation. It assumes that mass transfer occurs by 

eddy diffusion and is proportional to concentration gradients. In the slab, or tophat, 

model, the cloud is assumed to have a fixed shape with mass transfer occumng by 

entrainment across the cloudair density interface. 

Blackmore et al. (1982) evaluated fifieen such modets and outlined the 

simpfifying assumptions common to each. These include 1) the dispersion is over flat 

terrain or water, 2) the cloud is not obstructed, 3) no chemicai reactions occur and 4) 

local concentration fluctuations are not predicted. In addition to these, slab modefs 

assume that concentration is uniform throughout the cloud. Accordirig to these authors, 

these simplifications Iimit the reliability of mathematical models to simple and 

expenmentally validated dispersion scenarios. They conclude that more rigorous 

experimental programs are required to support model extrapolation to more complex 

dispersion cases. 

In addition to spatial and temporal predictions of cloud width, height and 

concentration, these same authors (Blackrnore et al., 1982) state that a useful 

parameter for these models is the downstream distance at which the cloud is no longer 

a hazard. For dispersions of flammable gases, for instance, this position is typicafly 

taken to be the distance to the lower flammability limit (LFL). Some models go even 

further and base this distance on the concentration associated with half of this limit, 

yielding distance predictions as much as 50% greater. 

ln the past, nurnerous studies of dispersions over flat terrain have broadened our 

knowledge of the subject. More reœntly, however, focus has been on the dynamics of 



flows over more complicated surfaces. Specifically. consideration has b e n  given to the 

behaviour of flows that encounter single obstructions with a dimensional scale on the 

order of that of the dispersing cloud. Few Iiterature examples, though, were found by 

this author in which flows over more intermediate scale, homogeneous roughness 

arrays were considered. 

Rottrnan et al. (1985), for example, considered dispersions in which surface 

mounted obstacfes, incfuding a solid fence, a porous fence and a cube, were 

encountered. They developed simple theoretical models for the dense lower layer flow in 

these two-layer flow systems based on shallow-water approximations. Their simple 

analytical models were supported experirnentally with results from sak-water modelling. 

They observed that reasonable predictions were made with their 

two-dimensional hydraulic theories for cloud impacts with a solid wall with a height 

similar to that of the cloud. Results were in general agreement with obsewations from 

the Thorney Island Phase If field trials (Davies and Singh, 1985). Upon impact, the bulk 

of the heavy fluid was seen to surrnount the fence and f o m  a gravity cunent on the 

downstream side with a hydraulic jump propagating back upstream. More recently, work 

by Lane-Se# et al. (1 995) agreed with these results, indicating that a wall approximately 

twice the gravity cunent height would be required to completely block the flow. 

Using wind tunnel techniques, Ayrault et al. (1993) considered flow interaction 

with solid fences placed across the dense gas flow. They noted that cloud dilution is 

significantly dependent on the ratio of the fence height to the undisturbed cloud height. It 

was observed that for large ratios, the cloud dilution downstream of the fence is due to 



the intense turbulence in the fenœ wake. For a ratio of less than about 0.5, only a small 

reduction in the ground level concentrations were rneasured downstream. 

Duijm et al. (1995) developed an integral type dispersion model which describes 

the effects of three-dimensional obstacles on the downwind cloud spread. When 

compared with wind tunnel test data, this model was shown to provide reasonable 

predictions of the peak concentrations that occur on the leeward side of the obstacle. 

Havens et al. (1995) used a wind tunnel facility to study the dispersion of a dense gas 

cloud released from a diked tank storage facility. Their expenments indicated that the 

presence of the tanks and dike promotes a strong bifurcation and enhanced dilution of 

the cloud downwind of the release. 

Britter and Snyder (1988) assessed the influence of simple terrain on dense gas 

dispersion using wind tunnel expen'ments. They studied the behaviour of the cloud as it 

rnoved up a 14" ramp and, then, along an elevated plateau, approximately one quarter 

the height of the approaching cloud. They concluded that ground-level concentrations 

were reduced by only 3040% due to the effects of the ramp. Little dilution at the ramp 

base was observed to occur as most occurred as the cloud moved up the incline. The 

primary effect of the ramp was to change the velocity field in which the cloud developed 

rather than to directly enhance mixing. 

As previously noted, few literature examples of dispersion over smaller scale, 

homogeneous roughness arrays, similar to those used in this work, were found by this 

author. Work camed out for the American Petroleum lnstitute by Petersen (1987), 

however, has identified much of the progress and research need in this area. His review 



of current literature outlines the available experimental databases for rough-surface 

fiows. He cites work by Davies and Singh (1985), Krogstad and Pettersen (1986), 

Guldemond (1986) and Neff and Meroney (1986). These works, however, deal primarily 

with flows over obstructions, such as fences and buildings. 

The focus of the American Petroleum Institute's work was on dispersions over 

the large scale roughness typical of processing, handling and storage facilities, including 

tank farms. Petersen concluded that entrainment relations for these types of flows are 

generally not available. Since the dispersion behaviour for these situations is very site 

specific, he stated that similanty theories would not provide appropriate models, and, 

thus, more research is needed in this area. 

For surface roughness small in site compared to that of the cloud, Petersen 

reports that for the initial dispersion stages when gravitational forces dominate the fiow, 

the effects of roughness are, typically, neglected by similarity models such as DEGADIS 

(Havens and Spicer, 1985) and SLAB (Errnak and Chan, 1985). Entrainment relations 

used by these models to describe dispersion behaviour in this negatively-buoyant region 

are, generally, quantified by the product of a constant and the cloud frontal velocity 

(Meroney, 1985, 1986). These relations have, thus far, k e n  reasonably well tested. 

Petersen, however, pointed out that the constant is assumed to be independent of 

surface roughness - a claim which had not been substantiated. 

If surface roug hness effects are considered in the eariy negatively-buoyant 

dispersion phase, the effed of the generated turbulence should be to decrease the 

predicted time and distance at which the cloud dispersion is no longer fully govemed by 



buoyancy. At that point, ambient wind conditions begin to influence the flow, rapidly 

reducing the cloud/ambient fluid density difference to insignificant levels. Further 

dispersion is, then, dominated by passive diffusion due to atmospheric turbulence. 

For these later flow stages, models Iike DEGADlS and SlAB base predictions of 

entrainment, and, thus, dispersion, on estimates of the friction velocity - the square root 

of the surface stress divided by the fluid density. This parameter can be evaluated as a 

function of the surface roughness scale and the atmosphefic stability using 

boundary-layer similarity theory. The main assumption here, however, is that the 

roughness scale is very small compared to that of the cloud; hence, this approach would 

not be appropriate for larger scale surface roughness. 

Petersen compared the results predicted by these two models for neutrally- and 

negatively-buoyant flows over surfaces of two different roughness scales, Le., initial 

cloud heightfroughness height ratio of approximately 2 and 30, respectively. Reasonably 

similar cfoud heights were predicted over a downstream distance approximately one 

hundred times the initial cloud height. For a cloudlambient fluid density ratio of two, the 

predicted cloud height increased by only 60% over this distance with the smaller 

roughness scale while the cloud grew by as much as 350% over the same distance for 

the larger roughness scale. Beyond this distance, however, the results diverged 

significantly for the larger scale roughness scenano. 

Based on Petersen's work, as previously described, Petersen and Ratcliff (1 989) 

completed a second phase of study for the American Petroleum lnstitute using wind 

tunnel techniques. Flows over hornogeneous (unifom) and heterogeneous 



(non-unifonn) surface roughness patterns were modelled using initial cloud/ambient fluid 

density ratios of 1, 1.4 and 4. Concentrations were measured over a fulkcale downwind 

range of 300 - 800 m for releases initiated from point, small area and large area 

sources. 

The full-scale roughness scales simulated in the unifonn roughness cases 

ranged from that of a grassy plain to that of an urban area with up to four story 

buildings. The roughness scales used in the non-uniforrn tests were representative of 

those found in typical refinery tank fanns and processing facilities. This work was 

intended to increase the understanding of HTAG dispersions and to provide an 

extensive database for the testing, refinernent and validation of numerical models, 

specifically DEGADIS and SLAB. 

General results reported by Petersen and Ratcliff show that downstream cloud 

dilution can be greatly enhanced by increasing the surface roughness size. Using 

concentration values measured for a release over a grassy plain as a reference case, it 

was observed that downwind cloud concentrations were 2 te 6 times less over an urban 

area, 8 to 25 times less downwind of a processing facility in an urban area and 3 to 8 

times less downwind of a tank fann located in an urban area. 

Attempting to validate typical dispersion models, Roberts et al. (1990) further 

considered the data of Petersen and Ratcliff (1989). They concluded that available 

integral rnodels for dense gas dispersion flows are limited to dispersions over 

grasslands, or water, and do not provide reasonable results for flows over surfaces with 

larger scale roughness. This further justifies experimental research aimed at providing 



new databases for model development and increasing our understanding of dispersions 

over a wider range of roughness scales. 

1.4. Objectives of this Study 

Recent years have witnessed growing environmental and safety related 

concerns relative to accidental releases of heavier-than-air gases - flammable, toxic, or 

radioactive- A release of a gas whose density under normal atmospheric conditions is 

greater than that of the ambient air can resuit in a dense gas dispersion. As the released 

material is more dense than the surrounding air, it rernains close to the ground where it 

is a threat to people, structures and the environment. 

The catastrophic failure of a vesse1 used to store this type of material, for 

instance, can lead to a very rapid release and vapourkation of its contents (Venart et 

al., 1992), while a continuous release from a pressurized system, such as a pipeline, will 

produce a momentum dominated jet (Fauske and Epstein, 1989). In either case, after 

the initial effects of the release diminish, the cloud of dense gas eventually slumps to the 

ground under the influence of gravity and spreads as a gravity current. During this 

subsequent spread, the effects of sunounding structures and terrain on the dispersion 

process become signficant. 

It is of interest to determine the time-dependent concentration profile of this 

dense cloud as it spreads away from the source so that risk to persons andlor structures 

can be evaluated. During the release and dispersion process, the cloud is continually 

diluted with ambient air, reducing its concentration. It is important, therefore, to 



understand this dilution process so that accurate estimates of the cloud concentration 

relative to position and time can be made. 

The dilution process is complex and affected by many variables. As the cloud 

spreads, the wind-generated turbulence of the ambient flow and the turbulence 

generated by the velocity gradients at the boundaries of the moving cloud induce further 

mixing. At this stage, also, the roughness of the surrounding terrain and its scale relative 

to the size of the release will have a significant influence on the process. 

Considerable past effort in dense gas dispersion has k e n  directed toward the 

development of empirical relations used to predict the dilution and advance of the 

vapour cloud. Unfortunately, this empirical approach has not addressed a description of 

the fundamental phenomena. This lack of detailed attention toward understanding 

dispersion behaviour through analysis of basic principles is evident in that the models, 

thus far, require signifkant empirical input. 

Heavier-than-air gas dispersion is influenced by a multitude of parameters which 

limit empirical model prediction to very simple situations. Although a great number of 

these models exist, many of them do not accurately predict cloud behaviour over 

complex terrain such as forests or structures (Britter and Griffiths, 1982). The influence 

of terrain leads to areas of local concentration peaks that cannot be reasonably 

anticipated since much of the data used to develop empirical relations is obtained 

through large scale gas releases over flat terrain or water. Also, the natural variation of 

turbulent mixing and cloud meandering leads to cloud concentrations that are 

unpredictable by the vast majority of models (Wilson, 1991). Therefore. it is neœssary 



to understand spread behaviour in more detail so that more basic descriptions of the 

dilution processes can be developed. 

Although a significant body of research has been cam-ed out over the years with 

respect to two-dimensionat gravity current fiows, very little work has focused on the 

specific problern of flows over homogeneous roughness patterns. Indeed, no salt-water 

modelling work in this area has been found by this author. An understanding of the 

influence of surface roughness on the flow dynamics and mixing mechanisms 

associated with a gravity current is essential for accurate dispersion modelling and 

effective mitigation of subsequent damage potential. 

Basic small-scaie channel experiments will be described in an effort to 

quantitatively evaluate the mixing mechanisrns in gravity current flows over 

two-dimensional beam-roughened surfaces. Based on the salt-water modelling and 

laser-induced fluorescence techniques described briefly in Section 1.2 and, in further 

detail, in Chapter 2, experiments will be described that will provide full-field quantitative 

information about the mixing behaviour in gravity current flows over rough surfaces. 

It is anticipated that lighter ambient fluid can become trapped in the spaces 

between roughness elements as the current head advances over them. Packets of this 

buoyantly unstable fluid are then available to be entrained into the advancing current 

head leading to increased mixing, decreased mean head densities and reduced frontal 

advance rates. 

Special attention, then, will be focused on the mechanism of dilution that occurs 

at the interface between the current and its lower boundary. It is in this region that 



surface roughness can greatly increase the amount of mixing that occun internally to 

the gravity current head structure. Flows over different roughness arrays, then, will be 

assessed in order to determine the influence of roughness element scale and spacing 

on the overall dilution process. 
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Figure 1. Gravity current flows with current source fluid density a) greater than 
the ambient fiuid density, b) less than the ambient fluid density and 
c)  intermediate to the stratified ambient fiuid densities. 



Figure 2. A typical gravity current image which shows the head advancing over a smooth surface to 
the left and highlights the well defined frontal structure and stable upstream source Ruid 
layer. Source fluid density excess = 0.01. (Scales are divided in 1 cm increments.) 



Figure 3. Gravity current head profiles as taken from Schmidt (1911) for Reynolds 
nurnbers hom less than 10 in a) to somewhat more than 1000 in f). 



H ' source fluid layer height behind the head 

1 water channel ambient fluid height 

h2 gravity current head height 

Q continuous source volumetric injection rate per unit channel width 

U ' mean source fluid layer velocity irnrnediately behind the head 

"2 mean head frontal velocity 

X head frontal position measured from inlet edge 

PA am bient fluid density 

P~ 
source fluid density 

Y vertical height coordinate 

Figure 4. Gravity current flow parameters. 



Figure 5. General flows and mixing regions within the gravity cunent head, as identifieci 
by Wnant and Bratkovich (1977), indicating 1) the flux of ambient fluid into the 
head, QI, 2) the flux of dense fluid into the head from the upstream source layer, 
Q Z ,  3) the upstream flux of dense fluid out of the head at the floor due to the no- 
slip boundary condition, Q J ,  and 4) the flux of mixed fluid out of the head that is 
lefi behind it in the region above the source layer, Q,. 



CHAPTER 2 

EXPERIMENTAL FAClLiTY 

Salt-water modelling, laser-induced fluorescence and digital image processing 

were combined to model, visualize and analyze small-scale, two-dimensional, 

continuous source gravity cunent flows. The resulting experimental facility can provide 

full-field, two-dimensional, planar images of the flow structure for qualitative and 

quantitative study. For descriptive purposes, 

systems: 1) the flow channel system, 2) the 

system, 4) the image acquisition system, 5) 

image processing system. 

the facility is divided into the following six 

circulation system, 3) the flow illumination 

the channel traversing system and 6) the 

, 

2.1. Flow Channel System 

Figure 6 schematically illustrates the flow channel system. 

2.1 A .  Water Channel 

The water channel facility consists of an open plexiglass channel, 240 cm long 

and 20 cm wide with a maximum possible channel fluid height of 30 cm. Saline fluid 

enters the channel through an entry box section, 20 cm x 20 cm x 20 cm, located on the 

channel bottom at the upstream end. Before entering the entry box, the fluid passes 

through a large diameter inlet tube, reducing its velocity by a factor of 6. The entry box is 



filled with short sections of plastic pipe designed to promote a uniform velocity profile in 

the vertical entry flow. The saline fluid is injected vertically into the channel in this 

manner to ensure that no initial streamwise momentum is imparted to the gravity curent 

flow. Additionally, with this method, a hydraulic jump does not fonn near the inlet so that 

the subsequent sub-critical flow is free of the strong turbulent entrainment associated 

with hydraulic jumps. 

The height of the Iighter channel ambient fluid is controlfed by means of an 

adjustable overfiow weir, located at the upstream end of the channel. As the more 

dense saline source fiuid is injected into the entry box, ambient fluid is displaced over 

the weir. A horizontal splitter plate is fixed to the weir door, slightly below the spill edge, 

to separate the region of incoming dense fluid from that of the lighter overfiowing fluid. 

The channel floor and end wall are painted with a fat black paint to eliminate 

reflections from these surfaces. The side walls are transparent to allow optical access to 

the channel. Except for three cross-braces, full optical access is rnaintained through the 

top of the open channel. 

2.1.2. Surface Roughness 

Square cross-section beams, fabricated from acrylic sheet and painted with flat 

black paint, are used for the roughness elements. A surface roughness configuration 

consists of a two-dimensional anay of these beams positioned on the channel floor, 

normal to the flow direction. The beams span the full channel width while the anay 

extends over the full channel length. The first roughness element is positioned flush with 



the channel inlet edge. A two-dimensional configuration was chosen to minimize any 

threedimensional, bulk motions in the flow. 

Roughness elements are pinned to acrylic base plates which are, then, 

positioned on the channel floor. The downstream roughness element width can be 

varied by positioning elements adjacent to each other; the roughness element height 

can be changed by stacking them. In addition to these parameters, the downstream 

spacing between roughness elements can be varied. 

For the present work, however, square elements with nominal side dimensions of 

6, 13, 19 and 25 mm were used. These roughness element scales were chosen based 

on gravity curent head heights and source fluid layer heights observed in preliminary 

smooth-surface flow tests over the range of source fluid density excesses tested. These 

were found to be approximately 50 mm and 25 mm, respectively, yielding a head 

heightlsource fluid layer height ratio of approximately 2. This is in close agreement with 

the value of 2.16 proposed by Keulegan (1 949, 1957, 1958). The roughness element 

heights, then, represent fractional values of the source fluid layer height of 

approximately 1, 314, 1 /2 and 114. 

Figure 7 illustrates the placement pattern for these elements and defines the 

parameters of roughness element height, h,, width, d, and spacing, S. In al1 tests, single 

beams were positioned with a downstream pitch, S/d, of 2. lnduding a smooth floor, five 

surface roughness patterns were exarnined. 



2.2. Circulation System 

Figure 6 schematically illustrates the circulation system. 

2.2.1. Working Fluids 

Typically, a two-fluid system of frestdsaline or salinekaline fluids is prepared 

using tap water. The less dense of the two fluids is used as the channel ambient fluid 

while the more dense fluid forms the gravity cunent fluid. A commercial water softener 

salt (sodium chloride) is dissolved in one or both of the fluids to provide the required 

salinity difference. For the present experiments, source fluid density excesses of 0.01, 

0.03 and 0.05 (1%, 3% and 5%) were used. Over this range of fluid density excess, the 

increase in the kinematic viscosity of the fluid is assumed to be negligible. To facilitate 

the laser-induced fluorescence technique, it was necessary to buffer both fluids to a pH 

above 8. This requirement will be discussed in more detail in a later section. 

2.2.2. Fluid Preparation and Injection System 

Satine solutions are prepared in 200 litre mixinglstorage tanks by continuous 

circulation through a closed loop system which is isolated from the channel apparatus as 

depicted in Figure 6. Salt, in pellet fonn, is dissolved in a perforated bucket suspended 

in the solution. Circulation continues until the desired salinrty is achieved and the 

solution is homogeneously mixed. If required, the pH buffering agent andlor the 

fluorescent dye are added during this circulation. An in-line filter removes any particles 

from the fluid. 



The less dense channel ambient fluid is prepared first and pumped into the 

channel to the level set by the ovediow weir. The channel is, then, isolated from the 

circulating systern so that the more dense saline source ffuid containing the fluorescent 

dye can be prepared as described above. M e n  this is complete and the channel 

ambient fluid has become quiescent, the heavier fluid is slowly injected into the entry 

box, displacing the lighter fluid over the weir. This is done slowly enough to minimire 

mixing between the two fluids. When the saline source fluid level reaches the level of the 

channel floor, the injection is stopped and the fluids are allowed to become quiescent- 

Two variable area flow meters (low range, 2-1 9 Us and high range, 17-65 Us), 

arranged in a parallel configuration, are used to control the source fluid injection rate, Q, 

for the experiment. Saline injection is started by simultaneously opening the injection 

valve to the channel entry box and closing the system recirculation valve. 

2.3. Flow Illumination System 

The flow illumination system is shown schematically in Figure 8. 

2.3.1. Laser and Fibre Optics 

The laser beam used in the flow visualization system is generated by a Coherent 

Innova 7 0 4  argon ion laser. It has a rated power output of 4 W in the multi-line mode- In 

the single-line mode, the rated power output is 1.7 W for the green-line wavelength 

(515nm) and 1.3 W for the blue-line wavelength (488nm). For the laser-induced 



fluorescence method used in these experiments, the laser is operated in the singleline 

mode with the blue-line wavelength (488nm). 

The argon ion laser is combined with a fibre optic cable and probe assembly 

which conveys the laser beam to the fiow illumination system. Dantec 60X FbreFlow 

series of fibre optics is used for this purpose. As a stand-alone system, it represents a 

very compact, stable and efficient method of beam transmission with the advantage of 

speed of instaltation and alignment. Typically, once the fibre optic system has been 

mounted on the laser table and aligned, further adjustment is not required. 

2.3.2. Laser Sheet Generating System 

The laser sheet generating system is located above the flow channel. The single 

blue line beam provided by the fibre optic cable and probe is reflected off a rotating 

front-surface mirror which rotates at a speed of 30,000 rpm. Consequently, the beam 

sweeps through the visualization section at a frequency of 500 Hz appearing to the 

naked eye as a two-dimensional sheet of laser Iight. 

Next, the resulting radially diverging laser sheet is passed through a large 

plano-cylindrical lens (162 mm radius and 74 mm centre thickness) to generate a 

vertically collimated light sheet. Ideally, this Iight sheet woufd have a uniform horizontal 

intensity profile but, due to imperfections in the collimating lens, the actual profile 

contains vertical bands of reduced intensity. A correction routine, which wilf be described 

later, is applied to images during digital image processing to compensate for this 

condition. 



Before the laser sheet is passed through the longitudinal vertical mid-plane of the 

channel visualization section, it is passed through two vertically separated thin slits to 

block out any unwanted reflections and scattered light from the excitation sheet. The 

final vertical light sheet is approximately 20 cm wide in the streamwise direction and 1.5 

mm thick. Due to losses incurred at the rotating rninor and the collirnating lens, the 

power of the scanning beam in the sheet is significantly less than that of the blue line 

beam provided by the probe. 

2.3.3. Fluorescent Dye 

Fluorescein sodium was selected for use in the LIF visualization technique used 

here to provide quantitative measurements of the planar concentration profile in the 

gravity current head structure. With a quantum efficiency of approximately 90% 

(Guibault, 1973), this dye's peak absorption wavelength of about 490 nm is well 

matched to the 488 nm excitation wavelength provided by the argon ion laser blue line. 

There is a sufficiently large separation between this absorption peak and that of the 

emission spectrum (515 nm) so that much of the excitation signal can be filtered out by 

the image sampling optics without significantly reducing the emission signal. 

In addition to these important characteristics, fluorescein sodium has other 

advantages over other commercially available dyes such as the rhodamines. It is highly 

soluble in water and has a very weak dependence on temperature, shown by Walker 

(1987) to be approximately 0.3% per OC. For the rhodarnine dyes, which are known 

carcinogens, this dependence can be as much as 5% per O C  (Guilbault, 1973). 



To facilitate quantitative interpretation of fluid density excess profiles, it is 

necessary that the fluorescent dye concentration and excitation signal strength be low 

enough to produce the desired dye behaviour. For proper interpretation of results, it is 

essential that 1) the dye emission signal strength be Iinearly proportional to both the dye 

concentration and the excitation signal strength and 2) the attenuation of the excitation 

signal be negligible as it passes through the dyed solution. According to Walker (1987), 

these conditions are typically satisfied if the maximum dye concentration used is below 

approximately IO-' moln or 0.04 mgA for an excitation signal laser beam path length of 

approximately 10 cm. 

Using the visualization technique described in this work, a series of tests were 

perforrned to detennine the optimum dye concentration and excitation signal strength 

required to satisfy the above conditions. The strength of the dye emission signal for a 

homogeneously mixed dyed solution was measured over a range of dye concentrations 

and excitation signal strengths. The results are sumrnarized in the following two graphs. 

In the first of these, Figure 9, the measured dye emission signal strength is given 

as a function of dye concentration for a range of excitation signal strengths. In the 

second one, Figure 10, the emission signal strength is shown as a function of the 

excitation signal strength for a range of dye concentrations. Based on the results of 

these two figures, the first of the conditions described above was satisfied by using a 

maximum fluorescein sodium dye concentration of 5x104 moüi or 0.020 mgn and a 

nonnalized excitation signal strength of 0.6 for al1 visualization experiments. 



It is also necessary that the choie of dye concentration and excitation signal 

strength satisfy the second of the two conditions noted. For the values chosen, Figure 

11 shows a typical single-lino. vertical profiie of the dye emission signal measured in a 

homogeneously dyed solution with a layer height of 10 cm. This figure indicates that 

attenuation is negligible along the excitation signal path. As further assurance that 

attenuation will be minimized, the excitation signal path length in the gravity current 

visuafization expenments is typically much less than 10 cm. 

The emission signal strength of fluorescein sodium is strongly dependent on 

solution pH in the range from about 3 to 8. Walker (1987) shows that a 50% decrease in 

emission signal strength is observed for a drop in pH from about 8 to 6.5. Above a pH of 

8, however, the emission signal strength is observed to be maximized and independent 

of solution pH. Hence, al1 working fluids were buffered with sodium hydroxide to a pH 

above 8. 

In addition to each of the previous influences, fluorescein sodium is subject to 

two effeds that can produce a gradua1 decrease in the strength of the emission signal 

with time - oxidation and photo-decomposition (Guilbault, 1973). Oxidation is a chernical 

reaction fuelled by oxygen dissolved in the working fluids white photo-decomposition 

results from exposure of the dyed solutions to the excitation signal, as well as, other 

Iight sources. It is necessary, therefore, to address these effects before quantitative 

concentration measurements can be made. 

During these experiments, no direct attempt was made to remove dissolved 

oxygen from the working fluids but it was obsewed that some oxygen would leave the 



solution as it warmed to room temperature. Additionally, exposure to the excitation 

signal is a necessary part of the measurement technique that cannot be avoided. 

Consequently, experiments were performed to quantify the reduction in emission signal 

strength caused by each of these effects. These experiments were perfomed in the 

water channel with a 10 cm layer of solution buffered to a pH above 8 and 

homogeneously dyed at a concentration of 0.02 mgA. 

Figure 12 shows the results of tracking the ernission signal strength over a six 

hour period during which the solution was not exposed to any light except dunng one 

minute periods when measurements of the emission signal strength were taken. Under 

these conditions, reduction in the emission signal strength is pnmarily due to oxidation. 

After about 200 minutes, the signal is observed to stabilize at a level about 77% of the 

initial ernission signal strength. Based on these results, it was concluded that aged dye 

solutions should be used to ensure that the time-dependent effect of oxidation is 

avoided. 

Following the six-hour oxidation experiment just described, the same aged 

solution was, then, used in a second experiment to quantify the effects of 

photo-decomposition. The solution was continuously exposed to a sheet of laser Iight at 

a fixed position in the water channel for a period of 25 minutes. Note that this time 

period is significantly longer that the one minute or less duration of a typical gravity 

curent visualization experiment. Figure 13 shows that photodecomposition is negligible 

for this time period and the measured signal is found to be stable at the level observed 

at the end of the previous oxidation experiment. 



It is concluded that residual motion in the solution during this second test 

continuously replaces the dye in the laser shed excitation region with fresh unexposed 

dye. Within the gravity current structure, the turbulent nature of the flow will amplify this 

effect such that dye particles have very short exposure times and photo-âecomposition 

becomes insignificant- To further eliminate the chance of photo-decomposition, dyed 

solutions are protected from Iight at al1 times and experirnents are performed in a dark 

room. 

2.4. Image Acquisition System 

The image acquisition system is depicted in Figure 8. 

2.4.1. Image Filtering and Intensification 

As the video recording system is sensitive to light over a wide bandwidth, it is 

necessary to ensure that only the wavelength associated with the dye emission 

spectrum is measured. Firstly, experiments are performed in a dark room to eliminate al1 

background light, leaving only those wavelengths associated with the dye excitation and 

emission spectrums. Secondly, a sharp cut-off, high-pass, Schott colour filter (Ealing 

OG-515) with 0% transmission at the excitation wavelength (490 nm) and 63% 

transmission at the emission wavelength (515 nm) is used to eliminate the excitation 

signal from the sampled signal. 

Since dye ernission signal strengths are relatively low. a low-light level image 

intensifier (Astrolight 9100) is used to ampltfy the signal about four ordero of magnitude. 



The intensifier is equipped with a fixed 25 mm TV lens (F2.8 aperture) which samples 

with a resolution of 32 line-pairs per mm on average over the 25 mm intensifier array. 

The amplified image is displayed on a phosphor screen where it can be viewed with the 

naked eye or recorded with a video camera. 

2.4.2. Video Camera and Recorder 

Expenments are sampled in real-time at a rate of 30 images/second using a BNV 

CCD video camera (Panasonic WV BO-400) coupled to the phosphor display of the 

image intensifier. The camera has a pixel resolution of 768 x 493 and is equipped with 

an 18 mm lens set at full-open aperture. Since the excitation laser beam is scanned 

through the visualization section at a rate (500 Hz) much greater than that of sarnpling 

(30 Hz), it appears as a two-dimensional light sheet to the camera. A S-VHS video 

cassette recorder (Panasonic AG-6720) is used to record the images for future 

processing and analysis. An external tirne signal encoder (For-A VTG-22) is used to 

superimpose a referenœ time signal on the rewrded video signal. 

2.5. Channel Traversing Systern 

2.5.1. Traversing Carriage 

The flow illumination and image acquisition systems are mounted on a traversing 

carriage that can be moved along the channel length. The caniage is mounted on four 

linear bearings that slide along two 13 mm diameter shsfts located above each side of 



the channel, extending the full channel length, A computer-controlled stepper motor is 

mounted on the carriage to provide drive power to the traversing system. 

Drive power is transmitted by a no-slip, notched belt to a 250 mm long, 25 mm 

diameter shaft mounted below the cam'age. A continuous spiral groove is machined on 

this shaft from one end to the other in which a 1 .O mm diameter plastic-coated stainless 

steel cable is wound. The free ends of this cable are fixed to the tank ends. As the shaft 

is tumed by the motor, the cable winds on one end of the shaft and off at the other end 

to move the camage- Wth this system, camage position and speed can be measured to 

an accuracy of 10.5%. 

The rotating mirror system used to scan the laser beam through the visualization 

section of the channel is mounted on a two-dimensional positioning mechanism fixed to 

the carriage. The image intensifier and video camera hang from rails mounted on the 

carnage that extend out over the side of the channel. The vertical position of the 

intensifierkamera combination and its distance from the fiow channel can be adjusted. 

The camage is counter-weighted on the back side of the channel to balance the weight 

of the intensifierkamera apparatus. 

2.5.2. Carriage Control 

Visualization of the gravity current head structure as it moves down the channel 

requires that the current head be closely tracked by the traversing system at al1 times. 

This is facilitated by the use of a cornputer program developed to provide accurate 

control of the camage acceleration, deceleration, speed and direction. While tracking 



the motion of the gravity current head, the user monitors the position of the head with 

the video system and interactively alters the carriage speed to keep the head steady 

within the visualization region. Although the feedback path for this control system is 

through the user, accurate tracking of the gravity current head is effectively maintained. 

Carnage position, speed and time data are stored in a file that is time-synchronized with 

the video record. 

2.6. lmage Processing System 

The image processing system is composed of 1) a playback and a record video 

cassette recorder, 2) a frame grabbing board for image processing, 3) a videoNGA 

overlay board and 4) a VGA-to-video converter. A 486-based computer is used to 

support the systern and control the video cassette recorders via RS-232 serial ports. A 

schematic of this system is given in Figure 14. Custom and commercial software 

packages are used for system control and acquisition of video images that are stored for 

later processing and analysis. 

2.6.1. Hardware, Software and lmage Analysis 

The playback VCR (NEC PC-VCR PV-S98A) is used to feed composite video 

directly from the video camera. or from previously recorded video, into the frame 

grabbing board (Matrox MVP-AT/NP) in real time. This is the first level of image 

processing, referred to as on-line processing. At this time, the video signal is digitized at 

30 frarnes per second at a resolution of 512 x 480 pixels. In this process, image intensity 



is mapped to 256 discrete grey-levels ranging from black to white whereby each pixel is 

assigned an intensity value based on its relative intensity in the image. 

The digitized image is then passed through an input look-uptable, or video 

mask, so that h o  mathematical operations can be applied. Firstly, low-level noise is 

removed by rejecting, or setting to black, ail pixels with an intensity less than an 

established value. Secondly, image offset and gain are optirnized using a linear scaling 

technique to spread the avaiiable image intensity range over as much of the 256 level 

range as possible. The resulting image has a reduced noise level and much greater 

contrast. If desired, pseudo-cotour can be added to the grey-scale image at this time by 

assigning a colour to a particular pixel intensity or intensity range. 

The output of the frame grabbing board can be viewed on an RGB monitor or 

passed to the videoNGA overlay board (IEV ProMotion VGA Digital Video Wndows). 

This board works in conjunction with the computefs resident super-VGA video board to 

allow VGA graphics or text to be overlaid on the RGB video signal provided by the frame 

grabbing board. At this point, any video output that can be generated in a 640 x 480 

resolution graphics mode can be added to the video recording and output as a VGA 

signal. 

This VGA signal is passed to a VGA-to-video converter that outputs the signal in 

various formats; VGA, RGB, S-video and composite video. The VGA output goes to the 

system's VGA monitor where it can be displayed in a standard Windows environment. 

The composite video signal is fed to the record VCR (NEC PC-VCR PV498A) for 

S-VHS recording and archiving for the post-processing to follow. 



The video record that results from the on-line processing just described is, then, 

input back into the system via the playback VCR for the second level of image 

enhancement. This is refened to as post-processing and does not occur in real time. At 

this level, individual frames are captured from the video and stored to disk. This capture 

can be perfonned in one of two ways; 1) as an instantaneous snap-shot of the flow with 

a 1/30 of a second sampling interval or 2) as a single image representing the 

time-average of a series of consecutive video frames. Frarne averaging wifl be further 

discussed later. 

During post-processing, more extensive processing techniques can be applied to 

enhance the images. As mentioned in Section 2-3.2, the excitation sheet does not 

possess a uniforrn horizontal intensity profile as desired. It was necessary, therefore, to 

deveiop a software routine that could be used to correct for this condition. 

First, an image of the uncorrected intensity profile across the sheet is grabbed by 

sampling a reference image of homogeneously mixed and dyed fluid from the 

visualization section. A mathematical transformation is, then, generated by horizontally 

scanning this image to detennine the maximum pixel intensity in each column. Each of 

these maxima are compared to the overall maximum pixel intensity in the image to 

produce a correction factor for each column. The resulting column correction factors are 

applied to subsequent images in a horizontal scan so that column intensity is increased 

in a manner that presewes the ratio of maximum to minimum intensity for that column. 

Figure 15 shows horizontal profiles before and after correction. 



After the previously described image correction is apptied, a 3x3 neighbourhood 

averaging technique can be performed to smooth the signal and eliminate some of the 

noise inherent in the image recording system. In this routine, the intensity of each pixel 

is set to average value of the intensities of each of its eight neighbours. Figure 16 shows 

images of a gravity cunent before and after each of these image enhancement 

techniques have been appkd. 

If not already performed in the on-line processing stage, pseudo-cotour can be 

added to the images at this point. One further step in the post-processing scheme is to 

extract contours of constant intensity, or density, from the image. In this technique, the 

number and intensity of the desired contours are specified for the image intensity range. 

Contours are extracted and can be plotted as 2-0 contour maps or 3-0 density surfaces. 

A spatial mean head fluid density excess can be estimated from this spatial 

density information. This is achieved by first calculating the volume under the 3-0 

gravity current head density excess surface using discretized sampling with a resolution 

of approximately 0.5x0.5 cm- Then, the mean head fluid density excess is determined 

by dividing this volume by the area of the head that is projected ont0 the concentration 

map. In a sense, this is the density excess that the head would possess if it was fully 

mixed. In addition to mean head density excess values, peak values and spatial 

standard deviation about the mean can be determined. 

As previously mentioned, time-averaged images can be aquired during the 

post-processing process. In this step, consecutive frames are sampled at a rate of 30 



frameslsecond to produce a single representative averaged image for that sampling 

penod. The effect of increasing the time-averaging period is illustrated in Figure 17. 

The relatively small timescale features of the fiow, such as the billows and 

eddies seen in Figure 17(a), can not be appreciated when the averaging pen'd is 

increased as seen in Figure 17(c). The results presented in Figure 18, however, indicate 

that an increased sampling pend significantly reduces the spatial standard deviation in 

the signal emission strength measurements of a homogeneously mixed dyed solution 

without reducing the overall mean image intensity level. Based on these resuits, a one 

second time-averaging period (30 frames) is used for acquisition of time-averaged 

images. 



1. splitter plate 
2. overfiow weir 
3. inlet entry box 
4. flow meters 
5. flow control valves 
6. filter 
7. circulating pump 
8. saline storage reservoir 
9. recirculation Iine 

10. roughness array 

Figure 6. Schematic diagram of the flow channel and circulation systems used to 
generate srnall-scale gravity current flows. 



Figure 7. Schematic diagram of the roughness elernent array configuration showing the 
roughness element height, hR, width. d. and spacing. S. 



1. argon ion laser 
2. fibre optics 
3. scanning mirror 
4. drive motor 
5. collimating lens 
6. slit assembly 
7. excitation sheet 
8. high-pass colour filter 
9.25 mm lens 

10. image intensifier 
11. 18 mm lens 
1 2. video camsra 
13. time signal encoder 
14. video recorder 

Figure 8. Schematic diagram of the flow illumination and image acquisition systems 
used to visualize the small-scale gravity current flows. 
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Figure 13. Time-dependent effect of photo-decornposition on the emission signal 
strength measured in an aged dye solution. 
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Figure 14. Schematic diagram of the image processing system. 





Figure 16. Gravity cunent images a) before and b) after enhancement with image 
processing techniques. 



Figure 17. Gravity current images illustrating the effect of time-averaging 
when frame grabbin for a) a single snapshot, b) a 10 frame ? average and c) a 30 rame average. 
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CHAPTER 3 

SCALING 

3.1. Limitations of Salt-water Modelling 

The salt-water modefling technique used in the cunent work has two basic 

restrictions. The first is that modelling extends only to Boussinesq flows in which the 

fluid density excess is less than approximately 20% as described by Grobelbauer et al. 

(1993). The second is that only isothemal, adiabatic flows cm be generated in the 

experimental channel. Notwithstanding these restrictions, useful qualitative and 

quantitative information about the mixing dynamics in a gravity cuvent can be gained 

and applied to larger scale problems. 

The Boussinesq flow constraint is a result of the choice of working fluids used by 

the modelling technique itself. The maximum fluid density excess attainable with typical 

liquids such as saline and fresh water is approximately 20%. As previously mentioned, 

work by Grobelbauer et al. shows that this density excess is at the upper extreme for 

Boussinesq fiows. Modelling much higher density differences common to 

non-Boussinesq flows requires the use of gas flows as used by Grobelbauer et al. 

The Boussinesq approximation assumes that p, - p, whereby density variations 

between the fiuids are srnall enough to assume incompressible flow conditions. The 

contribution of these density variations, while important in the buoyant ternis, can be 

neglected in so far as they affect inertia (Turner, 1973). Their effect appears solely in the 



source reduced gravity terni, g', = g(Ap/pJ. Note that since the fluids have similar 

densities, it is not critical which fluid density is used in the denominator of this 

expression. The f o m  stated above is adopted here, however. 

lsothermal conditions exist in the experirnental modelling method used for this 

wok. Consequently, heat transfer effects within the flow and between the flow and its 

boundaries cannot be modelled. Implications of this restriction arise, for example, when 

results from such an experirnent are extended to a full-scale cold pressure liquefied gas 

release. During the subsequent spread, appreciable heat transfer occurs from the 

sunoundings to the gas so that it is warmed. Consequently, the buoyant dnving force 

decreases and the cloud eventually decelerates. 

In the full-scale, far-field scenano, however, it is reasonable to assume that cloud 

dilution results in a system that approaches near-isothennal equilibrium with its 

boundary and surroundings. Under these conditions, the srnall-scale, isothermal, 

adiabatic modelling method currently k i n g  used is acceptable so long as the initial 

density excess for the small- and full-scale flows is the same (Meroney, 1982). 

Validation of far-field modelling will be discussed in a later section- 

3.2. Scaling Concerns and Relations 

Mitigation of the consequences of heavier-than-air gas dispersion is one of the 

primary objectives of research such as the current work. Exact modelling of HTAG 

flows, however, requires simultaneous scaling of al1 the appropriate processes taking 

place over a wide range of length and time scales. Necessarily, this difficult task 



demands an understanding of the interaction of the flow dynamics with many other 

processes such as material condensation and chernical reaction. 

The problem, then, becomes one of developing a manageable system of scaling 

laws that will allow confident application of small-scale results to larger scale situations. 

Typically, a large number of scaling parameters are required to fully describe the 

complex flows found in HTAG dispersions. Unfortunately, exact scaling of each is not 

always possible and it becomes necessary to choose which laws must be obeyed and 

which may be neglected. 

Much of the scaling difficulty arises in the near-field region where the flow is 

greatly cornplicated by the influence of the source, For example, the flow of material 

escaping from a ruptured pipeline is dominated by the momenturn of the issuing jet in 

the region close to the rupture. At some distance from the source, however, the 

influence of the jet diminishes and the gas cloud becomes negatively-buoyant, slumps to 

the ground and spreads laterally. 

Consequently, adherence to the source scaling requirements is not as cntical in 

the far-field region where the influence of the source mechanism is less prevalent. For 

the negatively-buoyant gas cloud in this region, the description of its horizontal spread is 

found to be greatly simplified. Its motion is known to be govemed pnmanly by the 

densimetnc Froude nurnber, the initial fluid density excess and, to a much lesser extent, 

the Reynolds number. 

It tums out, though, that it is not practically possible to match both the Froude 

and Reynolds numbers when scaling between small- and large-scale flows. However, 



further simplification can be made since, for buoyancydominated flows, the Froude 

number is found to be the more important scaling critena (Hoot and Meroney, 1974). 

Fortunately, then, the Reynolds number scaling criteria can be relaxed as long as the 

flows exhibit highly turbulent characteristics and the shear layer turbulence is similar to 

that of the full-scale flow (Snyder, 1981). 

In the case of gravity currents, fully developed turbulent flows are known to exist 

for Reynolds numbers down to about 1000 based on the head charactenstics. Recalling 

Figure 3, the experimental work of Schmidt (1911) was the first to support this 

observation. Agreeing with Schmidt, later work by Keulegan (1949, 1957, 1958) and 

Simpson and Britter (1979) suggests that the dynamics of a gravity current display a 

Reynolds number independence for Reynolds numbers above 1000. Hence, full-scale 

Reynolds numbers need not be attained in small-scale flows. 

Although the Reynolds number is not the important scaling criteria, its definition 

is still described here. Various forms of it have been reported in past literature. Typically, 

though, it is based on one of the following combinations of variables: 1) the layer height 

behind the head, Ho, and the head frontal velocity, u,, (Simpson and Britter, 1979), 2) the 

layer height behind the head, H', and velocity of that layer, U', (Zukoski and Kubota, 

1988) or 3) the head height, h,, and its velocity, u, (Simpson and Britter, 1979). 

Fundamentally, use of the second combination of variables, U' and Hl, is more 

suitable since their product can be shown to be the volumetnc injection rate per unit 

channel width, Q, where Q=UH=U1H'=USHs. Note that U' and H' refer to values in the 

Iayer immediately behind the head while Us and H, refer to values near the inlet edge. 



This rationale defines a Reynolds number that is based on the undisturbed upstream 

source characteristics and is not a function of the shape of the gravity current head. 

These variables are, thus, used to define the Reynolds number as 

where v, is the source fluid kinematic viscosity. 

As the Froude number is typically based on some characteristic velocity and 

length scale, it could be based on these same parameters such that 

Here, U and H represent some characteristic velocity and height. The choice of the 

proper fom of this Froude number equation will be discussed fater. 

Consequently, as Reynolds number scaiing is not critical in the far-field region, it 

is only necessary to scale the buoyant source driving force using the densimetric Froude 

number and the source fluid density excess regardless of how the density difference 

between the fluids is generated. When these scaling criteria are adopted for small-scale, 

salt-water modelling experiments, however, they are subject to some basic assumptions 

summarized as follows: 1) the far-field region of a gravity current flow is modelled, 2) the 

gravity current flow is essentially twodimensional aithough, within its structure, 

threedimensional patterns exist, 3) the gravity current flow is isothennal and adiabatic, 



4) only Boussinesq flows with relatively small density excesses can be modelled, 5) the 

flow is non-reacting and 6) no ambient wind conditions are considered. 

3.3. Justification of the Modelling Technique 

Gas concentrations in the near-field source region of a HTAG dispersion can be 

very high. Since these large concentrations lead to large density excesses between the 

cfoud and ambient air, models based on the Boussinesq approximation rnay not be 

valid. This is not necessarily true, however, in the far-field region where gas 

concentrations and, thus, densities are much lower due to dilution of the cloud with 

ambient air. Accordingly, this downstream far-field region is the one considered in the 

present gravity current modelling research. 

From a safety point of view, the regions of concern are those in the far-field 

where cornponent gas concentrations are within the flamrnability Iimits of a flammable 

gas or above the safe human exposure level for a toxic gas. For flammable gases such 

as propane, butane and cyclohexane, the fluid density excesses that correspond with 

the flammability limits are 1-5%, 240% and 2-19%, respectively. For the toxic gas 

chlorine, for example, concentrations yielding fluid density excesses far below these 

levels are still considered hazardous for human exposure. Consequently, the initial fiuid 

density excesses used in the present experiments are in the range of 105%. Tracking of 

flows continues until the mean fluid density of the structure falls to levels as low as O.lOh 

greater than that of the ambient fluid. 



CHAPTER 4 

GRAVITY CURRENT EXPERIMENTS 

4.1. Experimental Matrix 

Three series of tests were perfonned in the water channel facility using the 

techniques previously described. These tests were designed to examine gravity cunent 

flows in which the value of the source fluid density excess, (Ap/pJ,, was 0.01, 0.03 and 

0.05. Injection flowrates, Q, of 10.3, 10.6 and 10.8 cmZ/s, corresponding to the above 

fluid density excesses, were used to generate source buoyancy fluxes of 101, 312 and 

530 cm3/s3, respectively. The height of the ambient fluid, h,, was set to 30.0 cm for each 

test. Each test was recorded on video tape for further analysis. 

Based on these conditions and the definition of the Reynolds number adopted for 

this work, Re = Qlv, each of these flows had a Reynolds number of approximately 1000- 

It will be shown that the corresponding Reynolds number based on the current head 

height and velocity, Re = u,hJv, was approximately 2000. This ensured that turbulent 

characteristics existed in each flow and that the dynamics of the head were independent 

of the Reynolds number, as described by Schmidt (191 1). 

Five surface roughness conditions were examined for each of the three values of 

fiuid density excess considered, yielding a total of fifteen tests. These included a 

smooth-surface condition for each test series which provides a base case against which 

the rough-surface flow resutts can be cornpared. Resuits from these smooth-surface 



tests are, also, cornpared to those found in the existing literature and serve to validate 

the modelling and visualization techniques presented here. The rough-surface 

configurations consist of arrays of two-dimensional, square-beam roughness elernents 

with h,=d= 6, 13, 19 and 25 mm and a downstream pitch of S/d=2 as descnbed in 

Section 2.1.2 and illustrated in Figure 7. 

4.2. Quantification of Results 

Recall Figure 4 from Section 1.3.1 in which the gravity current flow parameters 

are illustrated. The ambient fluid height, h,, and the fluid densities, p, and p,, are 

established pnor to an expriment- The fiuid densities set the source fluid density 

excess, (Ap/p,),, of the system which is combined with the source volumetric injection 

rate per unit channel width, Q, and the acceleration of gravity, g, to define the buoyancy 

flux, BS=g',Q, of the gravity current source. 

The height of the current head, h,, can be scaled directly from processed images 

as the highest extent to which shear-generated billows reach before they break away 

from the head structure. The downstream frontal position, X, of the gravity current head, 

measured from the inlet edge, can be deterrnined from a frame-by-frarne analysis of the 

video record. Correlating this frontal position with the tirne record of the gravity current 

spread yields the rnean gravity cunent head frontal velocity, u,, where u,=d)(/dt. 

The source injection rate, Q, in the gravity current layer at any downstream 

position, x, can be expressed as the product of the layer height, H, and velouty, U, at 

that position. By continuity, this relation is valid for any section along the gravity current 



source layer. The significant assumption here, though, is that there is negligible fluid 

transport, or mixing, across the horizontal interface between the gravity current source 

fiuid and the mixed fluid layer above it. Work by EHison and fumer (1959) has shown 

that an interface of this type is gravitationally very stable and, wnsequently, the 

entrainment across it is negligible. 

The measurement of H from processed images at any downstream position 

allows the layer velocity, U, to be determined at that downstream section. The 

measurement of these parameters at a section immediately behind the head, however, 

is of pnmary interest as it allows an estimate to be made of the volume flux of source 

fluid feeding the head. At such a section, these parameters are expressed as H' and U'. 

Hs and Us are used to refer to the layer height and velocity near the source at the inlet 

edge. 

Quantification of the velocities and vertical scales of a gravity cunent flow is 

necessary to detemine the densimetnc Froude number. Various definitions of this 

non-dimensional parameter have been previously described in Section 1.3.1. The 

results of each definition will be considered in later sections. Image analysis allows 

detemination of the mean, peak and spatial standard deviation of the fluid density 

excess of the gravity current head for various downstream positions. From this, the 

buoyancy flux of the gravity current head, B,, can be quantified. This information is then 

used to quantify the downstrearn dilution for the vanous surface conditions. 

Lengths, times and velocities for the smooth-surface flows will be 

non-dimensionalized, or normalized, using the reference scales defined in Section 7 -3.1. 
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Repeated here, they are: d,,=(Q21g',)'n for lengths; ~,=(WgDsZ)'" for times and 

u ~ ~ ~ = ( ~ ' ~ Q ) ' "  for velocities. As pointed out, these scales are functions of the parameters 

that completely define the source strength, Bs=g'sQ, but were developed for 

smooth-surface flows only. The buoyancy flux of the head, B,, is norrnalized as a 

fraction of the source buoyancy fux, Bs, to define the head buoyancy flux fraction, B, 

where B=BJBs. An alternate approach for nonnalizing rough-surface fiow data witl be 

discussed in a later section. 



CHAPTER 5 

SMOOTH-SURFACE FLOW RESULTS AND DISCUSSION 

5.1 Gravity Current Spread Rates 

Figure 19 shows a typical time history of the gravity current head frontal position 

resulting from a frame-by-frame analysis of the video record. In this case, the flow is 

over a srnooth surface (h,=O) with (Ap/p& = 0.03 and a source buoyancy flux, B,, of 

312 cm3/s3. The figure shows the head frontal position plotted against the elapsed 

advance time. The data points indicate that there are three distinct flow regimes as 

described by Didden and Maxworthy (1 982), Chobotov et al. (1 987), Chan et al. (1 993) 

and others. 

The first regime lasts for a short time at the beginning of the flow. During this 

period, the gravity current is observed to accelerate to some constant frontal velocity 

which is the primary feature of the second flow regime. As described in Section 1.3.1, 

this colistant velocity flow is govemed by a balance between the inertial and buoyant 

forces. The characteristic linear relationship which defines the advance rate for this 

inertial-buoyant regime is indicated on Figure 19- 

At some downstream point, it is observed that the data points begin to diverge 

from the linear, constant velocity trend. Downstream of this point, viswus forces 

become increasingly more significant and replace the inertial forces in the balance with 



buoyancy. This is known as the viscous-buoyant regime in which the fiow is observed to 

decelerate as it advances further down the channel. 

The spread rate equation for the inertial-buoyant flow regirne, Equation 1-5, 

indicates that X=f(t) with X=O at t=O. Due to the initial acceleration experienced by the 

flow, however, the linear relation indicated by the data in the inertial-buoyant regirne of 

Figure 19 does not satisfy this initial condition. It becomes necessary, then, to 

extrapolate this iinear relation back to the X=O axis to yield a time offset which can be 

subtracted from the original video time record. This time axis shift corrects for the initial 

acceleration period and forces the initial condition of X=O at t=O. Accordingly, the X-t 

data for each test was treated in this manner to compensate for the initial flow 

acceleration regime. 

Figure 20 shows the results of this procedure for the three smooth-surface tests 

in which (Ap/pas = 0.01, 0.03 and 0.05. In this figure, the data for the initial flow 

acceleration is not shown. Lines are fitted to the data to highlight the inertial-buoyant 

regimes of each flow and to emphasize the degree of divergence in the data for the 

viscous-buoyant flow regime. The inertial-buoyant1viscous-buoyant transition position is 

indicated for each flow. 

The first thing to note from this data is that, in the inertial-buoyant flow regime, 

the dope of the X-t Iine, dX/dt, is the constant head frontal velocity, u,=C(gl,Q)'". This 

spread rate is observed to increase with increasing fiuid density excess, (Ap/pJs. This 

trend is expected since the dn'ving buoyancy flux is directly proportional to the fluid 

density excess. Mean head frontal velocities of 4.3, 6.3 and 7.2 cmls were observed in 



the inertial-buoyant flow regime for smooth-surface gravity cunent flows with initial 

density excesses of 0.01, 0.03 and 0.05, respectively. 

Figure 21 shows this same data normalized using the characteristic length and 

time scales, dREF and b,,, described in Section 1.3.1. In this representation, the 

smooth-surface spread rate data collapses ont0 a single line with relatively little scatter. 

The dope of this line is, therefore, the normalized frontal velocity, u,", which is the 

constant, C, in the dimensional spread rate equation (Equation 1-5) previously 

presented. It has a value of 0.91+/-0.02 for the inertial-buoyant regime and appears to 

be independent of the fluid density excess over the range tested. In another 

presentation, Figure 22 shows u,', as calculated from the spread rate equation, plotted 

against X*. This data highlights the constant velocity, inertial-buoyant flow regime. 

As noted in Section 1.3.1, this normalized frontal velocity is the densimetric 

Froude number based on the head velocity and the source conditions, g', and Q. The 

results of the smooth-surface tests presented here agree reasonably well with those of 

other authors. Chobotov et al. (1987) concluded that, over a range of Reynolds numbers 

of 1000-3000, this Froude number varied from 0.75-0.85. Chan et al. (1993) proposed a 

value of 0.89 for this constant for the Reynolds number used in the present work. 

Zukoski and Kubota (1988) proposed a value of 0.9. 

Figures 21 and 22, also, indicate that the normalized downstream position, )C*, at 

which the inertial-buoyant/viscous-buoyant transition is obsenred to occur is 82+/-ô. This 

agrees very well with Chan et al. (1993) who concluded that this transition occurs at a 

value about 88+1-11 for Reynolds numbers, Re=Wv, greater than apptoximately 1000. 



For Reynolds numbers of approximately 1000 and less, their data exhibits slightly more 

scatter. This transition, however, does not occur abruptly but gradually over a region. 

By p!otting the X* versus t* data on a log-log scale, the functional relationships 

between position and time can be shown for the inertial-buoyant and viscous-buoyant 

smooth-surface flow regimes. Figure 23 shows that, as expected. the inertial-buoyant 

regime is described by a line with a slope of 1.0 indicating that X is a linear function of t. 

Beyond the transition region, theory and expriment on viscous spreads (Didden and 

Maxworthy, 1982, Huppert, 1982) have shown that the trend of the data points should 

tend towards a dope of 0.8. The present data indicates a value of approximately 0.85. 

However, as transition does not occur abruptly, it is conduded that insufficient channel 

length preckides a value of 0.8 from being reached. 

5.2 Head and Layer Thicknesses 

The turbulent shear mixing at the currenüarnbient fluid interface generates 

waves and billows at the upper boundary surface of the head. Despite the downstream 

variability of the gravity current head height, h,, due to these disturbances, an attempt 

was made at measuring it to quantity the head's characteristic shape. The head height is 

an important parameter cornmonly used in the literature, as has already been described, 

to define the Reynolds and Froude numbers of the flow. 

Figure 24 shows the norrnalized gravity current head height, h,', as a function of 

the normalized downstream position, X*, for the three smooth-surface flows. The data 

collapses reasonably well indicating that the normalized head height is independent of 



the muid density excess over the range investigated- In addition to this, the nomalited 

head height appears to be independent of X* over the length of the channel and has a 

value of approximately 2.20~-0.14. Data for the gravity cunent head height, nomalized 

in the manner used here, is not often reported in the literature. Chan et al. (1993). 

however, reported a value of 1.59 for this characteristic parameter. 

It is not clear, at this point, exactly how the differenœ between these values 

should be accounted for except that interpretation of the measurement of h, can Vary 

significantly due to the billowing action at the upper surface of the gravity current's head. 

As will be shown, the current layer height immediately behind the head is approximately 

equal to the characteristic length scale, dm,,. Observations by Keulegan (1958), 

Wilkinson and Wood (1972) and Chobotov et al. (1987) suggest that the height of the 

head is about twice that of the layer behind it. A value of approximately 2 for h,' when 

norrnalized using dREF is, therefore, not unreasonable. 

The height of the ambient fluid, h,, has been obsewed to play a role in gravity 

current flow dynamics. It has been shown by Chobotov et al. (1987) and Wilkinson and 

Wood (1 972), however, that for fractional current head depths, hdh,, of the order of 0.1, 

the influence of the free surface of the ambient fluid is negligible. In the smooth-surface 

tests reported here, this fractional height is less than 0.1. For flows over the roughest 

surfaces, the fractional height, in this work, is of the order of 0.2. Consequently, it is 

believed that the free surface has a minimal effect on the fiow dynamics over the range 

of flows studied here. 



In addition to the head height, the source layer height immediately behind the 

head, H', was measured for each smooth-surface test- In Figure 25, a plot of H" versus 

X* shows that this normalized height is independent of downstrearn position and has a 

value of 0.93+1-0.02. As was the case with measurements of h,, however, variation in 

this data can be attnbuted to the wavy action of the layer immediately behind the head. 

In addition, Figure 25 indicates that the normalized source layer height here is 

very close to the characteristic length scale, dREF, and that it is independent of the 

source fluid density excess, (ap/p~,. Chan et al. (1993) reported that H" decreases with 

increasing X' in a linear fashion by approximately 20% over a normalized distance of 

140. No such trend was observed in the present smooth-surface tests. It is interesting to 

note, however, that the value of H" reported here is very close to the initial value of 0.85 

reported by Chan et al. 

Consequently, the ratio of the head height to the height of the layer immediately 

behind the head, (h JH')', is found to be 2.38~-0.21 for the smooth-surface tests. 

Keulegan (1958) reported this value to be 2.16. Other authors such as Wilkinson and 

Wood (1972) and Chobotov et al. (1987) reported this ratio to be approxirnately 2. 

Considering the variability in the measurements of these heights, the present data 

agrees reasonably wetl with the Iiterature. The primary conclusion, however, is that for 

smooth-surface flows the general shape of the gravity cuvent head remains unchanged 

as it progresses down the channel. 

Figure 26 shows the height of the source layer, H,' measured at a fixed position 

near the channel inlet edge (x=30 cm, xe=14, 19, 22 for (Ap/pJs = 0.01, 0.03, 0.05, 



respectively) as the grav-ity cunent flow progressed d o m  the channel. Measurement 

started immediately after the head passed the fixed measuring position. The initial data 

point, therefore, represents the height of the source layer immediately behind the head, 

H'*. lt can be seen that this initial measurement agrees well with that of Figure 25. 

Unlike the layer height, Hm, immediately behind the head, however, Figure 26 shows 

that the layer height at a fixed position near the inlet edge grows as the current 

progresses down the channel such that Hs* = f ( X* '" ). 

This layer growth near the inlet edge is expected, however, and can be 

explained as follows. The total viscous retarding force between the gravity current and 

its surroundings is a function of contact area and, therefore, increases as the current 

gets longer. It can, thus, be reasoned that the growth in the source layer near the inlet 

edge is necessary to produce the additional hydrostatic pressure head required to drive 

the flow against the increasing friction at the lower solid boundary. This conclusion was 

also presented in the work of Chan et al. (1993). 

Didden and Maxworthy (1982) and Huppert (1982) have shown that this viscous 

force is primanly due to the shear stress at the solid boundary and that the shear stress 

at the currentfambient fluid interface is negligible for a bottom flowing current. Further, 

their results showed that the viscous stress due to contact with the sidewalls can be 

safely neglected for ratios of channel width to layer height, w/H, greater than about 5. 

This ratio was found to be at least 10 for the tests performed here. 

If the growth of the source layer is recorded for various downstream positions, a 

profile of the gravity current source layer can be obtained for a fixed point in time. Figure 



27 illustrates this shape for a gravity current with a I0h source fluid density exœss 

flowing over a smooth surface. The profile represents a snapshot of the source layer at 

a normalized time, t*, of 11 3. At this tirne, the head frontal position, Xe, is approxirnately 

100 so that this particular current stretches over approximately 90% of the channel 

length. 

As expected, the interface between the gravity current and arnbient fiuids is 

sloped slightly downward toward the head. For the particular test shown, the slope is 

approximately 0.4%. The first point measured is near the inlet edge where the source 

layer height agrees with H,', as shown in Figure 26. It is observed that there is good 

agreement between this data point and that of Figure 26 for X' = 100. The last point 

measured represents a position just behind the gravity current head where the layer 

height is that indicated by H'" in Figure 25. This point agrees well with the source layer 

height measured just behind the head as indicated in that figure. 

5.3 Gravity Cuitent Reynolds and Froude Numbers 

In the previous two sections, the frontal velocity and characteristic heights of the 

smooth-surface gravity current were examined. With this information and that of the 

source strength, values of the various forms of the Reynolds and Froude nurnbers 

previously discussed can be determined. 

In Section 3.2, it was suggested that, fundamentally, it would be better to base 

the gravity current Reynolds number on some combination of the source layer velocity 

and the source layer height where Q=UH=U'H'=USHs. Since the source injection rate, Q, 



is measured independently of the gravity current flow, direct measurement of the source 

layer velocity and its height is, therefore, not required to establish the Reynolds number. 

For this reason, as previously noted, the definition of the Reynolds number used here is 

Re = Wv. 

m e n  the data for u,' and h,* frorn Figures 22 and 24 is used to calculate the 

gravity current Reynolds nurnber according to the definition used by Simpson and Britter 

(7979). it can be shown, that 

where uREFdREF=Q. This suggests that the Reynolds number definition based on the head 

frontal velocity and height yields a value twice that given by the definition based on the 

source injection rate, Q. 

Consequently, a Reynolds number of 1000, as defined in the present 

experiments (Re=Wv), is equivalent to a Reynolds number about 2000, as defined in 

terms of the characteristic shape of the head (Re=u,hJv). Hence, as descnbed in 

Sections 1.3.1 and 3.2, turbulent characteristics will exist within the head structure and a 

Reynolds nurnber independence will be observed (Schmidt, 191 1, Keulegan, 1949, 

1957, 1958, Simpson and Britter, 1979). This is confimed by observation of the flow 

structures. 



8ased on the gravity curent head height and frontal velocity, the Froude number 

is given by Equation 1-3. Using the characteristic length and velocity scales and 

recognizing that u,l(g',d,)lR =1, it can be expressed in a nomalized fom as 

The present data for u2* and h2*, as indicated in Figures 22 and 24, yield a value of 0.61 

for this definition of the Froude nurnber which is in good agreement with reported values 

in the literature. Keulegan (1958) proposed a value of 0.705 for this fom of the 

parameter while Middleton (1966) and Wnant and Bratkovich (1977) concluded that the 

value was closer to 0.66 and 0.62, respectively. 

With reasoning as before, the Froude number can also be expressed in terms of 

u, and H' such that, in norrnalized form, 

N t h  the value of H" indicated in Figure 25, this definition yields a value of 0.94 for the 

present work which is in good agreement with the value of 1.04 reported by Keulegan 

(1958). Simpson and Britter (1979) reported a value of approximately 1.1- 

As with the Reynolds number, the Froude number could be based on some 

combination of the source layer velocity and its height such that 



It becomes necessary, however, to have information about both U and H or, since U 

cannot be measured directly, about Q and H. By continuity, any U and H combination 

would sufice such as Us and H, or U' and H'. 

As was shown in Figure 26, however, the layer height, Hs, at a fixed position 

near the inlet, grows as the gravity current progresses down the channel. Consequently, 

the corresponding velocity, Us, decreases to maintain a constant 0, implying that the 

source Froude number decreases as the head progresses down the channel. In fact, the 

Froude number measured at any fixed downstream position would be observed to 

decrease with time as the source layer fiuid passes by and the layer height grows at that 

point. It appears, therefore, that Us and Hs may not be a very practical choice for the 

definition of the Froude number. 

If, however, the definition is based on the source layer height and its velocity 

measured immediately behind the head, the Froude number would be observed to be 

constant. Recall from Figure 25 that H" was observed to be constant with downstream 

position. In this case, the Froude number is measured with respect to a section that 

moves with the gravity current head rather than one that is tocated at a fixed 

downstream position. 



Bâsed on U' and H', then, the Froude number, when normalized, would be given 

as 

recognizing, again, that ~ ~ ~ J ( g ' ~ d ~ ~ ~ ) ' " = l  and that U"H"=U'H'/u,,d,,,=l. Using the 

constant value of Ha' shown in Figure 25 as 0.93, this Froude number definition yields a 

value of 1.12. No reported values based on this definition were found in the literature. 

As previously noted in Section 5.1, a Froude number can be fonned by 

normalizing the frontal velocity u, with the characteristic velocity scale, u,,,, such that 

The advantage of this fom is that it is based on the measured frontal velocity, the 

controlled volumetric injection rate and the source fluid density exœss. It is not a 

function of the geometry of the gravity current structure. This is the Froude number fom 

adopted for this study. Recalling Figure 22, the Froude number, based on this definition, 

is found to be constant with a value of 0.91 +/-O.OZ for the smooth flow, inertial-buoyant 

regime. As previously indicated, this agrees well with the findings of Chobotov et al. 

(1 987), Chan et al. (1993) and Zukoski and Kubota (1988). 



5.4 Downstream Mixing in SrnoothSuifrce F low 

The gravity current head can be thought of as a mixing machine attached to the 

leading edge of the dense source fluid layer that flows under a deeper ambient layer of 

lighter fluid. Any mixing between these two fluids, then, is assumed to onginate within 

this "machine". Necessarily, this mixing process results in the production of an 

intermediate density mixture of fluid that is transported out of the head and left behind it 

as the fiow advances down the channel. 

Recalling the work of Wnant and Bratkovich (1977) and referring to Figure 5, 

conservation of the buoyancy flux of the head, BH, and, thus, the mean fluid density 

excess of the head, (Ap/p& requires that the net mass flux out of the head be zero as 

the current progresses down the channel. Consequently, the sum of the mass fluxes of 

the dense fluid into the head frorn the source layer and the lighter fluid entrained into the 

head from the ambient layer must equal that of the mixed fluid leaving the head- If 

perfect rnixing is assumed to occur in this machine, the density of the mixed fluid leaving 

the head would be the mean density of the fluid within the head. 

The variation of the gravity current head buoyancy flux fraction, B. with 

downstream frontal position is shown in Figure 28 for the three smooth-surface tests. 

The head buoyancy flux fraction represents the buoyancy flux strength of the head as a 

fraction of the source buoyancy flux strength. This is the same as the mean head nuid 

density excess fraction. The data shows that there is weak dependenœ on the source 

buoyancy flux and, thus, the source fluid density excess. In the initial constant velocity, 

inertial-buoyant stage of the flows, however, a pseudo steady-state is observed to exist 



and the mean fluid density excess in the head is nearly conserved. For this condition, 

the mean head buoyancy flux fraction has a value of approximately 0.451-0-04. This 

indicates that the mean head fluid density excess is approximately one half that of the 

source fluid and, thus, the rnass fluxes of the source and ambient fiuids into the head 

are closely balanced. 

An estimate of mean velocity in the layer immediately behind the head, U", can 

be made using the estimate of H'* determined from Figure 25. In doing this, inviscid slip 

conditions are assurned to exist at the current/ambient fiuid interface and at the bottom 

wall such that the velocity profile in the source layer is uniforrn. It was noted in Section 

5.2 that the shear stress at the fluid interface is negligible for a bottom flowing cunent 

when compared to that at the wall. Additionally. for the inertial-buoyant regime, viscous 

effects at the wall are not yet significant. 

Recalling that Q=UIH' and that U1*H'*=I, it follows that U1*=I -08 when H"=0.93. 

Hence, the mean velocity ratio, U'lu,, for the present smooth-surface expenments is 

observed to be approximately 1.19, This confirrns that the velocity in the source layer 

just behind the head is greater than that of the head itself. This relationship is necessary 

to provide the dense fiuid required to fuel the mixing process within the head. Without it, 

the head structure would be quickly diluted by the ambient fluid entrained into the head. 

Measurements made by Simpson and Britter (1979) show this velocity ratio to be 

1 .16+/-O.O4. 

The mean overtaking velocity at which this dense fluid enters the head, (U'-uJ, 

can be used to estimate the volume flux of dense fiuid entering the head from the 



source layer, Q' (this is Q, as described by Winant and Bratkovich and Figure 5). When 

norrnalized as a fraction of the total volumetnc source flux, Q, it follows that 

Equation (5-7) shows that approximately 16% of the total source flux, Q, enters 

the head region from the source layer immediately behind it. Sinœ the density of the 

fluid entering the head is assumed to be the same as that of the source fluid, this result 

is in very good agreement with measurements of Winant and Bratkovich (1977). They 

reported that the mass fiux of dense fluid flowing into the head from the source layer is 

approximately 15% of the total source flux, Q. 

In these smooth-surface flows, ambient fluid is entrained into the head structure 

almost entirely by shearing at the upper surface of the head (Simpson and Britter, 

1979). This action is associated with Kelvin-Helmholtz waves and billows, initiated by 

the velocity and density gradients at the intruding head/arnbient fluid interface. Simpson 

and Britter (1979). also, pointed out that a volume of lighter ambient fluid can be 

entrained into the head by k i n g  overrun by the structure. The effect of this influx of 

lighter fluid on the mixing, however, was reported to be negligible. In later sections, it will 

be shown that this volume of lighter fluid plays a much greater role in the overall mixing 

and dynamics of flows over rougher surfaces. 

As the smooth-surface flows represented in Figure 28 move into the 

viscous-buoyant regime beyond about Xe=82, the head buoyancy flux fraction is 



observed to drop off in close proportion to with very little dependence on the 

source fiuid density excess. This decrease indicates that the flux of dense fluid into the 

head from the heavier flowing source layer becomes increasingly less than that of the 

Iighter ambient fluid into the head. Steady state no longer exists. This is consistent with 

the increase in viscous shear effects that characterize this flow regime. More dense fluid 

is tumed back in the growing no-slip boundary layer and, consequently, less heavy 

source fluid is available to feed the head and balance the influx of lighter ambient auid- 

The amount of dilution reported in Figure 28 over the full channel length, 

however, is still relatively small when compared to that obsewed in the rough-surface 

flows to be considered in later sections. Comparatively speaking, the viscous shear at 

the smooth wall does not have a very signifiant effect on the overall head dilution. 

Consequently, models that assume that the buoyancy flux of the head is consend, as 

proposed by Didden and Maxworthy (1982) and many others, provide reasonable 

approximations of flows over smooth surfaces. 

Thus far, mixing in the head was assumed to occur perfectly such that the head 

fluid density profile is spatialiy uniforrn and equivalent to the mean for al1 positions and 

times. This is not typical of real flows, however. Large spatial and temporal fluctuations 

in the head density are observed to occur within the gravity current throughout its 

advance. The locations and times of these fluctuations are nearly impossible to predict 

but an understanding of the variability of the mean head fluid density excess is 

extremely useful. 



Figure 29 shows a typical five-contour buoyancy fiux fraction profile for the head 

of a gravity current flowing over a smooth surface with (Ap/p& = 0.01 and X*=40. As 

expected, strong density gradients exist near the currentlarnbient fiuid interface and 

billowing waves flow over the head. Note the strong penetration of the dense source 

fluid layer into the central head region. For the same test and position, the fraction of the 

total head area occupied by a given buoyancy flux fraction is given in the histogram of 

Figure 30. The distribution is relatively uniform over the head section with a slight 

depression about the mean of 0.49. 

For downstream, smooth-surface flows, the spatial variation of the buoyancy fiux 

fraction within the gravity current head is quantified in Figure 31 in ternis of the 

peaWrnean and standard deviationlmean ratios. This figure indicates that, within the 

head, localized values of the buoyancy flux fraction reach levels two to three times 

greater than the overall mean values for the head. Over the region of the gravity current 

head, the spatial standard deviation of the buoyancy flux fraction is observed to be as 

much as 65-95% of the mean values. 

As the flow moves into the viscous-buoyant regime, these ratios for the 0.03 and 

0.05 fluid density excess tests appear to increase in proportion with the square root of 

X' as flow deceleration and mixing increase with further downstream position. There is 

insufficient data in the viscous-buoyant regime, however, to support this conclusion for 

the 0.01 fluid density excess test. 
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Figure 19. Typical time history of the gravity current head frontal position resulting 
from a frame-by-frame analysis of the video record. The data represents 
a smooth-surface flow with a source fluid density excess of 0.03. 
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Figure 24. Downstream variation of the gravity current head height for smooth-surface 
flows with source fluid density excesses of O.01,0.03 and 0.05. 
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Figure 26. Variation of the source layer height measured at a fixed channet position near 
the inlet edge as the head progresses down the channel for smooth-surface 
fiows with source fluid density excesses of 0.01,0.03 and 0.05. 
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Figure 31. Variation of the peaWmean and standard deviationtmean ratios of the gravity 
cuvent head buoyancy flux fraction with downstream frontal position for 
smooth-suiface flows with source fluid density excesses of 0.01. 0.03 and 0.05. 



CHAPTER 6 

ROUGH-SURFACE FLOW RESULTS AND DISCUSSION 

It should be emphasued, at this point, that the gravity current flow theory 

discussed in Chapter 5 was developed for flows over smooth surfaces only. It was not 

intended to apply to flows over rough surfaces such as the two-dimensional, 

beam-roughened surfaces used in this work. It is of interest, therefore, to detemine how 

well, or how poorly, this smooth-surface gravity current flow theory extends to these 

rough-surface flows. 

6.1 Experimental Results for RoughSurface Spread Rates 

The log-log plots of Figures 32 - 35 show the norrnalized gravity current frontal 

advance data for each of the rough-surface fiows. In these figures, the frontal advance 

rate appears to be slightly dependent on the source fluid density excess, (Ap/pJs, 

particularly for the flows over the larger roughness element scales. 

It is concluded that this fluid density excess dependency increases as the 

surface roughness increases and can be attributed to the greater tendency for the 

heavier flows to fil1 the spaces between roughness elernents as they are passed over. 

Figures 32-35 for the rough-surface flows should be compared to Figure 23 for the 

smooth-surface flows in which this fluid density excess dependency was not found to be 

significant. 



In each of these figures, the inertial-buoyant regime is indicated by a line with a 

dope of unity. The y-intercept of this line at t'=1 represents the initial constant frontal 

velocity, u;, observed in the inertial-buoyant flow regime for each surface roughness. In 

companng Figures 32-35, it becomes a2parent that u,' is significantly infiuenced by the 

roughness element scale. 

This dependency is shown in Figure 36 in which the roughness element scale is 

nomalized by forming the ratio of the roughness height to the height of the source layer 

above the roughness elernent height, hd(H'-h,). In this figure, the initial frontal advance 

velocity is defined as the slope of the spread rate curve at t'=O. It is observed to fall off 

in what appears to be a linear fashion with increasing surface roughness scale such that 

~,'=0.91 -0.14[hd(H1-hd). 

The transition to the viscous-buoyant flow regime is afso apparent in Figures 

32-35 indicating that it does not occur at a fixed point but rather over a region. It 

appears that the downstream distance to the position where this transition begins is 

significantly reduced for flows over the rough surfaces in companson ta the 

smooth-surface flows. Figure 37 shows the observed transition position as a function of 

the surface roughness. Moving from the smooth-surface data to that of the smallest 

roughness element tests produces more than a 50% decrease in the distance to the 

transition position. Increasing the surface roughness to the largest scale tested further 

decreases this distance only slightly. 

Beyond the transition regions in Figure 32-35. the slopes of the Iines represent 

the spread rate exponents that describe the decelerations of the flows for the 



viscous-buoyant spread rate equation. Recall that the smooth-surface theory presented 

shows that this exponent should be 0-8- Figure 38, however, shows that this exponent 

decreases with increasing surface roughness, falling approximately 10% over the range 

of roug hness tested. 

Three general conclusions can be drawn from the results of Figures 36-38 

regarding the effects of surface roughness on gravity current spreads. First, rougher 

surfaces tend to decrease the initial constant frontal advance velocity of the flow. 

Second, they give nse to gravity currents that are dominated by viscous effects much 

earlier in their dispersion. Third, once viscous effects becorne significant, the rough 

surfaces tend to decelerate the flows much more quickly than the corresponding smooth 

surfaces. 

These effects are primarily due to the increased boundary shear stresses that 

are associated with the rougher surface flows. Consequently, the rough-surface flow 

data deviates significantly from that predicted by the smooth-surface theory presented. 

Clearly, then, the normalized spread rate equations for smooth-surface flows are 

inadequate for describing flows over rough surfaces. They over-predict the advance 

rates and, therefore, should te re-defined to apply to a wider range of surface types. 

6.2 Rough-Surface Spread Model Devetopment 

Based on observations of the video records and the results of Figures 36-38, it is 

concluded that the gravity cunent spread rate is significantfy dependent on the surface 

roughness in both the inertial-buoyant and viscous-buoyant flow regimes. It is proposed, 



then, that surface roughness affects the gravity cunent advance through a combination 

of two mechanisms, leading to reduced frontal velocities and flow deceleration. 

The first is associated with the roughness elements, or rather the spaces 

between the elements. These spaces, in effect, facilitate an entrainment mechanism by 

which iighter ambient fluid is able to be introduced into the gravlty current layer. The 

mixing of this additional ambient fluid into the gravity current layer results in a reduction 

in the layer's fiuid density excess and, therefore, its buoyancy flux. This, then, leads ta a 

lower frontal velocity than would have been obsewed for a conesponding 

smooth-surface flow. 

The second mechanism is a function of the friction at the lower solid boundary. 

As expected, shear stresses between the gravity current and the floor are obsewed to 

increase with larger roughness elements and downstream position. These increased 

stresses result in appreciable flow deceleration. Each of these mechanisms will be 

discussed in detaii in the following paragraphs. 

Before proceeding to a rough-surface spread rate model, though, it is important 

to understand the model upon which the smooth-surface spread rate equations, 

Equations 1-5 and 1-6, are based. Figure 39 a) illustrates a very simple slab model of a 

gravity current layer of height, H', flowing over a smooth floor, h,=O. The head structure 

is neglected in this analysis so that there is no height distinction between it and the 

flowing source layer. Accordingly, mixing at the head is neglected. 

This is a reasonabfe assurnption for smooth-surface flows as was concluded 

from Figure 28 and discussed in Section 5.4. Also, as previously indicated in Section 



1.3.1 ., work by Simpson and Britter (1979) shows that, for smooth surfaces, the amount 

of ambient fluid entrained into the head, as it is ovemn by the advancing layer, is very 

small. In addition, mixing is considered to be negligible across the upper horizontal 

interface between the more dense source fluid and the lighter ambient fluid where the 

structure is gravitationally very stable (Ellison and Turner, 1959). The vertical density 

profile across the layer, then, is assurned to be uniform with a mean layer density, p,, 

equai to the source fiuid density, p,. 

Consequently, the density of the layer is conserved as it progresses to the left in 

Figure 39 since no ambient fluid is entrained into it. The buoyancy flux of the layer that 

drives the flow, therefore, is constant with a strength equal to the source buoyancy flux. 

This description has been the basis for the srnooth-surface flow theory presented thus 

far where, by Equation 1-5, the flow has a constant frontal velocity in the inertial-buoyant 

regirne and, by Equation 1-6, the flow decelerates due to viscous effects in the 

viscous-buoyant regime. Based on the experimental results of Section 6.1, however, it is 

clear that, without modification, this theory does not extend to the rough-surface flows 

studied here. 

The entrainment mechanism associated with the spaces between the roughness 

elements is described using the model illustrated in Figure 39 b). f o r  flows over 

two-dimensional, square-beam roughened surfaces as presented here, analysis of the 

video record indicates that the gravity curent tends to ride along the top of the 

roughness elements as pictured in Figure 40. In this model, note that the layer height, 



Hl, is still measured from the smooth fioor at y=O, however, and mixing across the upper 

horizontal interface is still assumed to be negligible. 

Consequently, for any time, t, and position, X, there is a volume of gravitationally 

unstable fluid of density p, that becornes trapped in the spaces between the roughness 

elernents as the layer advances over them. This fluid subsequently mixes with the 

advancing layer fluid so that the layefs mean density and buoyancy flux strength 

decrease to levels less than those for the corresponding smooth-surface flow. 

Indications of the mixing between these two fiuids can be observed in Figure 40 where 

packets of lighter fluid are observed to rise out of the roughness element spaces and 

into the gravity current layer. This mixing mechanism is not present in smooth-surface 

flows to a significant extent. 

The exchange of fiuid between the layer and the roughness element spaces is 

highlighted in Figure 41. As the heavier gravity current flows along the top of the 

roughness elements, some fluid at its lower boundary is sheared off by the top of the 

roughness elements. This heavier fluid, then, drops down the wall of the roughness 

element and creates a circulation within the space. 

While mixing occurs within the roughness space, some of the lighter fluid is 

forced out to be mixed into the layer above. The video record indicates that this fluid 

enters the head from the roughness spaces with no initial horizontal momentum. 

Consequently, the horizontal momentum of the flowing layer is reduced somewhat as 

the mass of lighter fiuid is acceierated and canied along with the flow. Eventually, the 



lighter fluid trapped in the roughness spaces is observed to completely mix with the 

heavier layer fluid passing over the roughness anay. 

For a smooth-surface flow, it was concluded that it was reasonable to base the 

buoyancy flux of the gravity current layer on the source fluid density excess- For a 

rough-surface fiow, however, the buoyancy Rux of the layer that results from the 

rough-surface entrainment mechanism just described will be somewhat less than that 

for the corresponding smooth-surface flow. From this, a rough-surface reduced gravity 

term can be defined for the gravity current layer such that 

ln this relation, a is the buoyancy flux reduction factor that accounts for the 

decrease in the mean layer density that results from the mixing between the heavier 

layer fluid and the Iighter ambient fluid trapped in the roughness element spaces. As 

previously defined, g', is the reduced gravity terni based on the source fluid density 

excess. Note that this entrainment mechanism applies to both the inertial-buoyant and 

viscous-buoyant flow regimes. 

As g"= a go,, it follows that the buoyancy flux reduction factor, a, is simply the 

ratio of the rnean fluid density excess of the layer, (Aplpd,, to the source fluid density 

excess of the flow, (Ap/p& Refemng to Figure 39 b), the mean fiuid density of the 

layer, p,, would be the density that would result from the complete mixing of the layer 

fluid, p,, with the ambient fluid in the roughness element spaces, p,, for a given 



downstream position, X. Based on the assumptiion of wmplete mixing and on the 

geometry indicated in Figure 39 (b), the following expression for a can be obtained: 

Note that a is simply a function of the normalized roughness element height 

previously used in Section 6.1 and Figures 36-38. It represents the fraction of the source 

fluid density excess that the gravity cunent layer's fluid density excess would be if 

complete mixing between the layer fluid and the lighter fluid trapped in the roughness 

element spaces were to occur. Note that for smooth-surface flows with h,=O, a will have 

a value of 1 and the layer fiuid density excess would be that of the source, allowing the 

smooth-surface flow theory to be used as descnbed. 

Figure 42 shows the dependence of a, in terms of (l-a)/a, on the nonnalized 

roughness element height, hd(H1-hd. As expected, the fluid density excess of the layer 

in a rough-surface fiow is inversely proportional to the roughness scale and decreases 

with the greater amount of layer dilution associated with the large? roughness elements. 

The second mechanism that affects the downstream flow of the gravity current is 

associated with the viscous-buoyant regime only and leads to flow deceleration. This 

behaviour is a function of the friction generated at the solid boundary between the fluid 

and the wall. To accurately predict the behaviour of such flows, an appropriate friction 

rnodel must be incorporated into the spread rate equation. For smooth-surface flows, 

Equation 1-6 uses the kinematic viscosity of the fluid to accaunt for the viscous effects 



that lead to the flow deceleration in this regime. However, as concluded in Section 6.1, 

this rnodel is not adequate for flows over the roughness anays used here. 

Similar to the approach used by Didden and Maxworthy (1982) to derive 

Equation (1-6), a rough-surface, viscous-buoyant force balance leads to a spread rate 

equation in which the wall shear stress rnust be evaluated in terrns of the surface 

roughness. The logarithmic law for the velocity distribution in the completely-rough 

regime (Eq. 20.32a. Schiichting, 1979) can be used, then, to evafuate the rough wall 

condition, leading to a different exponent for time in the spread rate equation than was 

used in Equation (1-6). 

The difficulty here, though, is that rough surface flows of the type studied can 

behave in one of two ways depending on the geometry of the roughness configuration. 

As descn'bed by Peny et al. (1969), these flows can fall into the category of either 

"k"-type or "d''-type rough wall flows, distinguished by the significant length scale 

involved (k is the roughness scale and d is the bulk flow scale). Consequently, 

extrapolation of the "law of the wall" into the roughness region becomes ditficult without 

prior knowledge of the flow characteristics. 

ln either type of flow, though, Perry et al. (1969) indicate that the bulk outer flow 

occurs over the top of the roughness array which can then be likened to a smooth 

surface with a senes of depressions or grooves within which the outer flow generates 

vortices. This flow description closely fits the flows observed in the present work such 

that the roughness anay is, now, not subrnerged entirely in the gravity current flow but 



rather influences the flow only in a namw sub-layer region near the top of the 

roughness array. 

Unfortunately, there is a lack of data from the present work to evaluate the flows 

in ternis of "k"-type and "dW-type flows and, thus, properîy extrapolate the "faw of the 

wall". In this situation, then, the effects of the roughness on the bulk flow can be 

accounted for by using a modified, or "effective" fluid viscosity, v,,,, as concluded by 

Nikuradse (1933), allowing Equation 1-6 to be modified as follows: 

Here, k is a constant, g" is the reduced gravity terrn modified for rough-surface flows 

and v,, is the effective rough-surface viscosity. In effect, this is the equivalent fluid 

viscosity that will produce the same frictional effects in a smooth-surface fiow that would 

exist in a rough-surface flow with the working fiuids used here. The task, then, is to 

define the effective rough-surface viscosity in terrns of the roughness element scale. 

Newton's equation of viscosity shows that the shear stress. r, developed in a 

fluid flow at a solid boundary is proportional to the local velocity gradient. du/dy, 

measured normal to the wall. The proportionality constant, in this case, is the fluid 

viscosity. The equation shows that 



Borrowing from the general theory for friction in a fluid flow and using 

dimensional analysis, it can be shown (Daugherty et al,, 1985) that the shear stress is 

also proportional to the square of velocity. Using the mean layer velocity, U, as the 

appropriate velocity scale and defining the friction coefficient, ç, as the proportionality 

constant, this relationship is given as 

Holding the two preceding expressions for shear stress equal, then, leads to a 

useful definition of the effective rough-surface viscosity. As a rough first approximation, 

the vertical velocity profile in the gravity current layer is assumed to be linear with a 

mean layer velocity of U such that duldy = 2UIH with the conditions that u=O at y=O and 

u=2U at y=H. Noting that the flowrate in the gravity current layer is given by Q=UH, the 

effective rough-surface viscosity is, then, detemined to be 

from which an effective rough-surface gravity current Reynolds number would be 



A mean value of the friction coefficient can be evaluated using the work of Mills 

and Hang (1 983) who developed an empirical expression to relate the friction coefficient 

to the roughness scale for fully rough flows over flat plates. The expression is given as 

where L is the plate length and k, is the equivalent sand grain roughness introduced by 

Schlichting and discussed by Coleman et al. (1984). 

The specific correlation for Schlichting's equivalent sand grain roughness for 

transverse square ribs, as used in this work, was developed by Donne and Meyer 

(1 977). It is given below using symbols consistent with the present work. 

This equation is applicable to roughness arrays in which the element pitch spacing, Sfd, 

or Slh,, is two, as in this work. To be dirnensionally correct, the variables must be in SI 

units of mm. 

Following this procedure, the value of h,=O for srnooth surfaces implies that the 

flow is inviscid because c, and k, approach zero as h, approaches zero resulting in an 

undefined effective Reynolds number. However, a smooth-surface friction coefficient 

can be found from Equation 6-6 since, for smooth surfaces, the effective viscosity 

shouid just be the viscosity of the working fluid. Wrth this value and Equations 6-8 and 



6-9, it can be shown that the effective smooth-surface roughness height required to 

satisfy the equations is very small compared to the roughness scales used and, 

therefore, can be taken as zero, Le., h,=O for the smooth-surface flows. 

By definition, the effective rough-surface Reynolds number is a function of the 

effective rough-surface viscosity and, by Equations 6-7, 6-8 and 6-9 above, an indirect 

function of the surface roughness scale. As shown in Figure 43, the effective 

rough-surface Reynolds number varies with the surface roughness scale according to a 

-1/3 power dependence. Accordingly, the effective rough-surface Reynolds number for 

the Iargest roughness scales is less than a third of the smooth-surface value of 1000. 

Wth this effective rough-surface viscosity approach and the modified definition of 

the reduced gravity terni for rough-surface flows, Equation 6-3 can be used to mode1 the 

spread rate in the viscous-buoyant regime for rough-surface flows as studied here. In 

agreement with traditional theory, then, flows over rougher surfaces with increased 

shear stresses can be treated in a manner similar to higher viscosity, lower Reynolds 

number flows over smooth surfaces. 

6.3 Normaliution of Rough-Surface Spread Rate Data 

It should be re-stated, at this point, that the normal~ation of al1 data, thus far, 

was done using the characteristic scaling parameters developed for smooth-surface 

flows described in Section 1.3.1. These parameters are a function of the reduced gravity 

term, g',, which is based on the source fluid density excess of the flow and the constant 

source flux rate, Q, only and do not account for surface roughness effects. 



Consequently, it is necessary to develop a new nonnakation method for rough-surface 

gravity current flows using the effective viscosity approach just developed. 

An appropriate method is one already used by Chen (1980) in which the 

characteristic length and time scales are similar to those already defined but which 

incorporate the gravity current Reynolds number to account for viscous effects. Chen 

defined these scales as R,=d,,Re and t,%,Re for length and time, respectively. For 

this work, however, these scales are re-defined as d, and t, with uR=dR/t, such that 

Note that t',,, and u',, are now based on the rough-surface reduced gravity terrn, 

g", and the Reynolds number is the effective rough-surface Reynolds number. 

Parameters normalized with these scales are indicated by the superscript ". Thus, 



6.4 Influence of Roughness on Spread Rates 

Based on the rough-surface model developed here, the spread rate equations, in 

dimensional form, for the inertial-buoyant and viscous-buoyant flow regirnes, 

respectively , becorne 

X =  C a'" ( g & ~ ) ' "  t 

Note that for smooth-surface flows, a = 1 and v,, = V, reducing the equations to the 

smooth-surface foms introduced in Section 1.3.1. In addition, note that the buoyancy 

flux reduction factor, a, appiies to both fiow regimes while the effective viscosity term 

appears only for the viscous-buoyant flow regime. In nonnalized form, these equations 

become 

The spread data from al1 tests, previously presented in Figures 32-35, is 

re-plotted in Figure 44 using the new rough-surface norrnalization procedure developed 



here. It is shown to collapse well ont0 a single curve, highlighting the eventual 

deceleration of the flow in the viscous-buoyant regime. The dope of this curve at t"=O is 

the norrnalized frontal velocity, or Froude number, for the inertial-buoyant flow regime 

and yields a value of u,"=0.90+/6.04. This is the constant C in the previous equations 

and agrees quite well with the value observed for the inertial-buoyant regime of the 

smooth-surface flows presented in Section 5.1 indicating that, for a brief time, boundary 

shear stresses in the rough-surface flows are not yet a significant factor. 

The log-log plot of Figure 45 shows the fundional dependence of X" on t". As 

expected, initially the slope is unity and the fiows exhibit the constant-velocity 

characteristic of the inertial-buoyant regime. It is clear from this figure that a deviation 

from the constant velocity flow appears to occur at X"=0.09 and t"=0.10. This is the 

beginning of the transition region to the viscous-buoyant regime. For the smooth-surface 

flows in which Re,,=1000 and a=i, this transition would be about X*=90 which agrees 

well with the value of 88 previously reported by Chan et al. (1993). 

Eventually, the slope of the data on the log-log plot tends to a value of 415 for the 

viscous-buoyant regime in which flow deceleration is prominent. This 415 power 

dependence of frontal position on the advance time agrees with the theory presented 

here and by the authors previously rnentioned. Work by Didden and Maxworthy (1982) 

concludes that the spread rate constant, k, for the viscous-buoyant flow regime is about 

0.73. lnterpretation of Figure 45 shows that this constant has a somewhat lower value of 

0.6 for the present rough-surface experiments. 



This new rough-surface mode1 extends the previously presented smooth-surface 

theory to account for 1) the fluid exchange and mixing between the lighter fluid in the 

roughness element spaces and the heavier current fluid and 2) the increased boundary 

shear stresses caused by the larger roughness scales. The collapse of the data in 

Figures 44 and 45 confirrns that this approach provides a reasonable description of the 

rough-surface flow dynamics. 

6.5 Influence of Roughness on Layer Heights 

As indicated in Figures 40 and 41 and in the video record, the gravity curent 

tends to flow along the top of the roughness elements such that the roughness anay 

constitutes a smooth raised floor with rectangular troughs situated across the flow path. 

In effect, then, it adds an offset to the head and layer height data equal to the roughness 

element height. Recalling that h, and H' are measured in an upwards direction with y=O 

at the smooth-surface floor, the height data is reduced by the roughness element height 

so that the variation of (h,-h,) and (Hu-h,J with X can be examined. In this manner, the 

head and layer heights observed in rough-surface flows can be more appropriately 

compared to those of the smooth-surface flows. 

Figures 46 and 47 show the downstream trends of the gravity current head and 

layer heights. In these presentations, the rough-surface mode1 described in Sections 6.2 

and 6.3 is used to nomalize both the height and downstream position data. Although 

the figures indicate that the head and layer heights become independent of the 

downstream position after some initial growth region, a strong variation in these heights 



with the surface roughness scale can be observed. From these figures, it can be seen 

that both the head and layer heights increase with increasing surface roughness. 

The rough-surface model, however, was developed primarily to account for 

surface friction as it affects the downstream travel and, to a lesser extent, to account for 

the layer dilution associated with the entrainment into the layer of the lighter fluid 

trapped in the roughness element spaces. Consequently, it may not be appropnate to 

normalize vertical scates using the characteristic rough-surface length scale, d,, as was 

done in Figures 46 and 47. Alternatively, nonnalization of the height data is done using 

only the intemediate characteristic scale, d',,, which accounts only for the additional 

layer dilution. The downstream position, however, is norrnalized using d, and presented 

as Xe. 

Accordingly, plots of (h,-h&j',,, and (H'-hR)/d'REF versus X" are presented ta 

describe the head and layer heights for flows over al1 surfaces. Note that for 

smooth-surface flows with a 4  and h,=Q the scaling parameter, d',,, becomes dREF and 

the plots reduce to the results shown in Figures 24 and 25 presented in Section 5.2 for 

h,* and H" versus X*. Figures 48 and 49 give the gravity current head and layer heights 

as a function of the downstream frontal position for al1 tests performed in this study. 

It was shown for the smooth-surface flows that these heights quickly reach a 

steady state value and remain essentially unchanged as the structure moves down the 

channel. Results presented in Figures 48 and 49 show the same to be true for flows 

over the two-dimensional, square-beam roughened surfaces used in the present work. 



After an initial growth pend  during the first 25% of the channel, the head and layer 

heights reach stable values. 

The data of Figure 48 appears to cullapse with two distinct values of (h,-h,)/d',,. 

The srnooth-surface tests indicate a value of 2.20+1-0.14, which agrees wîth the earlier 

results of Figure 24, while the rough-surface data leads to a value of 2.83+1-0.19. The 

scatter of the rough-surface data about its mean value is less than about 10% which is 

significantly iess than the 30% increase in the mean values observed when the smooth 

and rough-surface data are cornpared. 

It is observed that this roughness effect is much more noticeable when the 

smooth and rough-surface data are compared than when the rough-surface data alone 

is considered, Accordingly, ail of the rough-surface data is assumed to collapse with a 

single value. The jump in head height, (h,-h&d',,, due to the rough surfaces, then, is 

considered to be the resuit of an increase in entrainment near the leading edge of the 

gravity current head which induces additional mixing as the nose interacts with each 

roughness element. 

In Figure 49, the height of the layer immediately behind the head, (H'-h,)/d',,,, 

shows no dependence on the surface roughness condition. The data for al1 tests 

collapses very well with a value of 0.95+1-0.06 which is very close to the value of 0.93 

indicated in Figure 25 for smooth-surface flows alone. Further, there is no indication with 

this data that there is a distinct change from smooth to rough-surface flows as was seen 

with the head height data. 



In fact, the layer height should not be expected to increase with increasing 

surface roughness as used here. Consider an open system, control volume in the 

gravity current layer located just behind the head that moves with the head. This volume 

is defined by two lateral cross-sections, the bottom solid surface and the upper interface 

between the layer and the mixed fiuid above it. Accordingly, a net positive flux of fluid 

into this volume would be required to produce a growth in the layer height. 

The fîowrate into and out of the cross-sections can be assumed to be the same 

as long as the sections are reiatively close to one another so that there is no net volume 

of fluid added by this mechanism. Any mixing between the layer fluid and the fluid in the 

roughness element spaces affects only the density and not the volume of the fluid in the 

control volume. Consequently, any increase in layer height must be the result of 

entrainment of fluid across the upper surface of the control volume. As previously 

presented, however, mixing across this surface is assumed to be negligible (Ellison and 

Turner, 1959). 

As noted earlier, the shape of the gravity cunent head can be described by the 

ratio of the head height to the height of the layer irnmediately behind the head- For 

smooth surfaces with h,=O, this ratio was detennined to be 2.38 based on the 

experimental results reported in Section 5.2. This shape parameter increases to 

3.0+/-0.19 for the rough-surface data presented here. Figure 50 shows the influence of 

the surface roughness scale on this shape parameter indicating, once again, that there 

is a noticeable difference in fiow geometry between smooth and rough-surface flows 

that does not appear when only the rough-surface data is considered. 



Measurements of the growth of the gravity current layer height at fixed channel 

positions, such as near the inlet edge, were not made for the rough-surface flows. The 

results of measurements for the smooth-surface flows as presented in Figures 26 and 

27, however, are assumed to be typical of flows over rougher surfaces. Recall the 

explanatian for the layer growth near the source given in Section 5.2. The increased 

frictional resistance induced by greater roughness element scales would require a more 

rapid layer growth near the source to create sufiicient static pressure head to drive the 

flow. Accordingly, the interface between the cunent layer and the mixed fluid above it 

would be sloped down toward the head, 

6.6 Influence of Roughness on the Gravity Current Froude Number 

Recafling the plot of u,' versus X* in Figure 22, the Froude nurnber adopted for 

smooth-surface flows is based on a norrnalization of the frontal velocity using the 

characteristic velocity scale, u,,,. Using the same smooth-surface nomalization 

method, this same data is plotted once again in Figure 51 along with the rough-surface 

spread rate data. It can be seen that the initial nonnalized frontal velocity decreases and 

the transition to the viscous-buoyant regime occurs much eariier for rougher surfaces. It 

is clear from this figure, then, that the smooth-surface model does not extend to 

roug h-surface fiows without modification. 

The spread rate data, u,- versus X*, for al1 tests is presented in Figure 52 using 

the rough-surface norrnalization procedure developed earlier. Again. note that the 

norrnafized frontal velocity is, in fact. the Froude number adopted for this woR. Its 



definition is based on the rough-surface characteristic velocity scale, u,=u',, which is a 

function of the reduced gravity temi, g", such that 

The frontal velocity data of Figure 52 collapses quite well using the 

rough-surface norrnalization procedure developed in Section 6.2 and 6.3. Over the 

downstream extent of the flows, the inertial-buoyant, transition and viscous-buoyant 

regimes are evident. During the constant frontal velocity flow, the Froude number is 

observed to be constant with a value of 0.91+/-0.04 which is consistent with previous 

presentations. The Froude number for this regime, then, is a very good predictor of the 

frontal velocity over the range of surface roughness (including smooth-surface flows) 

and fluid density excess considered. 

The inertial-buoyant/viscous-buoyant transition region begins at about &"=0.09 

in agreement with Figures 44 and 45. Beyond this region, the frontal velocity decreases 

due to the increasing viscous effeds that now govern the fiow as it progresses down the 

channel. Based on the viscous-buoyant spread rate equation given in Section 6.4, 1 can 

be shown that the flow deceleration should occur such that u,- = f (Xm) -lH. The data of 

Figure 52 for the viscous-buoyant regime from al1 the tests is observed to agree quite 

well with this downstream rate of deceleration. 



6.7 Downstream Mixing in RoughSurface F low 

It was concluded in Section 5.4 that dilution of the gravity cunent head for 

smooth-surface flows was relatively small as it travelled down the channel length. 

Recalting Figure 28, it can be seen that the head buoyancy flux fraction, and, thus, the 

mean head fluid density excess, falls less than 20°h from its initial value over the length 

of the channel. The majority of this decrease is observed to occur after the fiow has 

passed into the viscous-buoyant regime where shear stress effects at the lower solid 

boundary become significant. 

As indicated in Figure 28, once viscous effects become significant in the 

smooth-surface fiows, the buoyancy flux fraction is observed to fall off in accordance 

with a power law such that B = m (X") ". In this relation. m is a constant representing 

the y-intercept of the relation and n is the power law exponent, or the downstrearn 

viscous-buoyant dilution rate exponent. The parameter, n, represents the rate at which 

the head buoyancy flux fraction decreases with downstream frontal position and is a 

measure of the downstream dilution rate of the head. This power law dependence is 

found to exist for the rough-surface flows, as well. 

Plotted on linear scales, the downstream dilution data for each test decreases 

asymptotically to some minimum value. On toganthmic scales, the data is linearized 

such that the y-intercept at Xm=l is 10" and the dope of the line is given by 



The smooth-surface data for downstream mixing is presented, once again, in 

Figure 53 where the downstream frontal position, X", is now normalized using d,. The 

constant, m, and dilution rate exponent, n, are indicated on the figure. Linear 

regressions of the logarithmic smooth-surface data in the viscous-buoyant regime reveai 

that m varies by less than 10% and n varies by less than 3% for the range of fluid 

density excesses used. As concluded in Section 5.4. for smooth-surface flows, the 

influence of the source fluid density excess on the downstream mixing is insignificant 

over the range tested. 

Figures 54-57 gSve the same data for each of the rough-surface flows. In these 

figures, however, it is clear that the downstream dilution is strongly influenced by the 

source fluid density excess. In general, it can be seen that the rate at which the head 

buoyancy fiux fraction decreases with downstream frontal position can increase by as 

much as 50% when the source fluid density excess is increased from 0.01 to 

approximately 0.03-0.05. 

These figures and the linear regressions of the data for each of the 

rough-surface cases show that there is a significant distinction between the 0.01 fluid 

density excess tests and the 0.03 and 0.05 fluid density excess tests. Overâll, the 

y-intercept, m, for the 0.03 and 0.05 fluid density excess tests varies less than 20% 

about the mean value while the dilution rate exponent, n, varies less than 10% for the 

same tests. In contrast, m decreases by more than 60-80°h while n increases by more 

than 60-80% when the fluid density excess used is increased from 0.01 to the range of 

0.03-0.05. 



The data, therefore, indicates that a transition in the downstream mixing 

behaviour must occur somewhere between source fiuid density excess values of 0.01 

and 0.03. As Figures 54-57 indicate, further increases in the source fiuid density excess 

above this transition value lead to relatively small and insignificant increases in the 

overall downstream mixing for the same surface roughness scale- Accordingly, these 

figures show the values of the parameters, m and n, for the 0.01 fluid density excess 

tests and for the data of the 0.03 and 0.05 fiuid density excess tests considered 

together. No distinction is made between the data for the 0.03 and 0.05 fiuid density 

excess tests. 

The data of Figures 54-57 is replotted in Figures 58 and 59 showing the 0.01 

fluid density excess tests and the 0.03 and 0.05 fluid density excess tests, respectively. 

Once again, no distinction is made in Figure 59 between the data for the 0.03 and 0.05 

fluid density excess tests. For each test, the parameters, m and n, are summarized on 

the figures. In general, these figures indicate that the downstream reduction in the head 

buoyancy flux fraction is only slight dunng the inertial-buoyant phase of the flows. 

Beyond the transition point and into the viscous-buoyant regime, however, the decrease 

in the value of this parameter is quite substantial for each of the surface roughness 

scales. 

Figure 59, for instance, indicates that the mean fluid density levels in the head 

region of the flow reach levels as low as only 0.05% greater than that of the surrounding 

arnbient fluid. Surpn'singly, though, as observed in the video record, the general 

structure of the head remains intact even for dilution levels as great as this. Figure 58 



indicates that, for the roughest surfaces tested, the downstream dilution rate is as much 

as 3 times greater than that for the corresponding smooth-surface flow with a 0.01 

source fluid density excess. For the flows with a 0.03-0.05 source fluid density excess, 

Figure 59 shows that the dilution rate is as much as 4.5 times greater. 

It is apparent from these figures that surface roughness significantly affects the 

downstream rate at which the gravity current head is diluted and, thus, the rate at which 

the head buoyancy flux fraction is diminished. Accordingly, to represent this influence, a 

viscous-buoyant rough-surface mixing ratio, O,, is defined to quantify the mixing 

associated with a particular surface roughness sa le  relative to that associated with the 

corresponding smooth-surface fiow. This rough-surface mixing ratio is defined as 

where n is the previously defined dilution rate exponent. 

Figure 60 shows this mixing ratio as a function of the normalized surface 

roughness scale, h,J(H'-hd, for flows with a 0.01 source fluid density excess and for 

flows with a 0.03-0.05 source fluid density excess. For each case, the data is 

represented by a linear relation such that the ratio has a value of one for smooth-surface 

flows and increases with increasing surface roughness scale. In agreement with 

previous results, the value of this mixing ratio is greater for the heavier gravity current 

flows. 



As previously noted and as observed from Figure 60, the downstream dilution 

rate is significantly dependent on the source fluid density excess for values in the order 

of 0.01 and up to approximately 0.03. Beyond this value, further increases in the fluid 

density excess appear to have little effect on the dilution of the head. In addition, this 

fluid density excess dependence is magnified for the rougher surfaces. 

As noted in Section 6.1, this effect can be attributed to the greater tendency for 

the heavier flows to fil1 the spaces between roughness elements as they are passed 

over, increasing the amount of lighter arnbient fluid entrained into the head region. 

Recstll Figures 40 and 41 which highlight the interaction between the heavy current fluid 

and the lighter ambient fluid trapped in the spaces between the roughness elernents as 

the two mix. 

The primary effect on the gravity current flow due to increasing the surface 

roughness scale is to increase the friction at the lower solid boundary. As the friction, 

and, thus, the shear stress, grows with downstream position, the rough-surface 

boundary layer gets thicker as it flows over the surface roughness elements. This 

growing layer thickness, then, causes more dense fluid to ôe tumed back in the no-slip 

layer near the roughness elements. Consequently, the flux of dense fluid into the head 

is reduced and less of it is available to mix with and balance the flux of incorning 

ambient fluid. 

In addition to this ef'fect, the entrainment of lighter ambient fluid into the head is 

significantly increased, as the fluid trapped in the roughness element spaces is 

entrained by the head as it passes over. This effect, combined with the greater 



boundary layer thickness, leads to a reduction in the dense fluid supplied to the head 

and an increase in the ambient fluid entrained at the lower solid boundary- Under these 

conditions, the systern is no longer able to maintain a steady state buoyancy flux 

fraction as it progresses down the channel- Note that these effects are not obsetved in 

the smooth-surface flows. 

Further quantification of the surface roughness influence on the downstream 

gravity current head dilution rate can be expressed in ternis of the downstrearn distance, 

&, at which the head buoyancy flux fraction falls to 50°h of its initial value. For each 

surface roughness scale tested, the ratio of the rough/srnooth-surface channel positions 

at which the buoyancy flux fraction falls to this value is given in Figure 61. This ratio is 

defined as 

where the downstrearn distances are normalized using d,. 

The data presented in Figure 61 shows that this distance ratio decreases as the 

surface roughness scale increases in accordance with a power law relation. Linear 

regression of the data, in logarithmic form, reveals that the power law exponent for this 

relationship is approximately 4 4  for the data recorded. Accordingly, the data shows 

that the gravity current head experiences much greater mixing with the ambient fluid for 

flows over rougher surfaces. In addition, this surface roughness effect is increased for 

the heavier flows. 



For the largest surface roughness scales used and a source fluid density excess 

of 0.01, the observed distance required for the head buoyancy flux fraction to fall to half 

of its initial value is approximately 40% of that for the corresponding smooth-surface 

flow. For the 0.03-0.05 fluid density excess tests, the distance required is approximately 

28% of that for the corresponding smooth-surface flow. The constants for the power law 

relations show that the distance required in the heavier flows is approximately 25Oh less 

than that observed in the 0.01 fluid density excess tests- 

Figure 62 shows profiles of the buoyancy flux fraction in a gravity cunent head 

for three downstream positions (Xu=0.083, 0.188, 0.292) for a flow with a source fluid 

density excess of 0.01 and a nonnalized roughness scale, hd(H'-h,) of 0.83 (h,=1.9 

cm). The flow is moving to the left with an initial frontal advance velocity of 3.7 cmls and 

decelerates to about 3.0 cmls near the end of the channel. The head height above the 

roughness element array is approximately 7 cm. 

The profiles illustrate the typical behaviour of the current - flowing along the top 

of the roughness element array. The roughness elernents are not apparent in these 

figures because the profiles are derived from time-averaged images. It is apparent, 

though, that the mean buoyancy flux fraction in the head drops very rapidly as the head 

progresses down the rough-surface channel. 

The histograms in Figures 63 (a), (b) and (c) are a measure of the spatial 

distribution of the buoyancy flux fraction over the entire head area for each of the three 

profiles of Figure 62. In each of the distributions, which are found to be typical of the 

rough-surface fiows considered in this work, the mean head buoyancy flux fraction and 



the percentage of total head area represented by a particular level of buoyancy flux 

fraction are indicated. As observed in Figures 53-59, these histograrns illustrate the 

trend of decreasing rnean head buoyancy flux fraction with increasing downstream 

frontal position due to greater dilution with the ambient fluid. 

The downstream trends of the peawmean and the standard deviatiodmean 

ratios of the head buoyancy flux fraction are given in Figures 64 and 65. respectively. 

Overali, the peaklmean ratios are seen to increase with downstream position, especiafly 

after the fiow has passed into the viscous-buoyant regime, due to a downstream 

decrease in the overall mean fluid density excess in the head. The standard 

deviation/mean ratios, however, remain reasonably steady as the current rnoves 

downstream. Closer examination of these figures shows that, in general, these ratios 

increase as the surface gets rougher and as the source fluid gets heavier. 

Figure 64 indicates that local values of the head buoyancy flux fraction can be as 

high as five times the mean values. figure 65 shows that there is a significant spatial 

variation in the local values of buoyancy flux fraction within the gravity current head. 

Variations as much as 50-100% of the rnean values are evident within the head 

structure. These figures show that the mean head buoyancy flux fraction is not a 

sufficient predictor for local values. 
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Figure 36. Influence of the surface roughness scale on the initial frontal advance velocity for 

flows with source fluid density excesses of 0.01,0.03 and 0.05 where the initial 
frontal advance velocity is detined as the dope of the spread rate curve at F-O. 
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Figure 38. Influence of the surface roughness scale on the viscous-buoyant spread rate 

exponent for flows with source fiuid density excesses of 0.01,0.03 and 0.05. 
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Figure 39. Schematic illustrations of simple models used for development of gravity current 
flow theory over a) smooth surfaces and b) beam-roughened surfaces. 



Figure 40. Typical gravity current flow progressing along the tops of the roughness elements in which 
areas of mixing between the two system fluids appear as darker regions within the head 
structure. Roughness element height = 1.9 cm. Source fluid density excess = 0.01. (Scales 
are divided in 1 cm increments. Roughness elements added graphically.) 
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Figure 42. Effect of the surface roughness scale, h ~ ( ~ - h , ) ,  on the buoyancy flux 
reduction factor for flows with source fluid density excesses of 
0.01,0.03 and 0.05. 
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Figure 44. Presentation of the spread rate data for al1 gravity current flows over the range of 
surface roughness scales and source fluid density excesses used based on the 
rough surface normalization procedure. 
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Figure 47. Presentation of the gravity current layer height data normalized with d, for al1 
gravity current flows over the range of surlaœ roughness scales and source 
fluid density excesses used. 
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Figure 57. Variation of the head buoyancy flux fraction with downstream frontal position 
for gravity current flows over the range of source fluid density excesses used 
and with a surface roughness scale of h,= 25 mm. 
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Figure 61. Influence of the surface roughness scale on the ratio of the rough1smoothaurface 
channel positions at which the buoyancy flux fraction falls to 50% of its initial value 
for flows with source fluid density excesses of 0.01,0.03 and 0.05. 
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Figure 62. Profiles of the buoyancy flux fraction in a gravity current head for three 
downstream positions, a) XW=0.083, b) XW=0. 1 88 and c) Xm=0.292, 
for a flow with a source fluid density excess of 0.01 and a nomalired 
roughness scak of 0.83 (hR =1.9 cm). (ScaJes are divided in 1 cm 
increments.) 













CHAPTER 7 

CONCLUSIONS 

7.1 Modelling, Visualization and Analysis Techniques 

The techniques of salt-water modelling, laser-induced fluorescence and digital 

image processing were successfully used to model, visualite and analyze small-scale, 

two-dimensional, continuous source gravity current flows. It has k e n  shown that the 

facility and experirnental techniques developed can successfully provide full-field, 

two-dimensional, planar images of the flow structure for qualitative and quantitative 

study. These images can be used to study the downstream spread rate of the cuvent 

and the mixing associated with the flow. 

The following three specific conclusions are given with respect to proper 

quantification of results. 

1) In agreement with Walker (1987), it is concluded that fluorescein sodium is a 

suitable fluorescent dye to use in the LIF visualkation technique. For the 

experimental conditions described in the present work, Figures 9, 10 and 11 

confirm that the ernission signal strength, for dye concentrations up to 5x1O9rnoI/l, 

is Iinearly proportional to both the dye concentration and the excitation signal 

strength and that attenuation of the excitation signal is negligible. 

2) Through experiment, it was concluded that it is necessary to use working fluids 

buffered to a pH above 8 in order to maximize the emission signal strength. In 



addition to this, aged dye solutions should be used to minimize the effects of 

oxidation and photo-decomposition which act to reduœ the emission signal 

strength of the dye. 

3) As the emission signal strength is typically very low when the above conditions are 

satisfied, it is concluded that certain procedures are required to successfully 

quantify it. These are: 1) experiments should be perfomed in a dark room to 

eliminate background Iight noise, 2) appropriate colour glass filters should be used 

to isolate only the ernission signal wavelength for sampling, 3) image intensification 

is required to increase the signal to measurable levels and 4) a ninning 

time-average of approximately one second should be used for image frame 

grabbing to minimize the noise in the measured signal. 

7.2 Smooth-Surface Flows 

In general, the experimental methods used show that the smooth-surface gravity 

current flows generated in this study behave consistently with the accepted theory and 

observations in terrns of structure, flow dynamics and mixing behaviour for the range of 

fluid density excesses investigated. The results of these smooth-surface flow tests, thus, 

validate the modelling, visualization and analysis techniques developed and provide 

valuable reference cases against which the rough-surface flow results have k e n  

compared. 

The following three specific conclusions are given for the downstream spread 

rates and the downstream mixing behaviour observed in the smwth-surface flows. 



1) Several definitions of the densimetric Froude number have b e n  reported in the 

literature and good agreement with each has k e n  observed. For modelling the 

downstream spread rate in the inertial-buoyant regirne, however, it is concluded 

that the appropriate definition should be based on the norrnalized downstream 

frontal velocity, u,', as defined by Equation 5-6 and plotted in Figure 22. This form 

has the advantage of k i n g  based on the measured frontal velocity, the controlled 

voiumetric injection rate and the source fluid density excess. It is not a function of 

the geometry of the gravity current head. 

2) The downstream dilution of the gravity cunent head by the Iighter ambient fluid is 

relatively smafl for smooth-surface flows as indicated in Figure 28. This is 

consistent with the relatively low shear stress developed at the solid boundary and 

the large downstream extent of the inertial-buoyant regime. Accordingly, it is 

concluded that the head buoyancy flux fraction is conserved dunng the 

downstrearn inertial-buoyant flow and that spread rate models, for thIs regime, 

appropriately assume that there is no mixing between the current and the ambient 

fluids. 

3) The buoyancy flux conservation and non-mixing assumptions are reasonable only 

in terrns of mean conditions. Within the gravity current head, however, local values 

of buoyancy flux fraction can reach levels two to three times greater than the 

overalf mean value for the head. The spatial standard deviation of the buoyancy 

flux fraction can be 65-95% of the mean value for the head. It is not possible to 



predict when and where these local conditions occur. The present work, however, 

provides valuable statistical information about the fluctuations within the structure. 

7.3 RoughSurface Flow 

In general, the smooth-surface theory and observations that were reported in 

Chapter 5 do not extend to the gravity current fiows over the beam-roughened surfaces 

studied in this research. The results and observations of the rough-surface tests 

perforrned over a range of surface roughness and source fluid density excess indicate 

that there are two rough-surface interactions that lead to lower frontal velocities, greater 

flow deceleration and increased head dilution than would be observed in a 

corresponding smooth-surface flow. 

The first interaction is the mechanism by which the lighter ambient fluid, trapped 

in the spaces between the roughness elements, is entrained into the head as it is 

overrun. The second interaction is due to the increased shear stress and friction at the 

lower boundary that results from the increased surface roughness scale. 

The following specific conclusions are drawn with respect to the results of the 

roug h-surface flow tests. 

1) Rougher surfaces tend to decrease the inertial-buoyant frontal advance velocity of 

the flow, give nse to gravity currents that are dominated by viscous effects rnuch 

earlier in their dispersion and, once viscous effects becorne significant, decelerate 

the flows at a rate much greater than that observed for smooth-surface fiows. 
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The video record and images for rough-surface flows indicate that the gravity 

current structure tends to flow along the top of the roughness element array as 

indicated in Figures 40 and 41. Fluid exchange occurs between the dense head 

fiuid and the buoyantly unstable, lighter ambient fluid in the roughness element 

spaces. Circulation patterns are generated within the roughness element spaces 

as dense head fluid is sheared off by the roughness elements as they are passed 

over. 

Using an effective viscosity approach to account for the surface roughness, the 

existing smooth-surface spread rate theory was rnodified to develop a 

rough-surface spread rate model. The new inertial-buoyant and viscous-buoyant 

equations, Equations 6-16 and 6-17 are applicable for both smooth and rough 

surface flows. Normalized using this new model, the rough-surface spread rate 

results are consistent with those for the corresponding smooth-surface flows. 

Since the gravity current tends to flow along the top of the roughness element 

anay, the parameters (h,-h,) and (H'-h,) are used to quantify head and layer 

heights, respectively. Further, it is more appropriate to normalire these vertical 

heights with d',,, rather than with d, which is based on the effective rough-surface 

Reynolds number, The normalized rough-surface head height increases by 

approximately 30% above the value for the smooth-surface flows. The normalized 

rough-surface layer height agrees very well with that for the smooth-surface flows. 

The rough-surface buoyancy flux fraction of the gravity current head decreases 

with downstream position in accordance with a power law. This downstream 



dilution, however, increases significantly with increased source fluid density excess 

and surface roughness scale. An appropriate mixing mode1 is required to account 

for these density and roughness effects. 

6) As shown in Figure 60, a rough-surface mixing ratio was defined to quantify the 

downstream dilution rate for the rough-surface flows in ternis of the dilution rate 

observed for the smooth-surface flows. The downstream dilution rate increases 

with increasing roughness scale. This effect is more significant for the heavier 

flows. It is concluded that this fluid density excess dependency increases as the 

surface roughness increases and can be attributed to the greater tendency for the 

heavier fiows to fiIl the spaces between roughness elements as they are passed 

over. 

7) As with the smooth-surface flows, the mean head buoyancy flux fraction is not a 

good predictor of local values for the rough-surface flows. Peak values as high as 

five times the mean head value are possible since the rough-surface mean head 

buoyancy flux fraction is typically much lower than that for the corresponding 

smooth-surface flow. The spatial standard deviation is consistent with that reported 

for the smooth-surface fiows. 



CHAPTER 8 

FUTURE WORK 

8.1 Visualiution and Analysis Techniques 

The work camed out under the present research study has shown that the 

visualkation and analysis techniques developed work well- Future work, however, in the 

following areas would make valuable contributions to the irnprovement and refinement of 

these techniques for future research. 

lmproved uniformity in the verticaily collimated excitation laser sheet could be 

achieved by using a higher quality, optic grade, plano-cylindrical, collimating lens. 

The lens used in the present research was custom made from acrylic sheet. 

Dunng the late stages of the present study, an atternpt was made to develop a 

gravity current tracking system that would operate without user interaction. The 

intention was to use real time image processing to scan the image and locate the 

leading edge of the gravity current head to provide feedback to adjust the tracking 

system speed control. Unfortunately, this was never completed. This type of control 

would provide more consistent and smoother tracking while automating the 

process. 

There have k e n  considerable improvements in the processing speed of 

cornputers and the availability of image processing and enhancement software 

since the present experimental work was completed. Using real-time image 



processing and image grabbing directly to digital memory would elirninate the need 

for the VHS recording step. This would eliminate considerable noise from the data 

and reduce the processing stage from the present two-step procedure to a single 

one-step on-line procedure. Essentially, then, al1 image processing could be done 

in real-time. 

4) Given the potential for real-time processing, a complete statistical anaiysis of many 

subsequent images could be perfonned ta provide valuable information about the 

fluctuations and variability of the gravity current head buoyancy flux fraction. This 

would provide a more complete picture of the dilution mechanisms. 

8.2 Rough-Surface Flow Experiments 

Future work in the following areas would make valuable contributions to the 

further understanding of the mixing mechanisms in the rough-surface gravity current 

flows studied in the present research. 

1) It was shown that the gravity current structure tends to flow along the top of the 

roughness element anay. Significant dilution of the gravity cunent head, then, 

results from the fluid exchange between the heavier head fluid and the lighter fluid 

in the roughness element spaces. A series of experiments could be perfonned in 

which the roughness element spaces are pre-filled with the same source fluid used 

to generate the head. This would eliminate the gravitationally unstable fluid 

exchange at the roughness element level and should produce a gravity current flow 

that approaches the smooth-surface flow. 



2) As described in Chapter 6, there was virtually no distinction between the 

downstream dilution results for the 0-03 and 0.05 fluid density excess cases for 

each surface roughness sa le  used. In contrast, there was a significant difference 

between the 0.01 fluid density excess tests and the 0.03 and 0.05 fluid density 

excess tests. Acwrdingly, a series of experiments could be performed to 

investigate the dependency on the fluid density excess for values frorn 0.03 down 

to less than 0.01. 

3) Perfom experiments to evaluate the rough-surface flow behaviour in terms of the 

"k"- and "du-type flows described by Perry et ai. (1969) so that an appropriate 

application of the "law of the wall" can be made. 

4) The development of an appropriate downstream rnixing model is required to more 

completely norrnalue the effeas of the surface roughness scale and the source 

fluid density excess. 
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