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Abstract 
A method for generating accurately-known on-chip transistor transconductances over pro- 

cess, power-supply. and temperatun variations is prtsented. The technique uses an adjustable 

constant-g, bias circuit, which is tuned with a Nly-integrated CMOS PU. locked to an extemal 

frequency reference nomally present to produce a system dock. The PU. uses a charge-pump 

structure with three control-bop (two digital and one analog) having overlapping ranges with 

hystensis to minimize tuning glitches in steady-state. The PLL has a lock-range of 135 MHz to 

300 MHz, and displays an RMS jitter of 15.6 ps. The transconductances generated from the cir- 

cuit display a 2.2% variation for a 60°C change in temperature, and a 1.396 variation for a 10% 

variation in power-supply voltage. The design has been fabncated in a 0.35 pn CMOS pmcess, 

using an active ana of 1200 x 1 2 0  pm2, and drawing 5.8 mA from a 3.3 V supply. 
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Clirptet 1: Introduction 

This chapter presents the motivation behind this design, as well as a description of the 

target application. 

1.1 Generation of Accurate Tkansistor  ansc conductance 

This section presents a motivation as to why accunite onchip transistor transconduc- 

tances are required in general circuit design, and what problems this imposes on the integrated- 

circuit designer. Next, a possible solution called the constant-tramconductance bias circuit 

[Johns, 19971 is descrikd, dong with its problems. Finally, the proposed method of generaiing 

accurate transconductances is àescribed. 

1.1.1 Motivation and Design Implications 

Tieîonstants are vital quantities in alrnost every area of circuit design. They deter- 

mine rise and fa11 times in digital circuits, and bandwidth in analog circuits. In general, however, 

these quantities cannot be tightiy controîîed by the designer due to process variations in the tech- 

nology used to manufacture the integrated circuits. As a result, important aspects of system per- 

formance can Vary with the process variations. 

Most important tirnetonstants are proportional to C/gm, where C is some on-chip 

capacitance (intentionai or parasitic), and g, is the transconductance of a transistor. In most tech- 

nologies, onchip capacitors cm be implemnted with relatively hi& accwacy (3a variation of 



about 10%). Thus, the most impor&ant step towards genemting weU-known accurate time-am- 

stants is to ens= that transistor transconductances remain accurately known. 

1.13 Constant-'RPllsconductance Bias Ckuit  

The current design attempts to produce well-known transistor transconductances by 

building on a circuit cdled the constant-transconductance bias circuit [Johns, 19971, which in turn 

was based on a concept found in [Steininger, 19901. The main idea behind the constant-transcon- 

ductance bias circuit is outlined in Figure 1.1. In this figure. the subcircuits in the onchip system 

are all biased by one or more voltages from the constant-gm bias circuit (which is also on-chip). 
-r------------rrr-r---------------------l 
I 
I 

i On-Chip System 
I 
8 

I b 

I 
b b 

I 

I I 

I 

Circuit : LO1 
Figure 1.1: ShpUI1ed Schematic of Constant-lhnsconductance Btas Circuit 

The constant-g, bias circuit is designed so that the transconductance of transistors it biases are a11 

proportional to the conductance of Rbim If Rbi, is a high-quality surface-mount resistor, then the 

transconductance of aU transistors in the on-chip system will be accurately controlled over pro- 

cess and temperature variations. A problem with this scheme is that the presence of an off-chip 

resistor Rbk prevents the design in question from being fully integrated While the resistor could 

be placed onchip, this would defeat the purpose of the circuib as the process variations on Rbis 

would cause 30% variations in the transconductances realized. Also, it has been Found that, in 

practice, a part of RbiS must be placed on-chip to prevent omations in the bias circuit [Cheng, 



19981. This compromises the accuracy of Rbiw so that the accuracy of the ~sconductances is 

also compromised, unless the offchip nsistor is tuned during testing. 

1.13 Co1[1~tant-g~ Bias Circuit With PLL-lhed Resistor 

The maio disadvantage of the constat-gm bias circuit is chat the bias resistor RbiW 

must be placed off-chip in order for its vaiue to be sufficiently accurate. To get amund this prob- 

lem, we are pmposing to tune the bias resistor Ra, so that its value is always well-dennined. 

This can be accomplished with the system shown in Figure 1.2. 
~-.------.-.-o-~--o-.*-.-.**-.-"--~---"---.----~---"--------"-----.---, 

j OnChip System 
1 

Constant-g , 
Bias 

Circuit 

Circuit i l  
Figure 12: Simplified Scbematic for Roposed System 

In order to tune the bias nsistor, an on-chip PLL is added, which locks to an off-chip 

crystal oscillator, which would be ppresent anyway in most systems to pmduce a system dock. 

Hence, the circuit requires no addtionat off-chip components than those that wodd be required 

anyway in most systems. To ensure that the bias resistor Rb, in Fi- 1.2 is always tuned to the 

same value over pmcess and temperature, the PLL uses the structure shown in Figure 1.3. As cm 

be seen. the VCO for the P U  is compnsed of the constant-g, bias circuit with a tunable resistor 

that controls the frequency of oscillation of a g,-controlled oscillator. In order for the P U  to 

Iock to the input signal h m  the crystal oacilîator, it must adjust the froquency of the VCO to k 

the same as that of the input However, in order to do this, the transconductance provided by the 

bias circuit must be equal to a specïfic weii-determined vaiue. Since the tramconductance pro- 



vided liy the bias circuit is inversely proportional to the bias resistor valut, the Onal value of Rbiu 

will ôe well-determined over process and temperature as weii. 
--------C---C-------***-----, 

t 
1 
1 

Figure 13  Shpüûeâ Schematic for PLL 

To reduce noise on the bias voltages pmduced by the bias circuit in Figure 1.2, the 

PLL uses both digital and analog signals to tune the bias circuit of Figure 1.3. The digital signals 

are used to change R in medium and large-shed steps, while the analog voltage is used only for 

fine-tuning. Thus? the resistance R is tuned to approximately the comct value by the digital sig- 

nals alone. so that in steady-state only the analog control-voltage is active (unless the tempera- 

changes substantially. which usually occurs only slowly). The noise due to ripple on the analog 

control voltage can be rernoved by using a second adjustable bias circuit controlled only by the 

digital signals fmm the P U .  Assuming the temperature varies slowly, changes to the digital tun- 

ing signals will seldom be requind (since the crystal fnquency remains virtually constant over 

time). Thus, the system is biased by constant voltages with very littie noise on hem, as desired. 

1.2 Intended Application: Wimless Data Commnnications Receiver 

The intended appücation for this circuit is to pduce  the in-phase and quadrature 

phase 250-MHz IF carriers for a Iow-cost wûeless receiver for the ISM Band, as shown in Figure 

1.4. The signais of interest are highlighted in Figure 1.4 by the dotted rectangk. It is immediately 

obvious that in this application. the biasing scheme chosen has the added benefit that the PLL 

used ta tune the bias resistor can ais0 be uscd to synthesize the IF carriers. Also, the absence of 



Cbapfer 1: Iiitroductioir 

any offchip compoaents (aside h m  the crystal oscillaior) help to malce the system Iess expen- 

sive. It should also be noted that quadrature carriers need to be generated by the PLL. 

DSP 

Figure 1.4: Systeni Scheniatic for Low-Cost Wireless Receiver 

Chapter 2 contains a background on P U  circuitry and architectures, and intmduces 

the basic design fonnulae used in designing PLL's. Chapter 3 describes the system-level d e l -  

ling that was done for this design using SIMULINK, including descriptions of the models, as well 

as simulation nsults. Chapter 4 describes the transistor-level circuit design of the various blocks 

in the system. Chapter 5 describes the testing of the manufacturedchips, including test setups and 

nsults. Finaily. Chapter 6 presents the conclusions for the project. 

1.4 References 

D. Johns, K. Martin, Analog lntegmted Chcuit Design. Toronto: John WÏley & Sons, 1997.J. M. 

S teininger, "Understanding Wide-Band MOS Transis tors," IEEE Circuits and Deuices, VOL 6, No. 

3. pp. 26-31, May 1990. 

J. S. Cheng, "Adaptive Quaiization System for Data Transmission over Coaxial Cables," Univer- 

sity of Toronto Master's Thesis. 1998. 



Phase-Locked Loops: 
A Background 

This chapter is devoted to reviewing the basic theory bchind phase-locked loops. Most 

of this theory is well undentood, and is covered extensively in several textbooks [Gardner, 

19791[Wolaver, 199 11 [Best. 19971 [Johns, 19971 [Encinas, W 3 ] .  The discussion begins with a 

general description of charge-pump phase-locked loops (PLL's), followed by an overview of the 

various circuits often used to implement the blocks in a charge-pump PLL. Findy, the important 

design trade-offs that exist in a charge-pump PLL system are desdbed. 

2.1 Basic Loop Structure 

The architecture for a charge-pump PLL will now be described, and the equations gov- 

erning its operation will be denved. 

2.1.1 Block Diagram 

The block diagram for a general PLL is given in Figure 2.1. The phase-detector (PD) 

senses the phase-difference between the reference and the voltage-controllcd oscillator (VCO) 

signal, and outputs a voltage whose average is proportional to this phase ciifference. The low-pass 

loopfilter extracts this average h m  the PD output. This average is used to control the VCO, 

whose output ffequency is proportional to its input voltage. 

When the Ioop is in Iock, the PD outputs a signal with a neariy constant average, so 

that the VCO fnquency remaîns constant If the refenmce fiequeacy nses in value, the PD wiII 



sense this, cawing an ïncnase in the laop-füter output-voltage. This in tum incnases the VCO 

frcquency, so that the VCO catches up to the input. 

The M and N blocks divide the fiequency of their input by M and N, nspectively. The 

N block allows the circuit to tune the VCO output to f-,, Zfi,, 3fu, etc., where fi, is the fnquency 

of the reference input (aiter the M block). This is useful in applications where the P U  must lock 

to sevecal different carriers sepmted by a fixed channel width. The M block allows a higher k- 

quency crystd oscillator to be used, which cm be useful if the required reference hquency is 

very low (say, below 1 MHz, making a q s t a l  oscillator impractical due to size limitations). 

Figure 2.1: B l d  Diasram for Gened PLL 

2.1.2 Classes of PLL Systems 

Re ference 

There are three main types of P U  systems: analog PLL's, hybrid analogldigital PL'S, 

and ail-digital PU'S. As their name implies, analog PLL's contain only analog circuitry. Hybrid 

anaîog/digitai PWs contain some digital circuitry (usually just the phase detector), while the nst  

of the PLL blocks remain analog. Finally, all-digital PLL's are entirely composed of digital cir- 

cuitry. The following discussion will focus on a specific type of analogldigital PLL's called 

charge-pump PU'S, as that is the architecture used in this work. 

Phase 
Detector 

Assume that the input to the PLL and output from the VCO are both square waves. and 

that M and N in Figure 2.1 are both equal to one. In a charge-pump PLL, the phase-detector con- 

sis& of a charge-pump (a simpüned example of which is shown in Figure 2.2) dnven by a digital 
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circuit cdled a phase-hquency detector (PFD). The &tails of these blocks wili be discussed in 

Section 22. The charge-pump a& or cemoves charge h m  the loop-filter capacitor under con- 

trol of the Up and Down signals generated by the PFD. The Up and Down signals are generated 

such that when the input fiequency (f-,) is higher than that of the VCO (fvco). the Up signai tog- 

gles on and off (while the down sipal remains low), and when fh is lower than fvco, the Down 

signal toggles on and off (while the Up signal nmains low). When the VCO and input signal are 

equal in phase and frequency. both Up and Down ideally remain inactive. When the input and 

VCO have equal fnquencies but unequal phase, the duty-cycle of the toggling signal (Up when 

the input leads the VCO, Down when the input lags the VCO) is proportional to the phase-differ- 

ence between the input and VCO signals. 

Figure 23: Simpiüied Cbwge-Pump Circuit 

To quantify this, the avemge cumnt flowing into the loop-filter capacitor when the 

P U  is locked can be found to be equal to the expression in Equation 2.1, where Ich is the charge- 

pump current in Figure 2.2, and 0,(t) is  the phaseemr between the input and VCO signais. The 

constant Kd is callcd the phase-detector constant, given in Amperedradian. 

The phase-detector output is averaged by the loop filter, which controls the VCO. The Laplace- 

domain loop-fiiter output-voltage is given in Equation 2.2, where F(s) is the impedance of the 

loop filter, and $(s) is the kquency-domain phase enor between the input and the VCO. 



The difference between fvco and the free-NMLing VCO frequency is given in the time-domain as 

in Equation 23,  where vdt) is the output voltage of the Ioop nIter. Note that when the loop-filter 

output is zero, the VCO runs at its ficee-~wuu*ng kquency The constant &, is the VCO gain in 

rad/s/Volt. The phase of the VCO output is the integral of this. so that the phase can be expressed 

in the Laplace domain as in Equation 2.4. The P U  mode1 c m  therefore be drawn as show in 

Figure 2.3. 

Reference 1 I I - - - - - - - - - - - 
I - 

Loop <, VfW 
Output 

Kd Filter 

VCO Output Phase - KI 
4rco(s) s 

Figure 23: Block Diagilani for Linclirizeâ PLL 

The only major differcnce between most PLL designi is the irnplementation of the var- 

ious blocks in this diagram. Therefon the genenrl transfer function of a PLL fmm the nfennce 

phase (eh@)) to the VCO output-phase (8,,(s)) is given as in Equation 2.5, and the transfer 

hinction h m  ein(s) to the phase error between the VCO and the reference (8,(s)) is given as in 

Equation 2.6, where F(s) is the transfer functiod of the low-pass filter. The Iwp gain of the P L L ~ ~  



àefiaed to be K = EC,KdF(-) . so that the hi@-n0qucncy gain of H(s) can be expmed as KI 

(s+K). Thus, die Ioop gain is aIso approximately the bandwidth of the PLL. 

If F(s) i s  a first-order low-pas or lead-lag filter. thea the dcnominator of H(s) wiii be 

second order, and can be expwsed in the form of Equation 2.7, whm Q is the quaiity factor for 

the P U ,  and on is the nahuai Erequency. These values are very important in the design of the 

loop, in that they detemine the settling behaviour of the lwp, as will be discussed in Sections 

2.3.1 and 2-3.2- 

Finally, let us use the final-value theorem to determine the steady-state phase-error for 

a phase-emr and fnquency-error step on the PLL input. The phase error as time approaches 

infinity is given in Equation 2.8, where n=l for a phase-error step, and n=2 for a frcquency emr 

step. Hence, the steady-state phase error is zero for a P U ,  provided that the loop-filter transfer 

1 1 S lim @,(t) = lim -8 ( s )  = iim - 
t + 00 s + o S n - l  ,+O,"- 1 s + K o K d F ( s )  

function does not have a zero at DC (a conditioii that is satisfied for al1 popular designs). How- 

ever, in order to achieve zero steady-state phase-error in nsponse to a frequencyerror siep, the 

loopfilter must have at least one pole at DC (i.e. it must contain an ideal integrator). It will be 

seen later that this DC pole can be pmduced using very simple passive circuitry if a charge-pump 

architecture is used. 

2.1.4 Lock Metrks 

The acquisition of lock is the process by which the P L  aligns itself to its input signal. 

staning h m  an unlocked state. This section provides definitions for the various metrics used ta 

describe the Iocking performance of a PLL. 



2.1.4- 1 hck-in 

The lock-in mnge is dehed as the maximm ûequency-difference between the PLL 

input and the VCO fnsuency for which lock is attainable within one single beat-note, assuming 

the PLL is initialiy unlocked. The lock-in time is the time nquired for this to happen. For fie- 

queacy offscts smaller than this, Iock-in will occur within one kat-note, while for offsets larger 

than this, lock-in may occw, but &r a longer time. . - 
The hold range describes the maximum fnquency-difference for which the PLL will 

remain locked, sssuming it is initially locked, and that the input fnquency changes very slow1 y 

(i.e. with a rate of change less than the lwp bandwidth of the PLL). 

1.4.3 Pull-in 

the pull-in mnge is the maximum fiequency-differmce for which the PLL can eventu- 

aily attain lock, assuming it is initiaUy unlocked This is different h m  the lock-in range. in that it 

does not specify how long the process must take. If a frequency falls within the lock-in range, it 

must fa11 within the pull-in range, however the converse is not eue. 

The pull-out range is the largest frequency-step that can be applied to the input of the 

P U  without losing lock, assuming the PLL is initially locked. To remain in lock, al1 Fnquency 

steps must nrnain smaller than this value, and additionally, there is usually a maximum allowable 

rate of change for this fkquency-step for the PLL to maintain lock. 

23 Block Reaiizations 

The most common circuits used to reaüze the blocks of a charge-pump PLL (phase 

detector, VCO, and loop filter) will now be explored The design equations for charge-pump 

PLL's will then be summarized. 



2.2.1 Phase-Fmquency Detector With ChargePump 

PLL's using this type of PD an caiied churge-pzunp PLL's. This type of digital PD 

consists of two main cornponmts: the phase-fresuency detector (a digital circuit). followed by a 

charge pump (an anaIog circuit). 

The PFD seerns to be the most popdm PD in ment litemtute [von Kaenel, 

1996][Sung. 1999]poifl, 1999]IT>jahanshahi. 1999][Rhee, 1999][Chang, 1999][Sumi, 

1999][Wmg, 19981Wu. 1999][Ymg, 1997][Craninckx, 1998]parker, 19981 Fau, 19971. It has 

the desirable characteristic that it gives the P U  an infinite hold range and puil-in range men f a  

passivefirst-oder loopfilrer is used. Also, the PFD is insensitive to the duty cycle of the input 

waves, as it is edge-uiggered* 

Another advantage of the PFD circuit is that it maintains phase-lock over a large 

phase-error range ( h m  -2n to 2%) without "slipping", which is twice that for a JK flip-flop, and 

four times that of the multiplierlXOR gate Pest, 19971. 

The Iogical schematic for the circuit is shown in Figure 2.4. To help envision the 

Figure 2.4: Scbematk for PFD 

operation of this circuit, refer to the signal-8ow graph of Figure 2.5. 



1 VCO J- VCO 

Figure 23: Signai-Flow Graph for PFD 

The circuit changes states only on the positive edges of the input signals. Unless the 

P L  is in lock. the PFD will altemate between two of the thne states. If fi, is larger than fvco, 

the circuit altemates between states O and +I, while if P, i s  smaller than fvco. the circuit alter- 

nates between - 1 and 0. The state assignments are s d z e d  in Table 2.1. 

TABLE 2.1. State Assignaient for PFD 

The Up and Down outputs control switches that increase or decrease the VCO controi- 

voltage by adding or rernoving charge from the loop filter's capacitor, respectively, using the 

charge-pump. Thus, if fi, is larger than fvco. the Up signal will osdate between 1 and 0, while 

the down signal will remain at O. This gradually adds charge to the filter capacitor, which 

increases the VCO frequency, bringing the P U  closer to lock. 

The ideal characteristic for the PFD is shown in Figure 2.6a). In reality, however, the 

non-zero delay through the fipflops and NAND gate can alter the characteristic, as seen in Figure 

2.6b). To see how this arises, consider the case when the P U  input and VCO output are perfectly 

in phase. Initially, both PFD outputs are zero. When the fint pulse edges arrive at the PFD input, 

the PFD outputs are forced high. Ideally, this should only occur for an infinitesimal amount of 

tim. however in reality there is a delay through the NAND gate before its output f d s  to zero. and 

then another delay through the Bipflops before the low reset signal takes effect at the output 

This delay âecreases the maximum phase shift  that the PFD cm h d e  without siipping. This 



maximum phase shift is given by O,, = 2%- Tminwi, where Wi is the input £iequency in d s  

and T- is the delay through the NAND and fiip-flop wolaver, 19911. Note that as the input fie- 

quency increases. the maximum phase demases. 

Voltage 

Voltage t <hitPlt 

Figure 26: PFD Cbractcrtetic= a) Ided (Crppet) b) Non-Zero Delay in L q k  (Lower) 

m 
The most basic fomi of the charge pump was shown in Figure 2.2. The Up and Down 

signais are provided by the PFD. If the Up signal is raised, Ich flows into the output node, ch-- 

ing the fiIter capacitor. If the Down signal is b Bows out of the output node, discharging 

the nlter capacitor. In this manmr, V,. which controls the VCO. is changed 



The most common fiIter used in the literature is the first or second-order passive RC 

filter. due its simplicity and sufocient performance. The most basic form for this filteris shown in 

Figure 2.7. This form of the nIter is used in analog PU'S and those hybnd analogkligital PLL's in 

which the PD output signai is a voltage. The transfer function for this circuit is given in Equation 

2.9. Note that this loop-filter does not contain an ideal integrator, so that the hold-in and pull-in 

ranges will be limited. To obtain infinite hold-in and pull-in ranges for analog PLL's (and analog/ 

digital PLL's that don't use a charge-pump structure), one must use a more ana and power-hungry 

active loopfilter. 

(EQ 2.9) 

Figwe 2.7: Lead-Log Loop Füter 

For charge-pump PLL's, a very similar structure ir useci, however ir is excited by cur- 

rent ( h m  the charge-pump) M e a d  of voltage, which changes its transfer function to contain an 

ideal integrator. %o common reaiizations for this loop filter are shown in Figure 2.8. In both 

cases, the capacitor CI is usually much larger than C2, which is present to suppress glitches across 

R1 when cumnt is fint switched into the filtet 

The transfer function for Fiter 1 is given in Equation 2.10, where the approximation 

holds if CL»% which is usually the case (C2 is u u d y  chosen to be at least 10 times smaiier 



than CI [ G d n e ~  19811). Notice that the filter contains an ideal iategrator, wwhich gives the PLI, 

puil-in and hold-in mges that are Iimited by VCO tuning range. 

The tmsfer function for Filter 2 is given by Equation 2.1 1. Notice that both filters are 

approximately equivalent if is much smallcr than Cl. Also, note that C2 has the effect of 

introducing a pole at a relatively high frequency, which degrades Q slightly (makes is a linle 

larger). To compensate for this, the filter is often designed ignoring q, but for a lower Q (by 

about 20%) [Johns, 1997. makes the loop fiIter second order, and hence makes the overall 

PLL third order. Because less understanding exists of third-order systems, the PLL is easier to 

analyze ignoring C2, assuming it only affects the circuit at high fkquencies [Gardner, 19801. 

The thee major types of voltage-controlied oscillator (VCO) integrated circuits will 

now be discussed: LC oscillators, RC multivibrators, and ring oscillators. 

While integration is possible for these circuits, it is very difficult to achieve very high 

performance on-chip, since high-Q inductors are difficult to mate. Also, LC oscillators tend to 

have fairiy n m w  tuning ranges. 

2.3.2 RC M u l t i v i b m  * .  

RC multivibrators contain no resonating components, so that thek phasenoise perfor- 

mance is infenor to crystai and LC osciUators. However, because they contain no inductors or 

crystals these circuits are easily integrated, making them an attractive choice for hiny-integrated 



PLL's. Qpically, multivibraior circuits do not have quite as good jitter performance as weii- 

designed ring oscülator VCO's wcneill, 19971. 

2.2.3.3 RineOsciHators 

Ring osciliators appear to be the most popular VCO's for My-integrated CMOS 

PLL's [Young, 19921 [Sung, 1999][Chang, 19991[Rau. 1997]mm, 1990][Djahanshahi, 

1999][Chen, 19991. Theù design is fairly simple and easy to understand, in that they contain n 

delay elements connected in a series loop. Thus. the period of oscillation is 2nT. where T is the 

delay of one of the delay elements. For single-ended logic gates, n must be odd in order to make 

the loop unstable, however if fully-differential logic i s  used, n can be even, since a sign change 

cm be mated by swapping positive and negative outputs to mate instability. 

'Ibo types of delay elements are commonly used: curent-starved elements, and differ- 

entiai inverter elements. 

Cumnt-Storved Delay Elemenn 

A schernatic for a typical current-statved delay element is shown in Figure 2.9 [Yang, 

19971. 'Io see how this delay element works, first assume Vin is high. This means that M.2 will be 

shut off and MI will conduct Ibo V& is then govemed by the on-nsistance of M 1. Next assume 

Vin is forced low. In this case Ml wiil shut off. causing V,, to nse to a value determined by the 

gate voltage of M2. By altering the value of Ib, the delay through the element cm be controlled. 

In practice, it is better to use a fuily-differential version of this circuit [Yang, 19971 in order to 

nduce the effects of power-supply noise. 



Diffemhalïmertm Delay Elements 

Reguiar CMOS inverters do not pe- weii in VCO's because their tfueshold volt- 

age depends on the power-supply voltage, so that noise on the power-supply mates a large 

amount of jitter in the VCO's output. To minimize the effects of power-supply noise, fWy-differ- 

ential circuits are used. A typical differential inverter delay-element is shown in Figure 2.10. 
4 

Figure 2.10: C&cuit Schemaüc for Dlilorentiai Inverter 

The input transistors steer the bias cumnt produced by the cascode cumnt-source Ml 

to either M4 or M5, which are triode-biased PMOS transistors. It can be shown that the delay 

through the eiement is approximately rds4CLln2 (see AppendUr B). By altenng the drain-to- 

source resistance in M4 and MS, the delay through the element can be controlled, dong with the 

VCO oscillation- frequency. 

Like multivibrator circuits, ring oscillators contain no resonant components, which 

compromises their phase-noise performance. However, this also means that ring oscillators can 

be easily integrated. 

As mentioned in Section 2.1.1, fnsuency dividers are used in some applications. In 

kquency synthesizers, they are added to generate multiples of the refixence frequency, w h e m  

in CPU PLL's, a divide-by-two circuit is usuaily added after the VCO to help obtain a signal with 

a 50% duty cycle. The addition of a fnquency divider (say, by s o w  integer N) after the VCO 

lowers the loop bandwidth by a factor N, which degrades the pnfomance (Iowers the lock-in 



range and &grades attenuation of VCO phase noise). but dso eases the âesign of the phase detec- 

tor and charge pump, since they only have to operate at 1/N times the fnquency of the VCO. 

2.2.5 Loop Equations for Charge-Pump PLL With Lcad-Lag Loop FLlter 

The loop equations for a second-order charge-pump P U  with a lead-lag filter are 

summarized in Table 2.2 (see [Johns, 19971 and Pest, 19971 for derivation). The loop filter stnic- 

ture is assumed to be that of F i p  2.8. in the absence of C?. In this table, Ich is the charge-pump 

current, R and CI are the component values in the loop hlter, and K, is the VCO gain. 

TABLE 23. Formulae for PFD and Passive Lead-Lag Füter 

Phase Detector Gain 

Filter Transfer Function F(s) 

Quality Factor 

Transfcr Function H(s) 

Lack-in Range 

HoId Range 

Pull-in Range 

Formula 

Infinie (limited by tuning range of VCO) 

Minite (iimited by ttming m g c  of VCO) 



Pull-out Range 

The naniral fkquency approximates the inverse of the loop time-constant, assuming a 

fmt-order response. Thus, the natural frequency is very important in detennining the noise track- 

ing ability of the PLL, as will be discussed in Section 2.3.1. 

The hold range and puil-in range of the charge-pump PLL approach infinity, meaning 

that the P U  can always lock to the input frequency (assuming the VCO does not saturate), and 

assuming the input frequency doesn't change too quickly, the PLL will remain in lock. This is a 

ciirect result of the PFD used in the charge-pump P U ,  and is in sharp contrast with other P U  

types (e.g. hybcid analogldigital P U  with a Bipfîop phase detector, analog PLL), whose hold 

nnge and pull-in range are often limited by the phase-âetector, and not the VCO tuning range, 

unless an active loop-filter is used. 

2.3 Design Issues 

It was decided to use a charge-pump structure for the P U ,  using a ring-oscillator 

VCO. The charge-pump/PFD was chosen as the phase-detector, since it allows a large pull-in and 

hold-in range, even if a simple passive filter is used. The ring-oscillator was chosen because it 

allowed the creation of a transconductance-controlled oscillator, as will be discussed in Chapter 4. 

Some of the more important design issues involved in such a system will now be discussed* 

2.3.1 Loop Bandwidth 

The loop bandwidth conmls several areas of performance. The first is the immunity 

to input noise. The second is the ability to c o m t  for noise generated in the VCO. 

The noise appearing at the input of the PLL sees a Iow-pass response with a cutoff b 

quency approximately given by the natural fnquency. Thus, âecdccnasing the naturai fkequency 



(bop bandwidth) will improve the immunity of the P U  to input noise. If the input signal cornes 

h m  a highquaüty oscillator, then input noise wi% be of üttle or no concern. 

Phase emr  in the VCO sees a high-pass îransfer function (since the intemal phase 

emr sees &(s)=L-H(s), when H(s) is the P U  response h m  the input phase to the VCO output 

phase), with a cutoff approximately given by the natural frequency of the PLL [Parker, 19981. 

Thus, phase noise generated by the VCO gets attenuated if it is offset from the free-ninning fre- 

quency by less than the natural frequency. Outside of this range, the P U  can no longer comct 

for the phase enor, and the phase noise appears unattenuated at the PLL output. Thus, to %ack 

out" the maximum amount of phase noise fiom the VCO, one should choose a high bandwidth. 

2.3.2 Quaiity Factor and Naturai Freqwncy 

The quality (Q) factor should be chosen based on the desired response of the loop. A 

Q factor of 0.5 gives real poles for H(s). A Q factor of 4 gives maxirnally Rat group delay, w hi le 

a Q factor of gives rnaximally Rat amplitude response [Johns, 19971. 
& 

2.3.3 PFD 

There are several important issues to be considend in the design of a PFD. These 

include khaviour of the PFD around lock, and the logic f d l y  to be used. 

3.3.1 Lock Behaviour 

In a perfect PFD, when the VCO is locked to the P U  input, the Up and Down outputs 

toggle on and off simultaneously, so that, assuming an ideal charge-pump with equal charging and 

discharging cumnts, the net change in the charge stored on the loop filter capacitor nmains bed. 

This translates to the VCO ~0nh01-~0hage nmaining constant in steady-state. However, it is dif- 

ficult to exactiy match the Up and Down cumnts in the charge-pump undcr al1 conditions, so that 

the charge on the loopfilter capacitor is aitered if the Up and Down outputs of the PFD are pulsed 

simultaneously. This means that the PLL must mate a suitable phase-offset between the VCO 

and P U  input in order to hold the VCO conmil-voltage constant. In applications w h m  stcady- 



state phase-alignment of the VCO output and PLL input is important, this problem must be c m -  

fully addnssed. 

2 LagicFpmily 

Sirnilar issues mise in the design of the PFD as those in the fnqucncy divider (sec Sec- 

tion 22.4). nie logic in the PFD must be fast enough to settle within a fraction of a pcriod of the 

VCO, which demands the use of high-performance logic families (EQ, T m  Single-Phase). The 

design should also reject power-supply noise, which again suggests using differential logic. 

2.3.4 Charge-Pump 

A F a t  number of charge-pump circuits have ken  proposed in the literature. This 

section sums up the main issues to be considered in the design of a charge pump. 

The transient responses for the up and down cumnts in the charge-pump must be as 

weli matched as possible. so that equal-duration up and down voltage pulses result in the same 

change of charge on the loop-filter capacitor. This is especially important once the loop is locked 

in. since if the up and down transients significantly differ, the shon equilength upldown pulses at 

the output of the PFD will result in a net nmoval or addition of charge over a long pend of tirne, 

nsulting in a steady-state phase-offset between the VCO and input signal (which may or may not 

be important, depending on the application) 

2 c -  
. . 

If single-transistor cumnt sources are used for the simple charge pump in Figure 2.2, 

the cumnt supplied by them wiH vary considerably as the charge pump output-voltage changes, 

due to the smaii output-resistance of these cumnt sources. To decnase this variation, the output 

cesistance of these sources cm be boosted using cascode cumnt-sources. 



2 e 3 e S  VCO 

The VCO is a block that has nceived a F a t  &al of attention in the literatun. since a 

stable. highquaüty, Iow phase-noise VCO is very difficuit to achieve on-chip. Besides the obvi- 

ous speed and tunability requirements. the main issues in the design are jitter and the ünearity of 

the fropuency versus control-voltage c baracteristic. 

The jitter of the VCO can be an extrernely important factor in the determination of the 

output jitter of the PLL. This is especially ûue if the input signal has very üttie jitter. Note also 

that VCO jitter considerations are oniy worthwhile if power-supply noise has been &di with 

properly (e.g. by using a fully-differential architecture, large decoupiing capaciiors on the VCO 

power supplies, and separate power supplies for digital and analog circuitry). if this is not the 

case, power-supply noise wiU likely dominate the performance Martin, 19991. 

For a gwd discussion of timing jitter in CMOS ring oscillotoa. see (Welgandt, 19981. 

However, substitute the expression given for the delay per stage with that used in Mcneill's paper, 

which is RCtln2. This yields a aomalized (to the delay per stage) timing-jitter per stage as given 

in Equation 2.12 Martin, 19991. For the overail oscülator, TOSC=2ntd, and from the centrd iimit 

theorem. AT,,, = 2nAtdL, which gives the expression for the nomalized VCO jitter given in 

Equation 2.13. 

2 
T OSC 

Equation 2.13 helps to establish some guide1ines in the design of low-jitter ring oscü- 

iators. The first is that the gain of the inverters should not be excessive. A minimum value of 1 is 

rcquired to stan oscillations in the circuit, however in-ing the gain inmasts the jitter, so the 



gain should not be made any larger than necessary. The second guideLine is that the power dissi- 

pated in the Load devices should be maintained as high as passible. Lastly, note that as the fn- 

quency of oscillation inmases, the jitter inmases. This is because a given amount of jitter w i l  

have a larger effect on the fiequency of oscillation as the p e n d  of oscillation gets smailer. 

In order to maintain constant loop dynamics (Le. Q and oJ, it is ~ ~ u a i l y  desired to 

keep the VCO gain constant, which implies a linear fnquency-control voltage characteristic. 

23.6 Integration of Loop Filter 

When designing the PLL, quantities must be chosen such that the loop filter compo- 

nents are reaiizable onchip. This means that the filter capacitor must be chosen to be a couple 

hundred pF at the most (the largest size found in the literature for a 0.35 pm CMOS technology is 

250 pF in [Djahanshahi, 19991). 

2.3.7 Loop Gain 

The loop gain is defined as the gain around the loop at high fnquencies, which can be 

found to be M R .  To look at stability requirements for the PLL, one can look at the mot locus 

plot. To do this. one can define the normaiized loop gain, which is the regular loop gain multi- 

plied by RCI. [Gardner, 19801. Using the parameter values given in Table 2.3, and using the H(s) 

TABLE 23. Parameter Vdues Used for Root Locus Plot 



W L E  2.3. Panuneter Vdues Used for Root Locus Plot 

expression given in [Gardner, 19801, the expression in Eqution 2.14 was found for the denomina- 

tor of H(s), where k is the normalized lwp gain of the PLL. 

-7 2 D ( s )  = ~ ~ ( 7 . 2 7 3 ~ 1 0 - ~ ~ ) + ( 5 ~ 1 0  )s +0.909K's+(1.818~10~)~' (EQ 2-14) 

The mot locus plot for such a system is given in Figure 2.1 1. Note that for al1 K'AI, 

the system is stable, since al1 poles lie in the left-half plane. For srnail values of k, the system is 

underdamped with 2 complex poles and one (iarge) na1 pole. If K' is increased fiom this value, 

the system becomes overdamped with aU mal poles. Once K' is incnased kyond a certain value, 

however, two of the poles become complex, and the system again becomcs underdamped. Thus 

there is a range of K' for which the system will k overdamped. 

As the ratio of Clic2 is increased by decreasing Cz, the breakaway point moves m e r  

into the left-haif plane. In fact, if C L/C2 is Iess than 8, then the system is underdamped for al2 val- 

ues of K', since the mot locus never retums to the mal axis after breaking h m  the origin [Gard- 

ner, L9801. This is vedied in Figure 2.12, which shows the mot loci of the P U  for varying 



values of C1/q. Notice that es this ratio ckcmses from the initial value of 50. the breakaway 

point for the potes moves closer to the ongin. Finally, for C1/q=7.5, the polcs an complex for 

aiI values of loop gain, as expected 

Figure 2.12: kbiviour of Roat Lofi for Varyîng Values of  Ci/C? 

To confirm the system response, the step response was found for the overall PLL, and 

is plotted in Figure 2.13. The step respoose for the PLL taken ai the input to the VCO is shown in 

Figure 2.14, dong with the step rcsponse of the system without capacitor C2. As expected, with 

C2 included, the voltage rises and then falls to zero as the system cornes back into phase with the 

reference, although then is a slight ovenhoot in ntuming to zero. The pnsence of C2 removes 

the step that occurs at the start of the response. so that the VCO input displays a more gradua1 rise 

in voltage. 



Figwe 2.13: Step Response for PLL 
1 I I I I I 1 r 1 

Fîgun 2.14: Step Respme of PLL at Input to VCO 

Finaily, the pole-zero pIot for the P U  with Filter 1 is shown in Figure 2.15. Notice 

that the low-ftequency pole is actually canceiled by the zero introduced by the filter. Thus, the 

system approxirnately lwks like a second order system with two nd ples and no zeros. This is 

illustrated in Figure 2.16, which is a Bode plot of the PLL with Filter 1. The response is almost 

Bat up to lOOradls (1.6 GHz), and then sterts to fall off at -4ûâB per decade. 



Figure 2.15: Pok-Zen, Plot rot FUter 1 

Figure 2.16: Bode Plot for PLL Witb Filter 1 

It is also interesting to see the system mponse at the input to the VCO. This is shown 

in Figure 2.17. As c m  be seen. the system i s  banâpass with a very narrow passband centered 

around 8SMrad/s (1.35 MHz). 



Figure 2.17: Bode Plot of  PLI, at Input to VCO 
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Block-Level 
Modeling and Design 

With an understanding of the general structure of PLL's. it is now possible to examine 

the new architecture used in this design. In this chapter, this structure is descrikd, as well as the 

high-level block selection and SIMULINK simulation of the system. Section 3.1 justifies the 

usage of S I M U L I N K  models. Section 3.2 gives the block-level description of the PLL design. 

Section 3.3 describes the hi@-level selection and design of the system blocla. Section 3.4 

describes the SIMULINK system used to mode1 the behaviour of the P U .  Finally. Section 3.5 

describes the resuits obtained From the SIMULLNK system. 

3.1 PLL Simulation Problems 

It is well-known that, in general, PLL's are very ciifficuit to simulate at the transistor- 

level using a circuit simulator such as HSPICE, since they contain a very wide range of tirnecon- 

stants. Very large time-constants (on the same order as the PLL l/o,) are induced by the loop fil- 

ter, while much smaller time-constants are present in the VCO (often less than one ten-thousandth 

of the PLL 1lcq-J. Hcnce, the P U  must be simulated using a very small the-step io get accuniie 

results, but also for a very long tirne-period in order to observe the behaviour of the overail PLL 

system. At the cunent time. this places unreasonable requinments on cornputer memory and 

time. unless extremely simple circuitry is used [Razavi. 1997]. 

While long SimuIations may be acceptable if one is  msonably sure that the design will 

work, they tnake design iteratiom exmmely long. As an alternative to long, memory-hungry 



wstor-lml simulations, the designer miy initialiy verify the system design using a simplified 

model. If the designer can thm design circuits to imitate the beha- of the simplified system 

blocks, then the interconnecbn of these bIoclcs is likely to work properly, and can be verified 

with a few long transistor-level simulations. 

The system-level simulations for this design were c-ed out using SIMULINK. with 

the help of C MEX Files N a t h  Works, 19%], A good source for understanding how to apply C 

MEX files to P U  systems is in [Johns, 1997. 

3.2 System Block-Level Description 

The system will now be described at the block level, followed by a discussion of the 

advantages of this system design. 

3.2.1 System Description 

The block diagram for the system is given in Figure 3.1. Relating back to the block 

diagram of Figure 2.1, the blocks in Figwe 3.1 can be lumped together as follows: the phase-fie- 

quency detector (PFD) and charge pump blocks form the phase detector block in Figure 2.1, the 

loop filter block is the same as the loop filter block in F igm 2.1, and the rest of the circuiûy 

(cornparators, UpDown Control, VCO) forms the VCO block of Figure 2.1. 
Up/Dowa Conmi 
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The VCO structure is the most significant aspect of the system. as the other blocks are 

fairly conventional, bung present in almost aiI charge-pump PLL's [Von Kaenel, 199q[Young, 

1992][Parker, 19981Bu. 1997][Nati, 19971. The VCO differs h m  conventional VCO's in that 

it talas three control inputs, instead of just one. As seen in Figure 3.1, the ttiree VCO inputs cor- 

respond to ihrcc levels of control resolution. An m l o g  conîml voltage (VJ is wed forfme-ming 

of the VCOjïequency. while two separate digiral voltuges are used to tune the VCO in medium- 

sized and large-sked sieps (V&,, and Vb respectively). 

To see how this works, it is easiest to consider an example. Assume that the PLL is 

locked, so that the nfmnce input is in phase with the VCO output, and the control voltages have 

assumed theu steady-state values. Now, if the reference signal abruptly inmases in fiequency by 

a small arnount, the PFD senses that the reference signal is now leading the VCO signal, and 

causes the charge-pump to add charge to the loopfilter capacitor. This increases Va, causing the 

VCO to oscillate faster, so that it catches up to the reference fkquency, and lock is maintained. 

Note that ihis operation is exactly the sarne as in any charge-pump P U .  The difîerence arises 

when the fnquency step applied to the reference gets larger. The comparators in Figure 3.1 con- 

tinually cornpan Va to a high threshold (High) and a low threshold (Low). If the frequency step 

on the reference signal kcomes large enough, Va increases beyond High. This event is detected 

by Comparator 1, whose output goes high. This event is in tm detected by the Up/Down Control 

block, which increments the "medium" signal (Vh& by one. This increases the VCO fnquency 

by a larger amount than is possible using Va alone. The VCO constants are chosen such that when 

this change occurs, Va moves to half'way between Low and High (we will refer to this point as 

Mid). The anaiog loop then continues to try and match the VCO and reference muencies. If at 

some point Vhe, naches its maximum value, it is reset to a value hafway between its minimum 

and maximum, and the "coarse" sipal (Vbin) is incremented by one, which increases the fie- 

quency of the VCO by an even larger step than possible with Vhm. Note that every time one of 

the control signais changes, dl conml signals '%elowow" it (Le. ail sipals that provide a higher res- 

olution) are ceset to their bCmiddle" values. This ensures that changes in the digital states will hap 

pen very infnquentiy aftu the loop has loclred. 



3.2.2 System Advantages 

Although not aü the advantages ofthis structure can be made apparent quite yet (these 

WU be discussed in the next chaptcr. whm the circuit-level system is consi&red), there are some 

that can be seen immediately. One is that in steady-state, inevitable fluctuations on Va will have a 

reduced effcct on the output frasuency of the VCO, leading to less jitteK This is  because Va is 

meant only for fine-tuning of the VCO ficquency, so that even large changes in Va will only lead 

to small changes in the VCO kequency. 

AJso, this P U  structure could be used to mate a very low-jitter oscillation by using 

only the digitai control signals to control a VCO identical to the one dcscribed above, only 

neglecting Va. The second VCO wiil only provide an accurate version of the nference if Vhem 

provides a high degree of resolution. If this is possible, the second VCO will accurately follow 

the nference signal, but wül have no jitter introduced by an analog control voltage. To ensun 

that, in steady state, the digital states do not toggle back and forth between two neighbonng states, 

the control signals use controiled hysteresis. Whenever a change in Vthcm occws, V, is forced to 

Mid through negative feedback. Also, neighboring digital states are made to be slightiy overlap- 

ping, so that there is more than one combination of corne, medium, and fine control voltages that 

produce o given Fnquency of oscillation in the VCO. In this way, the borders between digital 

states are made to be "soft". These measuns ensure that the thm is a large time between digital 

state changes in steady-state, especidy since. in practice, the ody changes in the system over 

time will be due to temperature. which generally varies slowly. 

The khavioral models for the system blocks will now be discussed. It is through 

these models that nasonable specifications can k dcnved for the circuit implementation. C MEX 

files were used to mode1 the VCO and the charge-purnp/loop filter combination, while regular 

SlMULINg modets were constmcted for the other blocks, 



3.3.1 VCO 

As pnviously descnbed, the VCO in the PLL system talces three control inputs (fine, 

medium, and corne fiequency adjust). This VCO was modelled using a C MEX file, whose algo- 

nthm was a modified version of the code giwn in [Johns, 19971. 

There are four constants that must be defined the fne-nuining frequency, and the 

VCO constants for the coarse (Kbia), medium @Ch&, and fine (K3 lwps. To work towards this 

goal, the lock range was fmit specified to be 250 MHz plus or minus 30%, to allow for process 

variations. It was then specified that the digital contml signals should be able to get the P U  

within 0.5% of the fkee-running fraquency h m  any given nference fiequency in the lock range. 

This 0.5% gives a frequency change of 1.25 MHz for each change in Vhem. 

Some upfdown contnil circuits were synthesized using VHDL, and it was âecided to 

implement Vhem as a thermometer-code signal. A themorneter-code was chosen because this 

signal is mon likely to change in steady-state, and thermometer-code incurs less switching noise 

than binary switching. where severai bits change during one switching event, as opposed to just 

one in themorneter code. Vbin was implemented using binary logic, since it is unlikely to change 

very frequently in steady-state, and binary-encoded logic produces more space-efficient circuitry 

than themorneter-code. It was found that to keep the synthesized ana to n reasonably small value 

(no larger than 300 x 300 p2), no more than four binary bits could be used for Vbin. This gives 

a VCO frequency change of about (325-175)/15=10 MHz per change in VLin (see Figure 3.2). 

Because the coarse fiequency regions wen chosen to overlap by 50% (see Figure 3.2). the total 

available fkquency range within one fixed value of Vbin NIi1s out to be 2(10)=20 MHz. Now, in 

order for Vhem to achieve at least 1.25 MHz cesolution, there had to be at least 20/1.25=16 

medium signal states available. To accommodate this, a 15-bit themornetercode signal was cho- 

sen for Vhem. Thus, Kbb is 10 MHz/state, and Kmcrm is 1.25 MIWstate. Again, a 50% overlap 

was chosen for the thermorneterîode states (see Figure 3.2). so that the analog VCO constant 

(KJ was a little larger than necessary. Because the upper threshold for Va was chosen to k 2.3 V 

(1 V below the supply to minimize distortion in the charge-pmp cumnt), and the fower thnshold 

to be 1 K, was chosen to be (2)(1.25/(2.3-1))=1.92 MH2/Vt 



3.3.2 Phase Detector 

Figure 3.2: Frequency P b  for VCO 

The phase detector in the behavioral model consists of a PFD followed by a charge- 

pump and bop-filter combination- The PFD mode1 given in Figure 2.4 can be used directly to 

create a SIMULINK model for the PFD, as shown in Figure 3.3. 



m .  . 

Chapter S= Blocn-LeveiMdëhg anâ h i g n  

The ideal performance mder conditions of zero phase or frequency e m  between the 

VCO and refenace signal is shown in Figure 3.4. 
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Figure 3.4: Ideai PFD SignaCs for VCO in Phase Witb Reference Signal 

Because the signals are perfectly in phase, the PFD does not insaict the charge-purnp 

to add or remove any charge from the loop filter capacitor. As can be seen, both the Up and Down 

signals remain low, except for exmmeiy short (the Iength of one SIMULINK tirne step) spihs 

that occur simultaneously on either output. which wiii have no effect on the charge stored on the 

loopfilter capacitor. 

If a delay is added to the NAND gate that foms the nset signal for the flipflops, the PFD nacts 

as shown in Figure 3.5. As cm be seen, the puises on the Up and Down sipals are now wi&r 

(0.8 ns, the same as the delay added to the NAND gate). This behaviow leads to a degradation in 

performance, as will be desaibed in Section 4.4. 

Next, consiâer the performance of an ideai PFD when the VCO and reference signals 

are at different frequencies. This is iUustrated in Figure 3.6 for fvco > fm, where it can k seen 

that the Up signal remains inactive (aside h m  the short puises previously discussed), while the 
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Figure 3.5: PFD Signais with Delay in NAND Gate, VCO In Phase With Referenœ 
PFD signais for VCO Leadhg Fieference . , 



Down signal dispîays a penodic pulse train with a duty cycle that inmeases g r a d d y  over time. 

Thus, the PFD causes the charge-pump to continuaIly nmove charge h m  the loup filter capaci- 

tor. which would slow down the VCO, and bring it closa to lock with the reference signal. 

If a deiay is added through the NAND gate (or equai delays are added to each of the 

Bip-flops), the nsponse changes to the one show in Figure 3.7. Again, note that the "inactive" 

Up output contains 0.5 as pulses. Also. note that the Down signal's duty cycle stiU inmases con- 

tinudy, but once its duty cyck reaches a certain maximum value (at around 60 ns), it can no 

longer inmase. and the Down signal kgins outputting the same bb&fault" 0.5 ns pulses as the Up 

signal was previously. As it begins doing so, the duty cycle of the Up signal abruptly inmases, 

and then slowly demases until its pulse width retunis to that of the ''default" pulse. Once this 

occurs, the duty cycle of the Down signal again kgins to increase, and the cycle repeats itself. 

This behaviour is undesirable. kcause it slows down the convergence of the charge-pump output 

on the correct value to give a locked condition, by dtiving the charge-pump output in the wrong 

direction for part of the cycle. 
3 Pf D signaI8 for 0.5 ns NAND Delay, VCO leadhg Referenœ 
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The charge-pump and loop nIter combination was implemented using a C MEX âIe 

containing the same ciifference equations derived in [Johns, 19971 for the chaxge-pump and loop 

nItu combination, altmd to mode1 the saturation of the output voltage at the power supplies. 
[ln 
4 

Figure 3.8: b o p  FUter Used for SIMULiNK Simulations 

As seen in Chapter 2, the loop filter components Ci, Cp, and R of Figure 3.8 must be 

chosen to give acceptable loop performance. To work towards this, a value of 0.45 was chosen for 

the Q of the PLL loop, which should ensure real transfer function poles [Johns, 19971. This was 

arrived at by choosing a nominai Q of 0.5 (which gives reai poles), ignonng the effect ofcapacitor 

Cz. To compensate for the phase-shift introâuced by q. the nominal Q was lowend by 10%. to 

give 0.45. From Chapter 2. the expression for the Q of a second-order charge-pump PLL is given 

by Equation 3.1. Next, a nasonable value was found for the charge-pump current. It is known 

from Chapter 2 that the phase-detector gain is given as in Equation 3.2, and that the naturai fie- 

quency of the P U  is given as in Equation 3.3. 

In the cumnt design, a large lwp-bandwidth is desired. which ailows the Ioop to cor- 

rect for noise in the VCO output up to a high bandwidth (see Section 2.4.1). The lwp bandwidth 

is approxÎmateiy given by the naturai kquency of the loop. Thus, to increase the loop band- 

width. one must choose large values for the phase detaor and VCO gains. Aiso, a smaiî value 



for CI should be chosen, which dso helps to shrink the ana of the physical layout. A value of 

100 pA was chosen for b as a good trade-off between loop bandwidth and power dissipation. 

As descrikd previously, the choice of osciHator constant was govemed by the fn- 

quency plan for the VCO. K, was found to be 1.92 MH2N, and & can be found to k 15.9 pl/ 

rad. Next, a value for Cl must be chosen. If the equations for Q and the natural hquency are 

combinecl, one gets the relation for R given in Equation 3.4. Note that ail quantities except for R 

and CL have already been determined, so that the choice of Cl dictates the value of R. Both 

quantities must be physicaiiy and nliably implementable, which limits how small Cl cm be cho- 

sen. A good eadc-off was found to be C1=75 pF, and R=18.26 kOhms. This leads to a loop- 

bandwidth of about 560 kHz. 

With R and Cl assigned values, the next task is to select a value for C2. Based on the 

conclusions in [Gardner, 19801, the ratio C1/C2 was chosen to k larger than 8, to obtain real poles 

(as discussed in Section 2.4.7). The value of was deterniined by examining the step nsponse 

of the system for various values of C2, as shown in Figure 3.9. 

As can be seen in Figure 3.9, if C2 is too large, the system displays large overshoot, 

which is undesirable, since this could cause Va to swing outside the ailowable region (between the 

Low and High duesholds), causing a change in the digital state, even when a change was not 

really necessary. Once C2 is smaii enough to maintain na1 poles, it has linle effect on the perfor- 

mance of the system. As a result, the choice ofC2 was not a very sensitive one. A value of 3.5 pF 

was chosen. which nsults in an overshoot of 13.5% (as opposed to the 28% for C2=10 pF), and a 

1% settling time of 4.15 p. 



Figure 39: Step Rcrpoiua for Various V.kes ofC2 

Finally, the ideal frequency response for the third-order, closed-lwp P U  was plotted. 

as shown in Figure 3.10, when it can k secn that the actual3-dB bandwidth of 955 kHz is larger 

than the expected value of 560 lcHz This large bandwidth is desirable, however, since it aiiows 

the PLL to track out more phase noise h m  the VCO. 
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Ngure 3.îO: Bode Pbb for P U  S m  k i g a  



3.33 up/Dom Control 

A SIMULINK block was nceded to c a q  out the hinction of the UpIDown Control 

logic. The d e  of this block is to detect wheu Va leaves its aliowed ngion, and then to increment 

or decmnent the digital States as appropriate. 

The SIlWLINK mode1 for this block is shown in Figure 3.1 1. In this diagram, Ther- 

mblock checks whether or not Va (which is the input) has left its allowed region. It does this on 

every nsing dock edge. If Va has left this ngion, it innments  or decrements Vthm (Thennout) 

as necessary. Nent, Binblock checks if the Vthenn hes left its aiiowed region (-8 to 8). If it has, it 

increments or decrements Vbin (Binout) as necessary. Meanwhile, the switches below Therm- 

block detect that Vficmi has left its aiiowtd region, and use this information to reset Vthcm to its 

middle value. No mechanism was included in the model for settîng V, to Mid, because it added 

too much cornplexity to the model. 

Figure 3.11: Biock Diynm of Up/Pown Control Block 

The block diagram for Themblock is shown in Figure 3.12. The switches on the input 



Figure 3.12: B W  Diagram of Tûermblock (Same as Bhblock) 

pass a zero to their output if V, lies inside its allowed region. If it rises above High (2.3 V), 

"Switch2" goes high, whereas if it falls klow Low (1 V). "Switchl" goes high. These two con- 

ditions can never happen simultaneously, so that if the output of the subtraction block is non-zero, 

then Va has gone outside its allowed region. If Va has nsen above this range, the output will be 

+l. and if has fallen below this range, the output will be -1. OtheMrise, the output will be zero. 
b 

This subtraction output feeds a digital integrator, which stores the curent value of Vhe, The 

saturation block is in place to limit the output to values ktween -8 and 8. If these values are 

reached, Vbin will need to bê changed. 

The Binblack in Figun 3.1 1 is the same as Thermblock, except that the switch thresh- 

olds for Switchl and Switch2 are -8 and 8, nspectively. 

The output waveforms for an input sinusoid on Va are shown in Figure 3.13. Initially, 

the system is in its nset state, so both digital signals are at zero. At 0.01s, the input rises above 

the high threshold of 2.3 V (shown by a dotted Line), causing Vhe, to inmment steadily. Even- 

tually, Vh,, cüps at 8 (show by a dotted Line), and is nset to O, while Vbh is incremented. This 

is continued until Va fdls klow High again. A similsr process wcurs when Va falls klow the 

Iow threshold of 1 V. 



Figure 3.13: Signais for Up/Down Control Block 
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The full SIMULINK mode1 is shown in Figure 3.14. The QuadOsc block produces an 

in-phase and quadrature-phase square wave at a specified fiequency and phase. ûnly the in-phase 

component is used for the P U  system. A saturation block is used on the in-phase signal to pro- 

duce signal levels compatible with the logic blocks in the PFD. Rate limiters are used on the sat- 

umted signals to limit the pulse rise and fall times to typicai values seen in HSPICE simulations 

(about 0.5 ns to rise ftom O to 3.3V). Both inputs to the PFD are preceded by an inverter, to make 

the block negative-edge higgered? as was the case in the circuit design (see Chapter 4). The up 

and down signals h m  the PFD are then combined using a muitiplexer, and fed to the 

Charge-Pmp block, which is a mask for the C MD( 6ie descrikd in Section 3.3 2. This signal is 

then passed through a look-up table that approxhates the effect of channe1-length modulation in 

the transistors used to form the charge-pump current sources (set Chapter 4). This is folIowed by 

a 75 ns &lay block, that models the lateacy between changes in Va and changes in the VCO fie- 

quency. Similm M a y  blocks exist for V&- and Vbm. This May stems h m  the mechanism 

used to adjust the fresuenc y in the VCO. and will be discussed in Chapter 4. The VCO block is 
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Figure 3.14: Complete !3IMüLINK System 

modelled by the QuadDCOI block, which is a mask for the C MEX file described in Section 

3.3. L. The Upmown Contml block, described in Section 3.3.3, uses a dock signal derived frorn 

the reference signal by a divide-by-64 clock divider. The input signal is the distorted, non- 

delayed charge-pump output signal. This block produces the medium and coarse controlripals 

as outputs, which are used to drive the QuadDCOl block. Finaily, the VCO output is a square 

wave with an amplitude of 1, which is then saturated to give signal-levels compatible with those in 

the PFD, and then rate-limited. 

3.5 SIMULINK Simulation Resuits 

The results of the system-level SIMULINK simulations wiil now be discussed. The 

discussion will start widi the ideal systern, followed by a discussion of the effects of the non-ideal 

deIay through the VCO. 

3.5.1 System With No Delay 

Initially, the delay through the thnt delay blocks in Figure 3.14 was set to zero, and 

the performance of the resulting system was analyzed. 

First, a 250 MHz waveform with a phase of 180 d e p s  was input into the system. 

The resulting wavefom is shown in Figure 3.15. IniDiaUy, due to a start-up transient, Va h p s  

below Low. which causes Vh- to demment by one. This slows dom the VCO. and causes the 



phase em>r to inmase more. which causes Va to rise in the opposite cürection. Howeveq because 

V,, is  Iower than required for the given VCO fnquency, Va must rise a h  High, which üig- 

gers an increase in Vihtm. This allows Va to decrease to its met valut of 1.6 V. Note that 

because the= is no fhquency e m  ktween the VCO free-running frasuency and the input fre- 

qumcy, Va ~ t m s  t~ its ' W W  vaiue at about 4.5 p. 

To examine the response of V,. a small frequency error was input into the system. The 

response is show in Figure 3.16, dong with Vhem and Vbia. The response involves only Va, 

which rises smoothly to the ~quired voltage to lock the nference signal to the VCO output, in 

about 1.3 p. 



F@ue 3.16: System Response l9r 0.5 M H z  Fcequency Discrppancy 

To examine the performance of Vam, a larger frequency error was input into the sys- 

tem. The nsponse for a 245 MHz input sipal is shown in Figure 3.17. Due to the relatively large 

frequency error, V, begins to move downward. and eventudly drops below Low. This causes 

V*e, to be decremented. However, Va musi still move below Low ta achieve lock, so Vhe, is 

again àëcnmented. This continues und finally Va is forced above Low, where it settles to a 

steady-state value between the low and high ihresholds at about 3 p. 



Figure 3.17: System Reeponse Lr Fmquency Disccepoacy of 5 MHz 

To obseme how al1 thne control voltages interact, an even larger fmluency emr was 

input into the system. The nsponse of the system to an input fnquency of 325 MHz is shown in 

Figure 3.18. In the figure one can sec that, as expected Va rapidly nses above High, causing 

Vhe, to increment steadily. However, the fnquency dismpancy is so large that Va continues to 

rise, and clips at the power supply. Vhem reaches its upper Mt of 8 several times, causing Vbh 

to increment until it clips ai its maximum value ofeight, as well. Eventuaily, the digital state gets 

high enough to allow Va to drop bclow High. However, Va takes some tirne to drop below High 

from the power supply. so Vth and Vbin continue to increment. until they are higher than 

required* Thus. when Va finaiiy makes it below High, it falls below Low, causing Vm,, to 

decnase, until findly Va rises and setties between the Iow and high thresholds. The entire process 

takes 28 p. 



Figure 3.18: System Rcg9onse for 75 MHz Fmquency Discropanq 

3.52 System With Delay 

Once the performance of the system without delay was deemed satisfactory, a 75 ns 

delay was added to the VCO control signais, as show in Figure 3.14. The simulation for the 325 

MEIz input was npeated, and it was found that the digital state displayed "ringing". in that the 

digital state bounced back and forth around the steady-state digital state several rimes before com- 

ing to rest, as shown in Figure 3.19. This overshwt is due to the inability of the up/down iogic to 

respond CO current changes in the charge-pump output to alter the VCO ftequency. Thus. Va ends 

up moving fat past its thresholds before the logic can take action. When the logic finaüy &es 

change its state, it overshoots the c o m t  state, since Va must change by a large amount to move 

back between the thresholds. 

This response is undesirabIe, since it gnatly increases lock acquisition the.  To 



Figure 3.19: Systern Respoiise for 75 MHz Frequency Dlscrepancy and 75 ns Loop Delay 

circumvent this pmblem, there are three basic choices: decrease the May, move the thresholds 

closer to the supply rails, or change the VCO constants. Because the delay was imposed on the 

system by the choice of VCO (which was critical to the design), the f h t  method is not possible. 

Changing the thresholds would be a simple solution if they were generated off-chip, however this 

is not the case. It tumed out that for the reference-generation method chosen, it was difficult to 

make the separation between thresholds too large without a large sacrifice of power and device 

area Also, it was desired to avoid distortion due to channel-length modulation in the charge- 

pump c m n t  sources, which limited the separation between high and low thresholds. The last 

option seemed to offer the fewest disadvantages (although it was by no mcans ideal), so it was 

decided to increase Kr Specificdly, the K, was increased to 3 MEIzN h m  1.92 This 

has the eEect of spreading out the medium control regions in Figure 3.2, so that more tuning was 

possible within a fixed digital state. This makes the system less piclcy about the digital state, so 

that if the digitai state is overshot or undershot by a state or so, Va can compensate. The Qawback 



of this alteration is that the average accuraçy oftuning possible w*th just the digital controf signds 

Note that it was later found that in the actual system, the charge-pump saturateci some- 

what below the power supply, and that chamel-Iength modulation caused the "down" cunent 

source to have larger curnat than its nominal value, which helped it pull dom Va faptu (similm 

effects were obsemd on the "up" cumnt). This fiwther helped to avoid the behaviour observed 

in Figure 3.19. 

The nsponse of the altered system with 75 ns delay is show in Figure 3.20. Note that 

the nsponse has returned to one that is similar to the original un-delayed nsponse in F igm 3.18. 
Arubg Control, 75 MHz Freqwncy D&crapamy, nilth Loop Deîay-Aitefed System 

4 r  
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1 

Figure 3.20: Response of Altend System to 75 MHz Frequency Discmpuicy and 75 ns M a y  
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Circuit Design 

This chapter discusses the transistor-level design of the system descnbed in Chapter 3. 

Section 4.1 describes the block-level design of the circuit, while Sections 4.2-4.7 describe the 

transistor-level design of each of the blocks. 

NOTE: The unit transistor size  in in figures is l e 6 ~ . 4 p m  for NMûS and 4e8~m10e4~ 

for PMOS 

The system block diagram is quite similar to the SIMULINK system of Figure 3.1, and 

is show in simplified fom in Figure 4.1. As in the S I M ü ï J N K  system, the diagram in Figure 

4.1 contains a phase-fnquency detector PFD), charge-pump, loopfilter, and a VCO. To simpüfy 

the discussion, the digitai control-signals have ban  temporarily neglected. 
--"-*""'*--'-'---L----------* 
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The P U  uses a conwntional charge-pump architecture, except that the VCO is con- 

trolled by changing the value of a nsistor in the bias Ncuit (Rb&. The charg~pump output 

cirives a voltage-controlIed nsistor used to control the üansconductance pcovided by a constant- 

msconductance bias circuit (CG&). The CGdC is used to bias a transconductance-con- 

trolledoscillator (GmCO). By changing the nsîstor in the bias circuit, the fiequency of oscillation 

of the G,CO is change4 so that the combination of the G,CO and CGSC acts as a VCO. 

The block diagram for the hiU system is shown in Figure 4.2. As in Figure 4.1. the 

diagram in Figure 4.2 contains a PFD, charge-pwnp, loop-filter, and VCO, However, since the 

diagram includes the digital control signals. the system now also contains two comparators and an 

up/down control block, and the adjustable CGmBC is controlled by three signals (analog, digital- 

binary, digital-themorneter). 

6 Comparator 2 1- 
vlow 

halog 

r 4 1  Adjustable 1-'; 1 
: '3 constant-gm 

Digital (Binary) 

r2 Bias Circuit i rl  I Digital (Therm) 

Figum 4.2: Full System BM-DirigFlim 

4.2 Adjustable Constant-Ikmsconductance Bias Circuit 

The adjustable CGaC wil l  be discussed in two parts. First, the bias circuit wiH k 

examineci, ignonng the interna1 worlrings of the voItage-controiied nsistor. This will be followed 

by a discussion of the operation of the voltage-contrailed resistor alone, and in the bias circuit. 



A 2 e 1  Bias Circuit Without VarfabIe Resistor 

The adjustable CG&C must provide a weiI-deûned transconductanc~ to the G&û, 

the value of which i s  controlled by the input signais Analog (Va, Digital-Tberm (Vtbt&, and 

Digital-Binary (Vb& Fine-tuning of the üanscoaductance is provided by Va, while Vhm and 

vbin are used to alter the tmsconductance in "medium" and  large^' dismete steps, respectively. 

The circuit schematic for the adjustable CG& is shown in Figure 4.3. 

Refemng to the box IabeUed "Adjustable CGmBC' in Figure 4.3, it can be seen that 

the circuit is, to a degree, similar to the constant-transconductance bias circuit in [Johns, 19971. 

Both circuits contain a CMOS version of a Widlar current source (including transistors ml-& 

and Bias Resistor in Figure 4.3), as suggested in [Steininger, 19901. However, in [Johns, 1997, 

both the PMOS and NMOS transistors are cascoded, while only the NMOS transistors are cas- 

coded in Figure 4.3. This was done to lower jitter in the GCO, as will be discussed in the next 

section. It can be shown [Johns, 19971 that the aansconductance of rn4 is equal to the conduc- 

tance of the adjustable Bias Resistor. Al1 circuits matched to the structure of the bias circuit will 

have u~nsconductances proportional to g d ,  so that the tninsconductances of transistors through- 

out the system can be altered by altering the value of the Bias Resistor. 

Another important difference between the bias circuit in [Johns, 19971, and Figure 4.3 

is that the resistor in Figure 4 3  is placed at the source of a PMOS transistor, instead of an NMOS. 

This was done in nsponse to an analysis in m a n ,  19971, in which it was found that the larg- 

est emr-contribution of the matching of g d  to the bias nsistor was h m  the body effact in the 

NMOS transistor whose source was connecteci to the resistor. By moving the resistor to the 

source of a PMOS transistor, the bodycffect error can be nmoved by placing the PMOS transist- 

tor in its own well. with its source tied to its bulk, as shown in Figure 4.3. 





The circuit in Figure 4.3 inchdes a simple ciiffernitid ampIifier that takes its input 

h m  the drains of m3 and m4. This amplifier creates a negative-feedback loop that adjusts the 

bias voltage r l  to keep the drains of m3 and m4 at equal voltages. This mans that VDB is qua1 

to VDS3 plus the voltage cùop amss the adjustable Bias Resistor, which gumantees that there is a 

large voltage-drop across m4 (about 0.89 V, norninalIy). As wiii be seen in the next section, this 

helps to reduce the jitter in the OC0 signal. 

Bias voltages must also be generated to bias wide-swing PMOS and NMOS cumnt 

mimrs. so that high output-impedance current sources can be used without sacrificing too much 

voltage swing [Johns, 19971. This is accomplished by transistors m7-ml0 in Figure 4.3. The bias 

circuit also incorporates a start-up circuit, very similar to the one used in [Johns, 19971. 

The opamp design was straighHorward, since a low-speed, low-gain circuit was 

required. The opamp design is shown in Figure 4.3 to contain a single-stage, with no cascode 

devices, which lead to higher gain. The characteristics of the opamp are summarized in Table 4.1, 

assuming a biassircuit resistor of 3.5 kR These characteristics include the effect of the 1 pF Cnl 

that loads the output of the opamp, and lowers the bandwidth (the unloaded 3-dB bandwidth is 

669 MHz), 

TPbk 4,l. Oprunp Characteristics 

Unity-Gain Frqucncy 1 12.87% 
- 

Open-Loop DC Gain 1 28.3 dB 

3-dB Bandwidth 1 1.43 MH5 

Because the bias circuit contains several feedback loops (some of hem positive), the 

stability of the circuit must be examined. To compensate the circuit, capacitor Cc was ad&d 

amss  transistors ml  -m lcas (see Figure 4.3). Capacitors qI and Cpl-Cp2 were added to 

decouple noise h m  the bias voltages to ground. The loop gain for the circuit was measured 

using a similar method to the one used in [Seevinck, 1998 J, as ülustrated in Figure 4.4. 



Bias 

Out 

Figure 4.4: Mersurcment of B k  Circuit Loop Gain 

The results of this loop gain measurement are plotted in Figure 4.5. The characieris- 

tics of the bias loop are summarized in Table 4.2. The lwp response is essentiaiiy kt-order low- 
C 

pass up to about 1 MHz. The DC loop-gain is faidy high at 55.93 dB, but has a low cutoff h- 

quency of 37.3 kHi. Because the circuit is used for biasing, the Iow bandwidth is not a problern. 

However* it was necessary to check whether the bias-circuit response had an cfiect on the P U  

lwp response. The capacitor Cc has ken chosen to $ivt an aâëquate phase-margin of just under 

70 âegrees. 



To check whether the AC nsponse of the bhs  circuit sffected the loop AC rrsponse, an 

AC source was used to excite Va in the adjustable resistor (see Section 43.2). and the response of 

the bias voltage rl  was moaitored. To pnvent the bias-circuit hquency-qnse  from affecthg 

the overall loop response, it was desired to have the &st pole introduced by the bias circuit k at 

least ten times pater  than the nominal loopûiter pole (which is roughly at 117 kHz). This leads 

to a requirèd minimum pole f w c y  of 1.2 MAz. Through simulation, it was found that the first 

pole produces a 3-68 frequency of 9.7 MHz, which is well above the required minimum pole fre- 

quency. Thus, the SIMULINK simulation results should not be gnatly af5ected by the hquency 

response of the bias circuit. 
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Unity-Gain Frcquency 1 18.8 MHz 

DC Gain 1 55.93 dB 

Figure 4.3 contains one mon box. labelled "Reference Signal Oeneration". This cir- 

cuitry generates the reference voltages High and Low, used by the comparators to check if Va has 

Ieft its aiIowed region of operation. It also generates a bias voltage cailed r3p, which is used to 

bias the digital-controlled mistors when they are active (see Section 4.2.2). 



4.2.2 Voltage-Controiied Resistor 

The voltage-controlled resistor is composed of an array of triode-region transistors 

contmlled by Vbb, Vmam, and Va. From Chapter 3, Vbh is 4 bits, and V- is 15 bits. 

A diagram for the voltage-controlled resistor is given in Figure 4.6. It consists of a 5 

kSL resistor in parallel with a triode-region transistor controiied by Va, dong with an anay of dig- 

ital switches controlled by Vbh and Vhem. Each digital swiich controls a triode-region transistor, 

by connecting its gate to VDD (in which case i t  is inactive) or the bias voltage r3p (in which case 

it is active). Recall that r3p is generated from the b i s  circuit, as show in Figure 4.3. Each tran- 

sistor controlled by a thennometer-code switch is the same size, while the transistors controlled 

by the binary switches are binary-weighted. The kQ nsistor is present so that when al1 the digi- 

tal switches are turned off, the conduc tance of the voltage-controlled resistor is large enough to 

allow al1 devices in the bias circuit to be active. 

4 r P 
Thermometer Switc h 

r$ 
Binary Switch 

Figure 4.6: Volta~ControUeô Resistor 

The Enode-ngion transistors were sized to give the &skd VCO gains, as found h m  

the SIMULINK simulations, and dso to ensure that Va reninied to mughiy Mid (or (High+Low)/ 

2) whenever Va- changed. To accomptish this. the foltowing sizing was used for the transistors 

in Figure 4.3: assuming the width-to-length ratio for the thetmometer-code triode-region transis- 



tors is X, then (W/L),=ZX, (WL)m3p=X/4, (W/L)d0w=X/9. and (WL)mbi&=X. TO see why 

this works, note that VtRaOW=3VeB, VCEap=2Ven, and VeRa(-)=2Veff, where V& is the 

ov&ve voltage for mhigh, and VeBml(h) is the overdrive voltage for the triode transistors in 

the thermometer-code digital nsistors when on. Thus, when Va moves fiam Mid to High (a volt- 

age change of Vefi), it mates an admittance change in the bias nsistor of 2XbCo,,V&. Once it 

hits the ttueshold value. the digital state is changed causing another admittance increase of 

2Xp&,xV&. The negative feedback loop wili then force V, baclc to roughly Mid, since this 

pushes the nsistor admittance back down by 2Xp&xVtE Note that the thsholds High and 

Low change in value with the bias nsistor (Hi* is given by VDD-VerVQ, and Low is given by 

VDD-3VerVQ) Wartin. 19991. Finaliy, note that the preceding analysis assumes that the volt- 

a g e - & ~ ~  across Rbins (VRbils) is smaii relative to V&. Otherwise. the change in bias-resistance 

conductance when a themornetercode resistor is switched in or out is roughly Xp,,Cox(2Veff - 
VRbi&, negiecting the effects On Rbias of the change in VRbiap afkr switching. 

The final VCO gains were used in the SIMLTLIM( model. and the simulations wen re- 

done, resulting in the plots shown in Figures 4.7 and 4.8. The system can be seen to nspond 

quickly with iittle nnging, in a similar fashion to the initial design. 
krilog-25MkkFn0my- 

Ffgur, 4.7: Respomœ of Fful S m  tu 275 MHz Input 



Figure 48: Response ot Finai System to 325 MHz input 

With the variable-resistor in place, the bias circuit consumed 1.75 mW in simulation, 

including the reference-generators for Low, High, and r3p. A cornparison of g~ with the conduc- 

tance of the variable bias-resistor is given in Figure 4.9, for a bias  sist tan cc ranging from 3830Q 

io 3930Q which shows a matching emr ranging h m  0.42% to 0.5996, indicnting that transistor 

transconductances are well-rnatched to the conductance of the variable resistor. 

Figure 49: VuLLbRdstor Coductance and *J Versus Va 



The design of the transconductance-controlled oscillator (G,CO) will now be dis- 

cussed. This will be followed by a description of the G,CO output binu. 

4.3.1 OscWator Design 

The block diagram for the G&û is shown in Figure 4.10. The G,CO is a ring oscil- 

lator composed of four differential &lay-stages. The last stage has its outputs cnwstoupled to 

the next stage to ensure that then are an odd number of inversions through the ring at DC. 

Figure 4.10: G,CO Schemtk 

The selection of a four-stage topology allows the generation of quadrature-phase sig- 

nais for k e  [Buchwald, 199 11, which is beneficiai for such modulation schemes as QAM and 

SSB. According to the Barkhausm criterion [Sedra, 19911, for a positive feedback loop to be 

unstable, the loop gain must be equai to unity and the phase shift through the loop must be 2nk 

(where k is some integer) at the fnquency of oscillation. In this circuit, the first three inverters 

supply a 180 degree phase-shift due to the comection of the output terminais, plus an additional 

phase-shift due to delay through the inverter. The last inverter simply supplies a phase-shift due 

to the âelay through the circuit. Thus, there is a total of 540 degrees (or 180 degrees, equiva- 

lenily) through the loop simpIy due to win connections. Another 180 degrees must k ma& up 

for through inverter delay. Since dl the inverter dclays are kept equal. each inverter must supply 

180/4=45 degrees of delay-induced phase-shifk Thus, quadrature oscülator signals can be gener- 

ated by tapping the outputs of any pair of inverters separated by one inverter, since the phase-shift 

between such inverters is 450 degrees, or, equivaiently, 90 d e p s .  These observations cm k 

made direcily frwi Figure 4.1 1, which shows the VCO signais at various points in the loop. The 

top pIot shows the input and output of the fint inverter stage. Note the 225 degree phase shift. 



The &idle plot shows the input and output of the fourth (non-iaverthg) inverter stage, which, as 

expected, generates a 45 degree phase-shift. Findy, the outputs of the h t  and third delay stages 

an shown, which can be seen to be in quadrature with one another. 

Input and Output 
Stage 1 

Input and Output 
Stage 4 

2 0 6 .  O N  2 t O . O N  ak6 .ON P O O .  O N  
3 0 0 .  O N  TtMC t L t W >  2 O O . O N  

Figure 4.11: Ring Oscîüator Signais at Outputs of Various Stages 

The transistor-levei sc hematic for the differential inverters is s hown in Figure 4.12. 

The inverters are composed of a differential pair fonned by m2-m3, with a cascode tail cumnt -  

source, that drives triode-region loads m4-m5. The cumnt-source supplies 150 pA at 250 MHz, 

for a total ring-oscillator DC power dissipation of 1.98 mW. The f~quency nsponse for the 

inverter is shown in Figure 4.13, assurning the bias conditions for 250 MHz oscillation. The gain 

at 250 MHz is 8.2 dB (or about 2.6 VN), which is larger than necessary to produce oscillation, 

but provides some insurance against temperatun and process variations. 



Figure 4.12: Circuit Schematic for VCO Inverter 

Fiwre 4.13: Fcequency Reaponse of VCO Inverter 

The delay through this inverter can be show to be roughly equal to rMCLIn2 (see 

Appendix B). If the drain-to-source voltage of the loads is assumed to be small so that m4-m5 are 

aiways in the triode region. then rm is proportional to l/gd, which is in turn proportional to the 

resistance of the adjustable resistor in the bias circuit of Figure 4.3, so that the voltages control- 

ling the resistor directly control the EFaquency of oscillation in the G&O. To see this, ncail the 



equation for the triode-region &stance of a MOSFET, giveu in Equation 4.1, where the appcoxi- 

mation holds if VeE is much larger than the source-to-drain voltage of the PMOS. Howeva. if the 

the voltage-swing at the output of the VCO gcts very large (comparable to Ven4), then this 

approximation starts to break down. If the output drops lower than VDD - Va, then the ioad 

device enters the active region, and the approximation that r w  is proportional to lige is no good 

at dl. Hence, the maximum differential voltage swing to ensure that the loads are always in the 

triode region is VcR4 peak, or roughly 0.35 V. 

For low-jitter design, this is not a good result, since al1 analysis of ring-oscillator jitter 

has shown that to decrease jitter, VCO output power must be increased mazavi, 1996]~cNeill, 

19971, as seen in Section 2.3.5.1. Indeed, most ringsscillator designs attempt to make the VCO 

signals as large as possible, such as in the fullyrwitching delay-ce11 design outlined in m k ,  

19991. Clearly, a trade-off must k made between jitter performance and matching between the 

b i s  circuit and ring oscillator. 

Note that the structure of the inverter mimics that of transistors m2 and m4 in the bias 

circuit of Figure 4.3. To see this, notice that when the differential pair is completely switching al1 

cunmt through m2. m3 is off while m2 can k modelled as being close to a short-circuit. Hence, 

the circuit looks üke m4 king biased by the cascode cumnt source ml, which is analogous to the 

bias circuit structure, except that m4 in the bias circuit is diode-connected. Thus, if m4 in the bias 

circuit is biased with a large drain-to-source voltage (as it is) then so should m4 in the inverter. To 

m e r  boost the output swing of the VCO, the lengths of the load devices were increased to 0.5 

pm, which increased the output nsistance, and hence the output swing. The differential output 

swing at 250 MHZ with this modification was 1.6 V peak-to-peak. The only problem with this 

design is that w hen the outputs go low, there is a large voltage (0.8 V) acmss the load devices, 

which causes them to enter the saturation region. so that the matching of the VCO fiequency to 

the adjustable bias resistor is compromised. However, it was found in simulation that the VCO 

freqiiency still had a strong pmportionaiïty to transistor gm. This is demonstrated in Figure 4.14, 
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which shows the simuiated variation of the transconductance of mhigh in the bias circuit, as the 

VCO frequency is varied. The relation matches the LMS emr fit line with a standard deviation of 

1.7 pW, which is ody  0.6% of the transconductance at 250 MHz* 

Figure 4.14: Siniulated Ttatisconductance of U g h  Versus VCO Frequency 

Load capacitors are adâed to eac h stage to slow down the inverter stages to give a 250 

MHz me-running frequency, and also to diminish the effects of the non-linear parasitic capaci- 

tance seen looking into the inverter stages. The load capacitors on the first stage are made srnalkr 

than those on the other stages to account for the capacitive Iopding of the VCO buffer (which is 

dnven by the k t  inverter stage). 

Figure 4.15 shows the variation of the VCO fnquency as the binary control-signal is 

changed (assuming the analog and thennometer control signais are fked at their midde values). 

It can be seen that the VCO is tunable from about 150 Wh to 475 MHz. 

The total oscillator power dissipation (dynarnic and static) for the ring oscillator was 

simulated to be 2.21 mW at 250 MHz. 



Fîgum 4.15: VCO Frequency Versus B k r y  Contml Signal (Aiirilog and Tbemmeter Contml Signais 
Fixed at Middle Values) 

43.2 ûscillator B a e r  Design 

The schematic for the buffer is shown in Figun 4.16. It consists of a differential-to- 

single-ended converter that drives two senes CMOS inverters. Figun 4.17 shows the buffer sig- 

nais for a ring-oscillator fnquency of 250 MHz. The bottom plot is the signal at the input to the 

buEer. the second h m  the bottom is the signal before the inverten. the third h m  the bottom is 

the signal between the two inverters, while the top plot gives the final output signal. The differen- 

tid-to-singleended converter draws a large amount of cumnt (369 pA at the ke-ninning fie- 

quency), in order to drive the input capacitance of the first inverter with a peak-to-peak voltage of 

1.64 V (see Figure 4.17). The first inverter is scaled to have a high thnshold of 2.35V, in order to 

maintain a roughly 50% duty cycle, however this inverter has slow fall-times, due to the small 

NMOS transistor used To equalize rise and faIl times to about 0.3 ns (10% to go%), a symrnetric 

CMOS inverter with a threshold of 1.63 V is added before the output. 

The VCO b d e r  was found through simulation to have a total power dissipation of 

2-64 mW at 250 MHz. 



Figure 4.16: Ciimrit Schemaîk for VCO Butler 
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4.4 Phase-Frequency Detector 

The fact that the PLL contains no îkequency-dividers means that the phase-frequency 

detector (whose schematic is shown in Figure 4.18) must operate at the full speed of the VCO (ie. 

as high as 325 MHz). WMe the= is no stroag reason to not use a haquency divider, it was 



decided to examine the performance of the loop with the phase-deiector ruMing at the full speed 

of the VCO. At these speeds, delays through the NAND gate and Bip-ff ops begin to have a notice- 

able effcct on performance. These effects were observed qualitatively in the system modeling of 

Section 3.3.2. More quantitatively, it is shown in [Soyuer, 19901 that the mean value of Up-Down 

(where Up and Down assume values of O and 1) ideally varies with B = fref - f v m  

f vco 

Equation 4.2, for f,,>f& 

p + 0.5 ( V - D )  = - B + l  

F h r e  4.18: Block Diagram for PFD 

If, however, the path through the NAND gate, into the flip-flop met, and back out to 

the fiip-flop output, has a delay of AR. then the average value of Up-Dom is given by Equation 

4.3, for f,,>fd, where Tvco is the period of the VCO signal entering the PFD. SUnüar 

expressions are found for the case when fn&&,, and are plotted in Figure 4.19 for several cases 

of 8. and a fixed teference frequency of 3 0  W. 



Figure 4.19: Mean Value o f  (Up-Dom) for Vorious Values of Gate Delay AR 

- 
Note that as the gate delay (AR) increases, the maximum value attainable by U-D 

demases, as does the value at a aven value of B or y. Thus. the P U  cannot take action as quickly 

to fnquency emrs as it can when no delay is prcsent. 

From the above discussion. it can be appreciated that it is important for fast frequency 

acquisition to minimize the reset time through the NAND and flip-flops. While a conventional 

CMOS NAND gate c m  easily k designed to give fast propagation times (on the order of 30 ps in 

0.35km technology, unloa&d), conventional D fiip-Bop designs contain a large number of transis- 

tors, and comspondingiy high pmpagation times. For example, the fiip-flop design in (von 

Kaenel, 1996l has 19 transistors, and a met-to-output propagation delay of216 ps. Also, since 

the reset signal sees ten transistor gatcs. the capacitive load on the NOR gate that generates the 

nset signai is very large. As a result, the propagation time through the NOR gate is increased to 

325 ps. This value cannot be substantidy improved by increasing the sizes of the NOR gate tran- 

sistors, since this increases the load seen by the Bip-fiops. As a result, the "default" pulses 

appearing at the Bipflop outputs have a width of 0.54 ns. Whiie this is adequate perfomance for 

lower-speed designs. this degrades performance tw much for signals with periods as low as 3 ns. - 
While the ideai maximum value of U-P is unity, the value in this case is reduced to 0.83. 
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To minimue the nset time through the flipflops, and to decrease the loading on the 

NAND gate. a very simple Ripflop was designed (similat to the one used in m, 1997]), based 

on the true single-phase clock (TSPC) logic family muan, 19891. The Bipflop is composed of 

two cascaded IeveI-sensitive inverting latches, as shown in Figure 4.20a). The ârst (fomed by 

transistors ml, m2, and m6) is active on a high clock, while the second (formed by transistors m3- 

m5) is active on a low clock, so that the cascaâed combination is negativecdge triggered. Note, 

however, that this circuit, in general, wül not work as a m e  D flip-Bop, since, when the clock is 

low, the output p is not isolated h m  changes in the input D. 

In TSPC D flip-Bop, there is usually an isolation stage between the positive and nega- 

tive latches to isolate the output of the flip-Rop €tom changes in the input when the second latch is 

active muan, 19891. However, for this work, this design wiii act as the desired fiip-flop, since the 

input is always high. in this case, when clk goes high, the drain o h 2  is pulled down to VSS, and 

when clk drops low, the drain of m2 is left floating, holding the VSS value. This value causes rn5 

to pull the output high, as desired. The removal of the isolation stage h m  the circuit lowen the 

tnuiastor count by three, and decreases the delay through the Bip-Bop from the reset input to the 

output. 

One m e r  quired modification is the addition of some met  mechanism. This is 

accomplished through the addition of m7, which up to now, has been ignored. An active-low reset 

has been chosen to allow the use of a NAND gate, instead of an AND gate. This transistor pu- 

f o m  an asynchronous reset operation whenever met  goes low. To decrrase the reset time, m7 

and m3 are made fairly large. 

Finally, since the D input is always hi@, the fiip-Bop may be simplified, as shown in 

Figure 4.20. Because m2 is always off, it can be removed h m  the circuit, and because ml is 

always on, it cm be replaced with a short circuit. With these modifications, the circuit appears as 

shown in Figm 4.20b). 

Simulations show that the delay h m  the Eset input thmugh to the output is 76.7 ps, 

which is almost three times faster than the Bipfiop used in [von Kaenel, 19%]. The circuit uses 

oniy 6ve transistors, instead of 19 in the case of [von Kaenel, 19961. 



Figure 4.20: C i d t  Schemrüc for PFD FUp-Flop 

The inverters shown in Figure 4-18 use unit-sized transistors, since the capacitive load 

seen at each of the outputs is a single transistor gate. These inverters are in place to generate com- 

pliments of the up and down outputs, which art required to drive the charge-pump cinuit. The 

inverten have a very small propagation delay of 47 ps, including loading eflects. The inverters 

provide output wavefom with fast 10%-90% nse and fa11 times ranging from 98 ps to 120 ps. 

The NAND gate is a conventional CMOS design. With the loading effects of the flip-flops 

included, the NAND propagation delay was 78 ps, which shows great improvement over the von 

Kaenel design. 

When al1 the above blocks are put together as shown in Figure 4.18, simulations show 

that the default pulse width on the upldown outputs is very narrow at 150 ps, which is 3.6 M e s  

smaller than in [von Kaenel, 19%]. Thus, the theoretical maximum value of U-D is increased to 

0.95. 

The circuit response to a VCO fkquency of 333.3 MHz and a reference fiequency of 

3 125 MHz is show in Figure 4.21. The Up signal is virtually inactive, with extremely narrow 

periodic spikes, while the Down signai gradually increases in duty cycle. as expected Note that 

even at these high input frequencies, the circuit msponse looks close to ideai. The circuit response 

for the maximum phase emx for which the circuit responds comctiy at 333.3 MHz is shown in 



Down 

Figure 4.21: PFD Response for tvCo > f i  

Figure 4.22. The delay between the VCO and nfennce signal, which are both running at 333.3 

MHz, is 2.62 ns, for a phase diffennce of about 3 15 degnes. so that the PFD operates correctly 

for phase shifts ktween plus and minus 3 15 degrees at 333.3 MHz. 

Down 
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Qpue 422: Response of PFD for Mawfmurn Pbase Ermr at 3333 MHz 

The mean value of UpDown is plottecl versus phase emr between the VCO signal 

aad the refetence signai in Figure 4.23, assuming 333.3 MtIz input signais. The ideal plot is 



show as a dotted Line in this figure. The main Merence between the two is that the simuiated 

plot does not rise shaight to 3.3 V at 360 degncs (and -3.3 V at -360 degrees), as the ideai plot 

does. This is due to the delay incumd in resening the flipflops. As can be seen, the PFD oniy 

acts ideal between plus and minus 3 10 degrees of phase error at 333.3 MHz. This range inmases 

as the fquency of the input signals is decnased, since the size of the nset delay decreases rela- 

tive to the signal period. At 250 MHz. the range would be 1323*, and at 175 MHz. the range 

wodd be k333O. 

Figure 4.23: Merin Value of Up-Down Versus Pbase Emr Between Inputs at 333 MHz 

The PFD circuit was found to dissipate 135 p W  power, assuming 333 MHz input sig- 

4.5 Charge-Pump 

The design of the charge-pump will first be discussed followed by a discussion of the 

loop-filter design, including self-biasing considerations. 

4.5.1 Charge-Pump Design 

The design of  the charge-pump kgan with a straightforward stntctum, as shown in 

Figure 4.24. The circuit contains two cascode cumnt-sources (fonned by m4 and mS), which are 



matched ta transistors m7 and m9 in the bias circuit, so that the up and down cumnts an closely 

matched. The crimut p e & d  by these sources is du.ected into or out of the lwp fiIter imped- 

ance using conventional cumnt mirrors. These cumnt mirrocs an nitneci on and off by the 

switches m8 and m7. The transistors ml  and mZ are given large lenms (0.6 pm) to reduce the 

effects of channel-length modulation on the charging/discharging curfent. Channel-length modu- 

lation alters the phase-detector constant by changùig the cumnt supplied by ml and m2 as the 

output voltage changes. The capacitor CIO& has been added to equalize the propagation delay 

times seen by the Up and Down paths. The Up sipals expience an extra inverter gate delay 

from the PFD. and also see a larger input capacitance lwking into the charge-pump circuit. 

This design is simple. and gives reasonable performance, however it has the drawback 

that large transients occur in the circuit whenever m8 or m7 is tumed off. Consider the case of m8 

turning off. Mtially, m8 is turned on, which pulls the gate of m6 close to the power supply, mm- 

ing off m6 and m2. This nsults in an increase in the current fiowing through mS (by about 20% in 

simulations). When m8 is tumed off, the current source m5 must quickly nduce its cumnt to 100 

mA, while m6 and m2 tum on. The important point is that the gate of m6 gœs through large tran- 

sients (on the oràer of 1 V) every time m8 is turned on off, which slows down the switching of 

cumni in the circuit. Similar transients occur at the gate of m3. 

To overcome this problem, the circuit was modified as shown in Figure 4.25. The 

design retains the cascode cumnt-sources m4 and m5, however now dummy structures formed by 

m6p/m8p and m3plm7p have ken added Instead of loading the cumnt-sources with a triode- 

region transistor (with a srnail voltage drop across it) when no change is to be made to the loop fil- 

ter output voltage, the cumnt from these sources is directed into dummy structures [Lacy, 19991. 

This minirnizes transients at the drains of m8 and m7, and speeds up the rrsponse of the circuit, as 

well as decreasing the power dissipation, since the nominal cuaent flows through m4 and m5 

when no changes are to be made to the output voltage (instead of the roughiy 20% larger current 

in the previous design). 
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A plot for the chargddischarge cumnts, as well as for the output voltage of the 

charge-pump and PFD combination is given in Figure 4.26, assuming both input fkquencies are 

333.3 M H k  Ideaiiy, the c u m t  through m l  and m2 shouid be equal, so that no net charge is 

transfened to the loop nIter, and the output voltage nmains constant. In ptactice, however. this is 

not possible (for the given design), since the signal paths for creating the ch- and discharge 

cumnts are differcnt. Because the charging cumnt is mateci through a group of p-channel 

devices, it has slower rise and faü times than the discharging current. Despite efforts to make 

these current pulses equal in total charge transfer, there is a 6.8% mismatch between the RMS vd- 

ues of the charge and discharge cumnts. assuming an output voltage of about 1.6 V. As the out- 

put voltage changes, however, this mismatch changes, due to channel-length modulation (13.5% 

at 2 V output. 0.9% at 1.3 V output). As a result of this mismatch, the output voltage cûifts when 

the VCO is in phase with the input, as seen in Figure 4.26. Nevertheless, the charge-pump does 

give fnst rise and fail times for the up and down cumnt pulses, as desired. The rise and Ml tirnes 

for the down c m t  are 430 ps and 377 ps, nspectively, whiie the nse and fa11 times for the up 

currcnt are 509 ps and lûûû p. nspectively. 

The charge-pump circuit was found through simulation to dissipate about 710 pW, 

assuming 333 MKz input signals. 



4.53 Loop-Fiiter DesCm and SmBiPsing 

The loop fïItet is a simple implementation of the passive secondader fdter used in the 

MATLAB simulations, except that a triode-region transistor mrl is used to implement the fiIter 

resistor. This transistor is included to incorporate the concept of self-biasing into the PLL 

[Maneatis, 19%], which allows the loop Q and natural fnsuency-to-VCO fioquency ratio to 

remain constant with VCO fkequency, over the entire allowable frequency range (f 30 46 around 

250 MHz). 

To see how this can be achieved, mal1 that the natural fnquency is given as in Equa- 

tion 4.4 and loop Q as in Equation 4.5, where R is the srnail-signal resistance of transistor mrl in 

Figure 4.25, Ich is the nominal current injected into the loop filter by the charge-pump. and K, is 

the andog VCO constant, in rad/s/V. 

It was found ihrough simulation that K, and Ich an proportional to kquency. In order 

to ensure Q does not change with frequency, it is therefore necessary to make R inversely pmpor- 

tionai to fiequency. With Q held constant, the natural fkquency is then proportional to fnquency. 

as desired. To make R inversely proportional to fiequency, it is implemented by a triode-region 

transistor ml, whose gate voltage is &termined by R. Note that the small-signal resistance of 

ml (see Equation 4.6) is inversely proportional to the transconductance of an active transistor, 

which is in tum proportional to the conductance of the bias circuit resistor. Because (hm Sec- 

tion 43.1) the VCO fkquency is also proportional to transistor transconductance, the resistance 

of triode-biased of ml should be inversely proportionai to hquency (this is s-d in 

Equation 4.7). Thus, ihc lwp dynamics shouid track the €requency of the VCO, so that the loop 

step-response does not vary too much as the input kquency changes over the aiiowable range. 
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To check this. Icb, &, and R were simulated over a wide range of VCO frrquencies, 

and plotted as shown in Figure 4.27. From this figure. it cm be seen that bh and K, are indeed 

proportional to frequency, and that R is inversely pmportional to frequency. 
Cham Pump Current Versa VCO Frequency 
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Because these are not pure proportionalities (Le. they al1 have offsets), one expects 
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VCO fnquency, as show in Figure 4.28. While o, seems to be proportional to frequency as 

desireci., the Q factordisplays some variation. However, Egwe 4.28 ais0 shows the variation of Q 

over fnquency assuming a i k d  R of 18.26 kQ, which shows that intraduction of the nuiable filter 

nsistor reduces Q variation subsbntidly. SpccincaUy, Q varies by 29% h m  its nominal vaiue 

(its vaiue at 250 MHz) at 175 MHz instead of6396, and varies by -17% instead of -31% at 325 
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MHz. Hence, Q is not heldcoltstmt, but the= kas been a substmtid mduction in Q variation for 

tiîîfe or no txna design &iort. 
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Figure 4.2& Natural Fnquency and Q Versus Frequency 

4.6 Comparators 

Then are two comparators nquired in the system, as shown in Figure 4.2. One com- 

parator is nquired to operate at a high common-mode voltage (to check if the charge-pump output 

has risen above the High threshold), while the other comparator must operate at a low common- 

mode (to check if the charge-pump output has failen below the Low threshold). To case the com- 

mon-mode range requirements of the compmtors, it was decided to design two different cornpar- 

ators. While this incurs Som mismatch in latching tirnes, this is not important, pmvided the two 

comparators can set* in one half-period of the Up/Down controi-logic's clock. The clock for the 

comparators and digitai logic is simply the input crystd-reference divided down in fnquency by a 

faftor of 64. Thus, the srnailest requind settling time is 64 x 1.5ns = 96 ns. 



4.6.1 Comparator 1 Design 

To obtain a fast settiing the ,  it was deci&d to go with a latched architecture, based on 

that fond  in [Song, 19901, which is also described in [Johns. 19971. The schematic for the high- 

common-mode comparator (Comparator 1 in Figure 4.2) is shown in Figure 4.29, dong with a 

diagram of the comection of Comparator I and 2 in the system. The use ofn-channel input tram 

sistocs places the High threshold in the input cornmon-mode range of the circuit (which is roughiy 

1.45 V to 3.05 V). The only diffennce between this comparator and the one found in [Song, 

19901 is that the cumnt source ml1 is cascoded. The DC gain of the first stage (fonned by m l 4  

and m l  1) was simulated to be about unity. The gain is srna11 because it is simply the ratio of gml 

to gm. The second and third stages combine during track mode (i.e. when ml3 is tumed on) to 

form a gain stage with a gain of gmSRTnicF where RTWk is given as in Equation 4.8. This resolu- 

tion-enhancing gain was sirnulated to be about 17 (or 25 dB) at DC. When m13 is iumed off, 

the comparator enters latch mode, and transistors m9 and ml0 are disabled. The positive feed- 

back provided by m8-m9 forces the comparator to latch to its final value, which depends on the 

output voltage built up by the previous îrack period. To Save on power, no differential-to-single- 

ended converter is  used at the output of the comparator. Instead, two CMOS inverters are used to 

regenerate the signai up to full CMOS levels, for use by the up/down logic. 

The clocking scheme used forces the comparators to latch when the clock is low, and 

to track when the clock is high. The upldown counter is positivecdge higgered, so that it samples 

the outputs of the comparators at the end of the latch phase. As long as the comparator outputs 

settle within half a dock phase, the correct value will be sampled by the upldown counter. 
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Figure 439: Circuit Scbcmadc for Comparaîor 1 

The output "outp" is shown for the cape of sinusoidal input in Figure 4.30. The lower 

plot shows the input sinusoid, dong with the reference Vbib and the dock signal. The uppa plot 

aiso shows the output signal after the two invertus (dotted üne). At "outp", the high level is 3.3 

V. however the Iow level is 1.1 V. To fix this problem, a CMOS inverter with a thnshold voltage 

of 2.01 V is used followed by a CMOS inverter with a threshold voltage of 1.65 V, to help equal- 

ize rise and fall tirnes. The risetirne at the output of the comparator (before the inverters) is 3.63 



ns, while the propagation delay through the two invertas is 880 p s  in totai. The propagation delay 

h m  the clock signal (measund at its 50% point) to the Up signal naching 99% of its final value 

is 2.37 no, which is well within the required value of 96 ns. This delay value was measured at the 

bias conditions expected at 250 MHz, and includes the loading effects of the UplDown Logic. 

The totai power dissipation, assuming a clocking speed of 5 MHz, was simulated to be 

a .  
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Figure 430: Output of Comporoitorl for 1 MHz ShusoidaI Input, 5 MHz Clock Rate 

4.6.2 Comparator 2 Design 

The design for Comparator 2 is similar to that for Comparator 1, except that the design 

is "fiipped over" to give p-channel input transistors, as shown in Figure 4.3 1. This moves the 

input common-mode voltage range to a lower level (roughly 0.25 V to 1.65 V), suitable for Corn- 

parator 2. 

T h e  CMOS inverters were used at the bboutp" output, instead of using two inverters at 

the "ouû?' output, since this yields an output that is always low, unless the comparator is latching 

out a high value (which indicrites that the upldown counter should be demmented). This situa- 

tion is the same as at the output of Comparator 1. 



To impmve the gain in the first stage* the &es o h 3  and m4 were reduced to decrease 

their transconductance, tbus increasing the gain, which is the ratio of gd to gd. This gain was 

found to be 1.08 at DC. By leaving mS the same size, an additionai c m n t  gain of 2 was pro- 

duced in the sccond stage, giving a DC gain of 14 (23 dB) forthe second stage. The overali DC 

gain From the input to the output during track mode was similar to the gain for Comparator 1, at 

L5.10 (23.6 dB). Because the settling tirne was initially poorer than Comparator 1 during latch- 

ing, the transistors m'Tm1 0 and m12-ml3 were aU doubIed in size to improve the settiing thne for 

Comparator 2. The 90% to 10% faIl time at the output of Comparator 2 (before the inverters) was 

hulated to be 1.23 ns (an improvement of 66% over Comparator l), while the propagation time 

fiom the cik to the output of the second inverter was only 1.36 ns, assuming bias conditions for 

250 MHz input, and including the loading effects of the UplDown logic. 

Figure 4.31: Circuit Schematic hr Comparator 2 

The output of the comparator for a 1 MHk sinusoida1 input and 5 MHz clock rate is 

show in Figure 4.32. The top plot shows the output of the comparator befoce (shown as dotted 

line) and after (shown as solid line) the two inverters. As can be seen, the comparator laiches 

when the ciock goes low. To regenerate the comparator output to fulI CMOS Ievels, an inverter 

with a threshoId of 1.89 V is foliowed by an inverter with 1.65 V, which helps equalize rise and 



The total power dissipation for Comparator 2 was found to be 1.2 mW, assuming a 

clock-rate of 5 MHi:. 

outp and down 

C O U P .  TRO 
CLK 

Input, Clock, and 
Low Threshold 

Figure 4.32: Output of Comparator 2 for 1 MHz Sinusoida1 Input, S MHz Clock Rate 

Up/Down control logic is required in the system to control the state of the digital mis- 

tors in the bias circuit. The logic implements the block diagram described in Section 3.3.3. As 

the functionality of the logic was relatively cornplex. it was decided to implement the circuit using 

VHDL, and then to automatically generate the layout for the circuit using 0.35 pxn CMOS digital 

cells, using Cadence. The VHDL code for the up/down control logic is given in Appendix A. 

The automatically generated Iayout is very compact, with a size of 230 pm by 260 pm, 

with a maximum average power dissipation (assuming the digital state must be altered on every 

dock cycle and the circuit is clocked at I l  MH%) of 4.4 mW, which drops to about 0.5 mW when 

the PLL reaches steady state at 300 MHz (when the Up and Down signals are esmtially inactive). 

The circuit operates conrctly for clock hquencies exceeding 400 MHz (assuming a state change 

on every dock cycle), including the effects of parasitics. 



4.8 Layout Considerations 

The Iayout for the circuit was done with the help of BALLISTIC, a code-based analog 

layout tool developed at the University of Toronto. This program was useâ to quiciûy generate 

layouts that would otherwise have taken a great deal of the,  such as differeatial pairs with inter- 

leaved unit transistors to improve matching and large capacitors composed of an amiy of unit- 

sized capacitors with dummy devices added for matching. 

Guard rings similar to those discussed in [Johns, 19971 wen placed around the logic 

circuitry to =duce the amount of digital noise coupled into the analog circuitry through the sub- 

strate, as shown in Figure 433. . . . . 
l l l l I ; ;*-n-well 

Analog 
Circuits 

Figure 4.33: Schemtic for Guard Rings 

The fixed nsistor in the bias circuit was implemented as a p+ diffusion resistor, as 

opposed to a polysilicon resistor. This choice was made to Save on area. since the resistivity for 

p+ diffusion is roughiy 10-15 times higher than polysilicon for the process used. The p+ diffusion 

nsistor was chosen over an n+ resistor because the p+ resistor sits in an n-welI that, if biased with 

a clean power supply. can provide better isolation fmm subsaiie noise. 

To funher reduce the amount of digital noise coupled into the analog circuitry, sepa- 

rate power supplies (MD and VSS) wcre used for analog and digital circuitry. These supply 

iines were only comected off chip. Additionaüy. a üiinl set of power suppües was added ta bias 

the shields for the nsiston, capacitors, and digital circuitty. 



While the interconnection of several blocks was possible to extract and simulate. the 

enth PLL simpIy twk too long. To verify the PLL opetaiion as much as possible, the VCO was 

removed h m  the lwp, and iwo signal-sources were used to excite the PFD. The simulation 

nsults for this setup are show in Figure 4.34. Because the VCO frepuency is faster than the 

input fkquency (these are both supplied by signai generators), the charge-pump pushes Va up in 

value (out in Figure 4.34). Eventually, Va rises above High, which is &tected by Comparator 1 

(whose output is downcntl in Figure 4.34). which Iatches high once the clock goes low. At the 

end of this latch pend (when the dock goes high), the upIdown logic detccts the high Down sig- 

nal. and decreases Vtham (themi in Figure 4.34). Notice that the Up signal (upcntrl in Figure 

4.34) is inactive at ail times, since the charge-pump output never falls beiow Low, and Vbin (bin in 

Figure 4.34) remains constant, since Vhem doesn't mach its minimum value. 

upcntrl 

dow ncn trl 

therrn 

bin 

out 

Fiyn 4- Open-Loop Response of P U  Witâout VCO 



Finaily, the PLL was simpüfied by removing dl the digital VCO control signals, Ieav- 

ing only the ring-oscillator, adjustable bias-circuit (with the digitd contrd signaîâ held constant), 

PFD. charge-pump. and b o p  nIter. This redning cimutry formed a conventional charge-pump 

PLL (albeit with a sligbtiy unconventionai VCO stmcture). The nsponse of the circuit to a 290.7 

MHz input is show in Figure 4.35, h m  which it can be seen that the circuit converges to a stable 

operating point in about 800 ns, with a 5.8% overshwt. 

Figure 435: Respobse of VCO Coatrol Voltage in A d o g  PLL to 290.7 MHz Input 

The final layout for the complete PLL system is shown in Figure 4.36. The system 

occupied an ana of 1600pm X 1600p. including pads and circuits added for testing (see next 

chapter). 
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Figum 436: Fiaal Layout for PLL 
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Test Results 

The PLL was implemented over two design runs. The first nin (sent out in December 

of 1998) contained only o simplified version of the VCO, while the second run contained the 

entire desip. 

This section starts by àiscussing the testing of the VCO mn, followed by the testing of 

the entin P U  chip. In each section. the test setup for the given run is discussed, followed by the 

test resdts. 

5.1 VCO 

The VCO chip was a simplified version of the VCO used in the final PLL design. The 

block diagram for this circuit is shown in Figure 5.1. The upldown counter contained only eight 

states (using a seven-bit thennometer-code), instead of the 256 states in the final design. The 

ringacillator contained an earlier version of the inverter, as shown in Figure 5.2. This design 

was later scaled &wn to nduce the power consumption, and the lengths of the load transistors 

were increased to inmase the output swing. A large-width open-collecter differential pair was 

used to drive the pins of the package, as shown in Figure 5.3. 
\ 



outp 1 
Output B u f f i  

ounil outn 1 

t1 
Constant-gm r2 
Bias Circuit r3 

r4- 

F m  5.1: Block Diagram of VCO Circuit 

The conuol signa1s for the up/down logic (up, down, met, dock) and the analog con- 

ml signal were al1 fed in h m  off the chip. 
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Figure 53: Circuit Schernatic for VCO Output BWer 

5.1.1 Test Setup 

The VCO chip was packaged by CMC in a 24-pin CFP (Ceramic Flat Package), suit- 

able for frequencies up to 2 GHz [CMC Website. 19991. 

The PCB layout was designed using CircuitCAM software. This layout was then 

etched ont0 a copper circuit board using an LPKF RotoMat [LPKF, 19961. A schematic for the 

final board layout is  shown in Figure 5.4. 

Pins 6 and 7 tap the differential output of the fmt stage of the ring oscillator (outpl 

and outnl) through the VCO output buffer of Figure 5.3. Analog VDD and Analog VSS provide 

power to the analog circuits (bias circuits and ring oscillator). Shield VDD and VSS bias the 

shields used on-chip to isolate analog regions h m  noisy digitai ngions. Digital VDD and Digi- 

tal VSS provide power to the logic used to control the digital portion of the voltagecontroiied 

nsistor in the bias circuit. The "CU<" input provides a clock signal to the logic, while the "reset" 

input provides a met signal to the logic (mets the digital state to 0001 11 1). The "up" and 

"down"inputs are used to inmase and decrease the value of the digital portion of the adjustable 

nsistor, respectively. The "Va" input is used to control the analog portion of the digital nsistor. 

The rLr4 pias monitor the bias voltages produced by the adjustable bias circuit. 



Component Values 
Rla-b = 2k Ohms 
Ch-b = 0.1 UF 
Cc13 = 0.L uF 
R2-4 = 2k Ohms 

&T-~~ Shicld VSS , 

Figure 5.4: PCB Loyout for VCO Chip 

S A 2  Resuits 

The VCO was measmd to have a minimum lnquency of 125 MHz and a maximum 

frequency of 320.5 MHz. When the VCO conml si pals (analog and digital) were swept fiom 

their highest to lowest States, the VCO responded as show in Figure 5.5. 



Figure 5.5: VCO Frequency as Anrilog anà Digital States are Swept From Highest to Lowcst 
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Figure 5.6: VCO Frequency Versus Digital State (Va = 0.8 V) 

The variation of the VCO frequency with the analog control voltage for various fixed 

digital States is show in Figure 5.7. The standard deviation of the measund curves fiom the 

LMS enor-fit lines are given as a percentage of the tuning range for the given digital state. The 

VCO characteristics for a fixed digi tai state are rcasonably linear (less than 2.6% enor). consider- 

ing the large control-voltage range u d .  

Finally, the variation of the analog VCO constant with VCO f~quency is show in 

Figure 5.8, where it can be seen that the VCO constant varies Linearly with VCO fkquency. 
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Figure 3.7: VCO ~kquency  Vermis A m h g  Conbd Voltage for ~ o u r  biRerent Digital States 

5.8: M o g  VCO Comtant Versas VCO Fnqiwaccy 



The spectmm of the VCO outpk at 200 MHz is shown in Figure 5.9. The main lobe 

of the VCO spectmm is much wider than that in the PU spectrutn (appmximately 18 MHz, as 

opposed to 20 kHz7 as WU be seen in Section 5.2.2). This becoms more appamit when span of 

the plot is decreased as in Figun 5.10. The phase noise cm be seen h m  Figure 5.9 to be -102.1 

dBc/Hz7 10 MIiz from the carrier. increasing to nwighiy -54.5 dBcltIz a i  100 kHz h m  the carrier. 

The fact that the main lobe is wider than in the PLL is not sqrising. since the P U  attenuates 

phase noise that is offset from the carrier by less than the loop bandwidth (see Section 2.3.1), 

which leads to the creation of a narrow main lobe around the carrier. 

FTgure 53: Spectmm of VCO Output at 200 MHz 
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Figure 5.10: Spectrum of VCO Output a l  2ûû MHz (Zmmed In) 

The total c m n t  drawn h m  the power supply at a VCO kquency of 250 MHz was 

measwd to be 4.36 mA, including the extra bias circuit and pad ârivers. 

5.2 Entire PLL 

In order to make the P U  design testable, several additions had to k made to the cir- 

cuit, as shown in Figure 5.1 1. A simple output driver was added to bring the VCO output off chip. 

The schernatic for this driver is shown in Figure 5.12. The first block in the circuit is a strong dig- 

ital buffer fiom the standard digital Iibrary for the technology used This is followed by a parallel 

connection of strong CMOS inverters, to fuaher improve the drive stnngth of the signal. This 

signal then drives the gate of a very Iarge NMOS transistor, which drives the pin capacitance. 

To monitor the digital States of the upfdown logic, two digital-to-analog convertas 

were added to the design, DAC 1 and DAC 2. The DAC 2 block is a 4bit themorneter-based 

DAC that tracks the state of the thermomter-code signal. while the DAC I block is a 4bit binary- 

DAC that tracks the state of the binary signai. The design for DAC 1 is shown in Figure 5.13 



[Johns. 19971. whüe the design for DAC 2 is shown in Figure 5.14 [Johns, 1997]. DAC 1 uses an 

R-2R structure to ciecrease the ratio of naistance values required in the circuit. Relatively large 

nsistor values were used to minimize the power dissipation. The two-way switches for the 

DAC'S are implemented as shown in Figure 5.15. Note that simple NMOS transistors may be 

used for switches. since for both DAC'S, the sources of the transiston in the switches are always at 

either true ground or the v h a l  ground of an opamp. 

The oparnps used to produce a voltage output for the converters are offchip. to Save on 

ana. Because the digital States do not change very quickly (5 MHk at the very most), these 

opamps do not have to have tembly fast risetimes (100-150 ns is mon than sufficient). 

Because some extra area existed in the layout at the end of the design, an extra com- 

parator was added to the system to allow testing of the comparator circuit by itself. This test com- 

parator takes the High thnshold as its negative input, and takes its positive input from off chip 

(Test-in). It also has its own output and latch sipals, which leave the chip through pins Test-out 

and Test-latch, respectively. The output signais from ail comparators (Cornparator 1, Cornparator 

2, Test Comparator) leove the chip through digital buffers h m  the standard CMOS digital ce11 

li brary. 

Because the senling behaviour of rLr4 is important for the PLL circuit, the bias volt- 

ages could not be brought off-chip without extensive buffering. Instead, on-chip probe-pads were 

added to the circuit to observe these voltages. The Low and High threshold voltages were brought 

off chip, since their settling behaviour isn't as aitical. Also, this allows the Low and High thresh- 

olds to be forced to different values if needed during testing. 

The dock signals for the logic and comparators are generated by dividing down the 

reference input fnquency by 64, using a cascade of sU D flip-0ops. The D flip-flops are taken 

fiom the CMOS standard digital ceIl library. The refemce input signal is generated off-chip. 
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Ffgure 5.12: Ciccuft Scbemtk for Output Driver 



Figure 5.13: C b i t  Sckmatk for DAC 1 
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Figure 5.14: C M t  &!berne& for DAC 2 
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5.2.1 Test Setup 

The package chosen for the chip was a 44-pin Kyocera CQFP (Ceramic Quad Rat 

Package), bonded h u g h  CMC. This package is clairned to be suitable for dock speeds up to 1.5 

GHz [CMC Website, L9991. 

The test setup for the final PLL chip is shown in Figure 5.16. The PLL input signal 

enters the chip thmugh the SMA connector labelled "Ref'. No termination resistor was placed 

here to match the signal generator to the load as maximum voltage-swing was àesired, not maxi- 

mum power transfer. The Low and High threshold voltages are monitored through the SMA con- 

nectors labelled "Low" and "High", respectively. The output buffcr for the VCO shown in Figure 

5.12 is loaded with a 10051 resistor to VDD, and monitored through the S M A  connector labelled 

"Buffer Out". The testcornparetor output is monitored through the SMA connector labelled 

"Out-test", while the input and dock signais enter the chip through the SMA connectors labelled 

'bIn-Test" and b'T'rack-Test". respectively. When it is desired to disable the test comparator (i.e. 

when it is not king tested), the input and dock signals are tied to ground using switches. The 

Therm signal that monitors the state of the themorneter-coded logic is amplified using Op-1. 

Rtherm was chosen to a give a minimum and maximum output voltage of 0.6 V and 2.6 V, nspec- 

tively. The reset signal for the logic is input using the manual Switch-2. The Up and Down sig- 

nais that control the upfdown counter are monitored through the SMA connectors labelled "Up" 

and 'Down", respectively. Opamp-2 is used to ampüfy the Bin signal that monitors the state of 

the binarytncoded portion of the upldown counter. Rbin was chosen to give minimum and max- 

imum voltages of -0.7 V and O V. respectively. Findy, the Track signal that is used to clock the 

up/down counter, as well as the comparators, is monitored through the SMA connector labelled 

"Track". To decouple power-supply noise to ground, a 10 pF electrolytic capacitor was placed 

across the power-supply terminais, and several 0.1pF surface-mount capacitors Cc14 were 

placed between M D  and ground at various locations on the PCB. 
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Figure 5.16: PCB Layout for PLL Cbip 

5.2.2 R d t s  

To start, the operation of the test comparator was examined. The output of the test 

comparator to a 150 kHz sinusoid with a 42 mV peak, clocked at 2 MHz. is show in Figure 5.17. 

The input signal is shown below the output signal. The sinusoid is roughly centered around the 

trigger voltage of the comparator (which is the High threshold), so that the comparator output 

goes high when the sinusoid is above its mean value, and goes low when the sinusoid is below its 

mean value. 

The output levels of the test comparator are O V and 3.3 The 1046-9046 rise t h e  is 

1 1.6 ns, w hile the 90%-10% fall time is 5.5 ns. This comsponds to a maximum clocking fre- 

quency of about 585 MHi. This corresponds to a maximum input Reference fnquency (which 

gets divided dom by 64 to genemte the comparator cIocks) of 3.7 GHz. 
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Figure 5.17: Output otTest Cornprirritor in Response to Sinusoida1 Input 

To test the anaiog portion of the P U ,  the Low and High thresholds were held at O V 

and 3.3 V, respectively, and the up/down counter was reset to its middle value. With the Low and 

High chresholds held at these levels, the comparators driving the upldown counter never latch 

high. so that the upldown counter is disabled, and only the analog portion of the PLL is functional. 

Under these conditions, it was found that the PLL could lock to hquencies ranging h m  182 

MHz to 190 MHz. 

To check that the dock signal for the logic and cornparators was generated comctly, a 

250 MHz signal was input to the PLL, and the Track output was observed. As expected, the Track 

output toggled between O and 3.3 V at a hquency of 3.90 MHz (or 250 MHz divided by 64). To 

check that the dock-divider circuit was as fast as required a 325 MH2 was input to the PLL. 

Again, as expected, the Track output was divided down in frrquency by a factor of 64, for a ffr- 

quency of 5.08 MHz. The clock-divider was found to work comctly for input frcquencies of up 

to 650 MHz. The clock-divider output for this input tkquency is show in Figure 5.18. 
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Figure 5.18: Ttrick Output for an Input F'requency of 650 MHz 

To check that the Up and Down signals were being generated cornctly, the Low and 

High threshokis were left at the values generated on-chip, while the met signal for the logic was 

held high, thus keeping the digital logic in its midde state, while allowing the comparators to 

latch high in response to the charge-purnp output. When a high frequency of 300 MHz was input 

into the P U ,  the Up signai toggled on and off at a fkquency of 4.7 MHz, while the Down signal 

remained low, as expected. When a low fiequency of 150 MHz was input into the PLL, the Down 

signal toggled on and off at a fkquency of 2.3 MHz, while the Up signal remained low, also as 

expec ted. 

Finaiiy, the operation of the entire system was verified by inputting a 250 MHz signal 

into the PLL, and observing the P U  output. It was found that the PLL quickly locked to the input 

signal, and remained locked as the frequency was slowly swept. The P U  lock range did not go 

quite as high expected, oniy locking to fnqucncies of up to 300 MHz, however the P U  locked to 

lower Frrquencies than expected, going as low as 135 MHz. This is likely due to parasitic wiring 

capacitances in the rïngsscillator. The input and output of the P L  are shown for input fiequen- 

cies of 135 MEk. 250 MHz, and 300 M&, in Rgures 5.19-5.21. 
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Figure 5.19: Input (Upper Waveform) and Output (Lower Wavebrrn) for 135 MHz Input 

Figure 530= Input (üpper Wavefom) and Output (Lower Wavebm) for WO MHz Input 
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Figure 5.21: Input (Upper Wavefom) and Output (Lower Wavefom) for 300 MHz Input 

The power dissipation at 250 MHz was measmd to be about 83.2 mW for a 3.3 V 

supply, excluding power used by the extemal opamps. About 63.9 m W  of this is power is due to 

pad driven and test circuitry (from simulations), leaving a dissipation of about 19.3 m W  for the 

core P U  

Next, the frequency spectnim of the VCO output was examined under locked condi- 

tions. The spectnim of the VCO output for an input fquency of 202.2 MHz is shown in Figure 

5.22. The phase noise cannot be accurately measured from ihis plot, however, since the spectmm 

cannot be approximated as white noise. To get the phase noise measunment, the span of the 

spectnirn analyzer was increased as shown in Figure 5.23, so that the spectrum could be approxi- 

miited as white noise (i.e. white noise with a narrow spike at 202.2 MHz). This aows the phase 

noise to be measund to be -92.5 dBclIIz at a 100 kHz offset h m  the carrier. The phase noise 

decreases at lower frequencies, due to the larger signal amplitude at the output buffer. This is 

illustrateci in Figure 5.24, wwhich shows the spcctrum of the PLL output for an input Fnquency of 

115 MH& (one of the chips measured had a lower lock range Mt of about Il5 M&). This figure 

shows the phase noise to be -105.6 dB- at a 110 lrFIz offset h m  the car rie^ 



F b r e  5.22: Spectrum of PLL Output for 202.2 MH2 lnput 
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Figure 5.23: Spectcum of P U  Output br Input Fnquency of 2û2.2 MIIz (2oomed Out 



Figure 534: Spectium of PLL for Input Frequency of l l S  MHz (Zoomeâ Out) 

The jitter of the PLL output signai was studied next. An oscilloscope was used to 

compare the phase of the P U  output to a high-quality kquency nference (which the PLL was 

locked to). The resulting jitter histogram is show in Figure 5.25 for a 290 MHz input signal, 

from which it cm be seen that the PLL displays a peak-to-peak jitter of 1 1 1.6 ps, and an RMS jit- 

ter of 15.6 ps. 



Figum 5.2% Jitter Wstogram of PLL Output at 2W MHz 

With the P U  characterized, the transistor transconductances generated by the con- 

stant-transconductance bias circuit were examined. In order to measure transistor transconduc- 

tance, the setup in Figure 5.26 was used, where mhigh is the transistor used to generate the High 

threshold in Figure 4.3. Vtest is AC-coupled to the gate of mhigh through a 3.01 M nsistor, 

which foms a nsistive divider with the nsistor r (which was ad&d to provide some ESD protec- 

tion for the gate of mhigh) and the impedance lwking into the diode-connected rnhigh (which is 

mughly I/gm,mhigh)* Thu, g w g h  (which is proportional to al1 other transistor tnuisconduc- 

tances) can be found using Equation 5.1, wherc &=VuVI (V1-2 are small-signal voltages). 



Figure SM: Setup For Measuthg lhdstor 'ILansconàuctance 

In theory, the transistor triasconductances should be proportional to the input fn- 

quency (assuming the PLL is locked). This was verified by slowly swecping the input fnquency 

from 160 MHz to 270 MHz, and measuring the transconductance of mhigh, resulting in the plot 

shown in Figure 5.27. The standard deviation between the observed curve and the LMS enor-fit- 

ted straight line was found to k 4.6 pW, which is 1.3% of the value of g, at 250 MHz. Hence, 

the system seems to keep the transistor transconductances well matched to the input fmquency of 

the PU. 

To examine the variation of the supplied transistor transconductances over process, the 

transconductance of mhigh was measured at a fixed input-fkquency of 250 MHz, over five differ- 

ent chip samples, each placed in an identicai test setup containing an IC socket, to nmove emrs 

due to test-setup differences. The result of this test is shown in Figure 5.28, where the value of g, 

is plotted for each chie sample, dong with the mean of the measmd values. The standard devia- 

tion of these measurements was found to be 9 @/V, which is 3.06% of the mean value, indicating 

that the system seems to provide stable transconductances over process. However, because al1 

samples were h m  the sarne process run, these resuits are not sufficient to prove that the transcon- 

ductances obtained are highly immune to process variations. 



Figure 5.27: Variation of g, of d g b  Wïth input Frequency - 

Std Deviation = 9.1 u A N  
(3.06% of Mean) f 



To examine the dependence of transistor transconductance on the power-supply volt- 

age. the power-supply voltage was varied from 2-45 V to 3.5 V, and g, was measured ai each 

point The result of this measurement is shown in Figure 5-29, where it can be seen that g, 

changes by f 1.3 % when VDD changes by f 10 96. Thus. the traasconductances produced by the 

system an very stable over changes in power-supply voltage. ... 
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Figure 5.2% Vbdation of & of mhigh With Püwer Supply Voltage at 250 MHz 

To determine the variation of g, due to changes in temperature, the test-setup was 

heated in an oven. resulting in the plot s h m  in Figure 5.30. This plot shows that there is very lit- 

tle variation in g, for a temperature range of 60° C (2.2% diffmnce between g, at BO0 C and 20' 

Cl* 
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Ffgum 5 3 :  'hndstor g,,, Versus Temperature rit a VCO Frequency of 250 MHz 

To determine how often the digital logic switched in steady-state, the chip was left 

nuining with a 200 MIIz  input signal for ten hours, measuring the analog version of the themom- 

eter contml-signal (ie. the output of DAC 2) every ten minutes. The result is show in Figure 

5.3 L, which shows that over ten hours, the logic switched only once. Thus, the time between 

switching events in steady-state is at least eight hours. Ideally, the digital state should not have to 

change at all, assuming a fixed input signal, however as time progresses, the chip heats up, so that 

the malog control voltage must demase to keep the VCO matched to the input hquency. Even- 

tuaily, the analog control voltage moves below the Low threshold, which causes the thermometer- 

code state to change. The analog control-voltage is then fomd to its midde value through con- 

nolied hysteresis, which helps to increase the amount of thne before the next state-change is 

required. 

Fmaily, the open-loop characteastics of the VCO were examineci, as show in F i p  

5.32. The upper plot shows the VCO ûquency, the middle plot shows the value of the themom- 



etercncoded digital signai (at the output of its DIA converter), while the bottom plot shows the 

value of the binarycncoded digitai signal. 
1 1 1 I I 1 1 1 I I 

Figure 5.31: Output of DAC 2 Vemw The  for Input Signal of 200 M H z  

FigweS.32: VCO Fcequency Cbmctecistic 



This plot is simplified in Figure 5.33 by showing only one fiequency point per ther- 

mometer state (i.e. the value of V'is ked for aîI points). Figure 5.34 shows the variation of VCO 

frequency versus Va for four digital States. For a hed digital state, the VCO characteristic is very 

linear, with an almosf constant dope. The plots include die standard deviation between the 

observed curves and theu mi*nimm-LMS emr sûaight lines. The standard deviations are also 

givcn as percentages of the tuning range at the given digital state. Ail standard deviations cm be 

seen to be less than or equal to 4% of the tuning range. 
vco FnqUdllCy 

Figure 5.33: VCO ChmcterlsUe for Ftred Vdue of V, 
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Figure 534: VCO Frequency Versus Ve for V ~ O U S  Digitrl States 

The performance of the P U  and bias system is summarized in Table 5.1. 

Tabk 5.1: Summuy orPLL and Bips System Performance 
- 

Powcr Dissipation (Inciuding Test Circuitry and 23.1 rnA fiom 3.3 V Supply 
Pad Drivas) 1 
Estimateci Power Dissipation of Core P U  1 5.8 rnA h m  3.3 V Supply 

1 11.6 ps peak-io-peak, 15.6 PS 

RMS Q 290MHz 

Closcd-Loop Phase Noise I -92.5 dB& @ 100 lcHz offat 
from 202.2 MWz carrier 

V'ation of g, Ovcr Process 1 3.06% 

Viuiation of  g, fiom 10% Viation in Powcr-Sup- 
ply Voltage 

Variation of gm For 60°C Chan y in Temperature 1 2.2n 

13% 



'Iiabb 5.l: Sunuuacy of PLL mi Blris System P e U o ~  

Time Bctwccn Digital State-Changes in Stcady- 
State at a VCO Freqwncy of 200 MHz 1 
Intcgratcd Area (Includitsg Test Circuitry and ldOOpInX1600~, 

1200pmx I200p 

without pads 
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Discussion and 

Recommendations 

6.1 Discussion 

A system for obtaining accurately-known transistor transconductances has been 

designed, fabricated, and tested in a 0.35 pm CMOS process. This work is based on the constant- 

transconductance bias circuit found in [Johns, 19971, in which on-chip transistor transconduc- 

tances are matched to the conductance of an (accurately known) off-chip resistor. The main con- 

tribution of this work is the notion of tuning this resistor on-chip, using a P U  with an accurate 

fquency-refmnce that is present in most systems to produce a system clock. Using this tech- 

nique, it was found that on-chip transconductances varied by 1.3% for a 10% variation in power- 

supply voltage, 3.06% over process, and 2.2% over temperatm. In addition, it was demonstrated 

how multiple tuning mechanisms (in this case both anaiog and digital) with overlapping ranges 

having hystensis could be used to minimize tuning glitches. 

The P U  used to nine the bias resistor is of a charge-pump type with no fnquency- 

divider* The VCO uses a ringsscillator topology, biased so that its frequency of oscillation is 

proportional to the conductance of the bias mistor, and dso to allow reduced VCO jitter. The 

PFD uses a Tnie Single-Phase Clock (TSPC) topology in order to irnpmve the speed of the cir- 

cuit. The loop is designed so that the lwp-filter components can be piaced on-chip. keeping the 

PLL fuiIy-integrated. The PLL was measured to have a broad lock-range (135 Mtiz to 300 ME), 

reawmably low phase-noise (-92.5 dBcm at 100kHi~ away fmm a 202.5 MHz carrier), low jitter 

(15.6 ps RMS and 1 11.6 ps peak-to-peak), and low power (5.8 mA from a 3.3 V supply, not 



including test chuiüy and pad driveni). The hal design occupied an integrated arta of 1600 pm 

x 1600 pm, including ail pads and test circuitry. 

Thus. this technique would be a good means of obtaining accurately-known transistor 

hanscoaductances in mty on-chi@ systern that includes an off-chip clock-generator, with only a 

small ana and power dissipation penalty (as littie as 0.8 X 0.8 pm2 and less than 20 mW). in 

some systems (such as the cumnt one) in which a P U  is required anyway, the only extra circuitry 

is the adjustable Etbipc, up/down logic, and comparators, which consume an ana of roughly 0.5 X 

0.5 and a power of 2.2 mW) 

Note that the PLL actually tunes g& in the g,-controlled oscillator. This is because. 

in steady-state. the G&O frequency must equal the input fnquency. In order to obtain a certain 

frequency from the G&O. the C/gm delay through the inverters must be tuned. Thus, the accu- 

racy of g, in the system is detamined by the variations of on-chip capacitors. Because on-chip 

capacitors display very little variation with temperature or power-supply changes, the g, accuracy 

will primarily be àetermined by the process-variations of on-chip capacitors (3a of 10%). Often, 

however, it is the tirneconstants Clg, we wish to obtain accurately. in which case this system 

codd provide even pater  accuracy. 

6.2 Suggestions Br Future Work 

While it was interesting to investigate a dividerless topology. it would likely k mces- 

sary in any practical implementation to incorporate a fiequency divider in the lwp (the N block in 

Figure 2.1) in o r & -  to allow the use of a crystal osciilator reference (which are only wi&ly avail- 

able for ftequencies up to mughly M MHz [EIectrosonic, 19991) 

To furthet decrease phase noise, it would be kneficial to make the PFD fully-differen- 

tial. This couid also eliminate the need for a buffer between the VCO and Pm). The current 

charge-pump dcsign aiready has a differential input, however in order to make the charge-pump 

output dinerential the bias-ciïcuit topology wodd have to be drastically aitend. The charge- 

pump circuit codd also be impmved by using wide-swing cascode curent-mirrors to minor cur- 



nnt to the Ioop filter. This wodd decrease the variation of the phase-detectorconstant with 

changes in the charge-pump output-voltage. 

It would be interesting to see how accwtely-detemincd time-constants are over pro- 

cess and temperatm using thie system. Unfortunately, we designed no means for such measure- 

ments into the final chip. 

Finaily, it would be interesting to measure the reduction in phase-noise that couid 

result fiom including a second VCO biased oniy with the digital PLI, sipals. 

6.3 References 
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Appendix A: VHDL Code for Uplüown Logic 

nie VHDL code for the uplâown counter is given below. All lines that start with a 

double-hyphen (-) are comments. 

library IEEE: 
USE IEEE.std~1ogiccl164.all; 
USE IEEEatd-Iogic-unsignedeail; 

ENmr hybrid3 IS 
PORT( 
-inputs 
cik,reset,up,down: IN std-logic; 
-0utputs 
countn: OUT std,logicCvector (18 downto O)); 
END hybrid3; 

ARCHITECTURE maia of hybrid3 IS 
signal countfilttherm: std,logic,vector (14 downto O); 
signal thermcount : std-logic-vector (3 downto O); 
signal bincount: std-logic-vector (3 downto O); 
signal count: std-logic-vector(l8 downto O); 
BEGIN 
-count(l4 downto O) stores thermorneter state 
count(l4 downto O)<=countfilttherm; 
-count(l8 downto 15) stores binary state 
count(l8 downto 15)c=bincount; 
-output should be active-low 
countnt=not@ount); 
-this pmcess maintains the thermorneter state 
PROCESS(clk,reset) 
variable mipcount: std-logic-vector (3 downto O); 
BEGIN 
-If met is hi&. reset therm to its middle value 
IF (met=' 1 ' ) THEN 
mipcoun t:=" 1000"; 
thermcounte=trnpcount; 

EUIF (CUCEVENT and ck=' 1') THEN 
IF (up=' 1') THEN 
-If up is high and thcm hasn't sahuated, increment therm 
IF (NoT(thermcount ="L 1 1 1'3) THEN 
tmpcount:=trnpcount+l; 
thamcountc=tmpcount; 



ELSE 
-If up is hi@ and thenu has saturatek nset thenn 
IF (not(bincomt.;"lI 1 1")) THEN 

tmpcount:=~'1000"; 
themcountohIipcount; 
END IF; 

end if; 
ELSE (down=' 1 ' ) THEN 
-If d o m  is high and thenn hasn't sanirated, decrement therm 
IF (thermcount /="0000") THEN 
tmpcount:=tmpcount-1; 
thermcount~=tmpcount; 
ELSE 
-If d o m  is high and therm has saturated, reset hem 
IF (not(bincount="0000")) THEN 
tmpcount:="1000"; 
thenncountc=tmpcount; 
END IF; 
END IE;; 
END IF; 
end if; 
END PROCESS; 

-This process transfomis &bit them state into themorneter code 
PROCESS(thmncount) 
variable tmpcoundilttherm: std-logic-vector (14 downto O); 
BEGIN 
CASE thermcount(3 downto O) IS 
WHEN "0000"=> 
tmpcountfiltthenn:="000000000000000"; 
WHEN "ooQ1"=> 
tmpcountfiltthenn:="0OOOOOOOOOOOOO L "; 
WHEN "0010"=> 
mipcoundilttherm:="000OOOOOOOOOOll"; 
WHEN "0011"=> 
tmpcountfilttherm:="000000000000 1 1 1"; 
WHEN "0100"=> 



WHEN "1001"=> 
tmpcouatfiltthenn:="ûûûûûû 11 1 1 11 11 1"; 
WHEN "1010"=> 
tmpcountûittherm:="ûûûûûl I l  11 11 11 1"; 
WHEN "101lW=> 
mipcountoItthetm:="ûûûûll I l  1 1 1 1 LI 1"; 
WHEN "1 Loo"=> 
tmpcountfîltthenn:="ûûûi I 11 1 1 11 11 11"; 
WHEN "1101"=> 
tmpcountnlttherm:="ûû1111111111111"; 
WKEN '7 1 Io"=> 
ûnpcountfilttherm:="011111111111111"; 
WHEN m'HERS* 
tmpcountfilttherm:="l11111111111111"; 
END CASE; 
countfilttherm<=mipcountfi1ttherm; 
end process; 

-This process maintains the binary state 
pmcess(cik,reset) 
variable tmpcount: std-logic-vector (3 downto O); 
begin 
-If m e t  is hi@, nset binary signai to middle value 
IF (=set=' 1 ') THEN 
tmpcount:="lûûû"; 
bincount<=" 1000"; 
ELSIF (clk'EVENT and clk=' 1') THEN 
-If up is high and thenn has satunited. and binary hasn't saturated, 
eincrement binary 
IF ((thermcount="l111") AND (up=' f ')) THEN 
IF (NOT (bincount="llll")) THEN 
tmpcount:=tmpcount+l; 
bincountomipcount ; 
ENDIF; 
-If down is high and them has saairated, and binary hasn't saturated, 
-demement binary 
EUIF ((down=' 1 ') AND (themcount="0000")) TNEN 
IF (NOT (bincount ="0000")) THEN 
tmpcount:=tmpcount-1; 
bincoun t<=tmpcount; 
END IF; 
EM) IF, 
ENDIF; 
END pmess; 
END maia; 



Appendig B: Derivation of Inverter Delay 

For the derivation of the delay througit a differential CMOS inverter.. the circuit struc- 

Figure B.1: Circuit Schernatk For Analyzed Cnve-r Structure 

ture shown in Figure B. 1 will be assumed Now, assume that there is a s h q  transient on the 
A 

input signals inp and inn such that inp suddenly g a s  to VDD and inn suddenly goes to zero. In 

such a case, m3 turns off, and m2 al1 of current from ml flows through m2, while outn fdls h m  

VDD to some final voltage (VDD - I i r ,  if m4 is in the Enode region), and outp eses to M D .  

Let us determine the transient response at oum. provided that m4 nmains in the triode ngion (i.e. 

outn remains above VDD-VA. 

r3 0 
m4 

1, m=2 

An appmximate equivalent circuit for this case is shown in Figure B.2, where the cur- 

nnt-source m l  has been replaced by c m n t  source IFE, and transistors m3 and m5 have ken 

omitted b m  the circuit. Also, the load capacitance CL has ken added on the node oubi. if m4 

srnains in the triode region for the entire msient, it cm be modelled as a resistor. Although the 

value of this nsistor varies as the output voltage changes, let us assume a constant value of r w  

___(*rn5 - m=2 
1 4 . 5 ~  - O W ?  outn O- 

L=O.Su 



Figure 83: Simplified Circuit Scbematlc for Falling Output Signai 

With this simplification, one must solve the simple differential equation given in Equa- 

tion B.l to find the output voltage transient. This solution is given in Equation 8.2, which yields 

the expression given in Equation in 8.3 as the propagation delay, where the &lay has been mea- 

sured between the nsing input signai and the time when v, naches its bias point of r&4IEE/2. at 

which point the differential output signal is zero. 

Td = rds4cLln(2) (EQ B.3) 

The expression for rw is given in Equation 8.4, where the approximation is vaüd if 

the drain-to-source voltage of m4 is much smaller than its effective gate-to-source voltage Ven4. 

vJt )  = VDD - IEER 

1 
C 

1 
a 

1 
'ds4 = (EQ B-4) 

gm, sat 

q 
1 - e 



It was found through simulation that the switching point for the inverters accured 

when the inverter output voltage was just above VDD - Veff4 Thus, the triode-ngion transistor 

can no Ionger be modeiied by a ked nsistor. so that we get a more complex nsuk The equation 

for cumnt flowing into the capacitor is aven in Equation B.5, whem 1 ,  and b are given as in 

Equation B.6 and B.7, respectively. This yields the differential equation for the output voltage 

Ic = f 4 - I E E  (EQ Ba 

given in Equation B.8, where KP)=û.5~COX(W/L)Q. If this equation is solved to find the time at 

- c ~ * o  - 2 2 IEE = (v,  + V e , 4  - VDD) - Vef4 + g 
Kp4d* P4 

which the output-voltage equals V, (ai which point the differential inverter output voltage is 

zero), the result is given as in Equation B.9 (assuming that m4 is still in the triode ngion ai the 

switching point). Using values obtained fiom simulation, it was found that for a VCO hquency 

of 250 MHz, Z = 1.3947, + = 567.3 W 2 ,  VeR4 = 432.2 mV, CL=95 .7 fF (including the 

parasitic gate capacitance of the next stage), and V, = 2.90 V. This pivcs a theoretical value for 

Tp of 0.554 ns, for a VCO Enquency of - l ( l ) = 226 M R .  If Equatian 8.3 is used ta cal- 
8 0.554ns 

culate the VCO kquency, a avale of 0.3 1 as is found for Tp, for a VCO frrquency of 400 MHz.. 




