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Abstract

A method for generating accurately-known on-chip transistor transconductances over pro-
cess, power-supply, and temperature variations is presented. The technique uses an adjustable
constant-g, bias circuit, which is tuned with a fully-integrated CMOS PLL locked to an external
frequency reference normally present to produce a system clock. The PLL uses a charge-pump
structure with three control-loops (two digital and one analog) having overlapping ranges with
hysteresis to minimize tuning glitches in steady-state. The PLL has a lock-range of 135 MHz to
300 MHz, and displays an RMS jitter of 15.6 ps. The transconductances generated from the cir-
cuit display a 2.2% variation for a 60°C change in temperature, and a 1.3% variation for a 10%

variation in power-supply volitage. The design has been fabricated in a 0.35 pm CMOS process,

using an active area of 1200 x 1200 um?, and drawing 5.8 mA froma 3.3 V supply.
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" Chapter I fhtroduction

| Introduction

This chapter presents the motivation behind this design, as well as a description of the

target application.

1.1 Generation of Accurate Transistor Transconductance

This section presents a motivation as to why accurate on-chip transistor transconduc-
tances are required in general circuit design, and what problems this imposes on the integrated-
circuit designer. Next, a possible solution called the constant-transconductance bias circuit
[Johns, 1997] is described, along with its problems. Finally, the proposed method of generating
accurate transconductances is described.

1.1.1 Motivation and Design Implications

Time-constants are vital quantities in almost every area of circuit design. They deter-
mine rise and fall times in digital circuits, and bandwidth in analog circuits. In general, however,
these quantities cannot be tightly controlled by the designer due to process variations in the tech-
nology used to manufacture the integrated circuits. As a result, important aspects of system per-

formance can vary with the process variations.

Most important time-constants are proportional to C/gg,, where C is some on-chip
capacitance (intentional or parasitic), and g, is the transconductance of a transistor. In most tech-

nologies, on-chip capacitors can be implemented with relatively high accuracy (3¢ variation of
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about 10%). Thus, the most important step towards generating well-known accurate time-con-

stants is to ensure that transistor transconductances remain accurately known.

1.1.2 Constant-Transconductance Bias Circuit

The current design attempts to produce well-known transistor transconductances by
building on a circuit called the constant-transconductance bias circuit [Johns, 1997], which in turn
was based on a concept found in [Steininger, 1990]. The main idea behind the constant-transcon-
ductance bias circuit is outlined in Figure 1.1. In this figure, the subcircuits in the on-chip system

are all biased by one or more voltages from the constant-g., bias circuit (which is also on-chip).

........................................

On-Chip System 5
E Circuit |:
5 # 5
Riias 5
j|Constantg,, Circuit |}
1 |
+|  Circuit :
Cirouit | !
5 3 5

Figure 1.1: Simplified Schematic of Constant-Transconductance Bias Circuit

The constant-g, bias circuit is designed so that the transconductance of transistors it biases are all
proportional to the conductance of Ry;,s. If Ry is a high-quality surface-mount resistor, then the
transconductance of all transistors in the on-chip system will be accurately controlled over pro-
cess and temperature variations. A problem with this scheme is that the presence of an off-chip
resistor Ry, prevents the design in question from being fully integrated. While the resistor could
be placed on-chip, this would defeat the purpose of the circuit, as the process variations on Ry,
would cause 30% variations in the transconductances realized. Also, it has been found that, in

practice, a part of Ry, must be placed on-chip to prevent oscillations in the bias circuit [Cheng,
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1998]. This compromises the accuracy of Ry;,s, so that the accuracy of the transconductances is

also compromised, unless the off-chip resistor is tuned during testing.

1.1.3 Constant-g,, Bias Circuit With PLL-Tuned Resistor

The main disadvantage of the constant-g,, bias circuit is that the bias resistor Ry;,¢

must be placed off-chip in order for its value to be sufficiently accurate. To get around this prob-

lem, we are proposing to tune the bias resistor Ry;,q 50 that its value is always well-determined.

This can be accomphshed with the system shown in Figure 1.2.

E On-Chip System '
; Circuit | !
s ho|
"hias Constantg, Circuit
Reference __.____| i 4 '
Frequency | In PLL CBirlzjit #2 E
E Tune
By el |
; Circuit '
s 0|

L N e L L T T T T L O i A e

Figure 1.2: Simplified Schematic for Proposed System

In order to tune the bias resistor, an on-chip PLL is added, which locks to an off-chip
crystal oscillator, which would be present anyway in most systems to produce a system clock.
Hence, the circuit requires no additional off-chip components than those that would be required
anyway in most systems. To ensure that the bias resistor Ry, in Figure 1.2 is always tuned to the
same value over process and temperature, the PLL uses the structure shown in Figure 1.3. Ascan

be seen, the VCO for the PLL is comprised of the constant-g,, bias circuit with a tunable resistor
that controls the frequency of oscillation of a g,,-controlled oscillator. In order for the PLL to

lock to the input signal from the crystal oscillator, it must adjust the frequency of the VCO to be
the same as that of the input. However, in order to do this, the transconductance provided by the
bias circuit must be equal to a specific well-determined value. Since the transconductance pro-
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vided by the bias circuit is inversely proportional to the bias resistor value, the final value of Ry,

will be well-determined over process and temperature as well.

e R e

SR 5

t ——o PFD ' Constant-g :

(Fr;zf l.l)(tal Osc and Loop 'fl—' Bias_ " '
‘s Charge Pump Filter ; Circuit :

i | gy-controlled ;

Oscillator ‘

Figure 1.3: Simplified Schematic for PLL

To reduce noise on the bias voltages produced by the bias circuit in Figure 1.2, the
PLL uses both digital and analog signals to tune the bias circuit of Figure 1.3. The digital signals
are used to change R in medium and large-sized steps, while the analog voltage is used only for
fine-tuning. Thus, the resistance R is tuned to approximately the correct value by the digital sig-
nals alone, so that in steady-state only the analog control-voltage is active (unless the temperature
changes substantially, which usually occurs only slowly). The noise due to ripple on the analog
control voltage can be removed by using a second adjustable bias circuit controlled only by the
digital signals from the PLL. Assuming the temperature varies slowly, changes to the digital tun-
ing signals will seldom be required (since the crystal frequency remains virtually constant over

time). Thus, the system is biased by constant voltages with very little noise on them, as desired.

1.2 Intended Application: Wireless Data Communications Receiver

The intended application for this circuit is to produce the in-phase and quadrature
phase 250-MHz IF carriers for a low-cost wireless receiver for the ISM Band, as shown in Figure
1.4. The signals of interest are highlighted in Figure 1.4 by the dotted rectangle. Itis immediately
obvious that in this application, the biasing scheme chosen has the added benefit that the PLL
used to tune the bias resistor can also be used to synthesize the IF carriers. Also, the absence of
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any off-chip components (aside from the crystal oscillator) help to make the system less expen-
sive. It should also be noted that quadrature carriers need to be generated by the PLL.

RF (245 GHz)g IF (250 MH2) Generated by PLL
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Figure 1.4: System Schematic for Low-Cost Wireless Receiver

1.3 Outline of Thesis

Chapter 2 contains a background on PLL circuitry and architectures, and introduces
the basic design formulae used in designing PLL’s. Chapter 3 describes the system-level model-
ling that was done for this design using SIMULINK, including descriptions of the models, as well
as simulation results. Chapter 4 describes the transistor-level circuit design of the various blocks
in the system. Chapter 5 describes the testing of the manufactured chips, including test setups and

results. Finally, Chapter 6 presents the conclusions for the project.
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' Phase-Locked Loops:
| A Background

This chapter is devoted to reviewing the basic theory behind phase-locked loops. Most
of this theory is well understood, and is covered extensively in several textbooks [Gardner,
1979][Wolaver, 1991][Best,1997](Johns, 1997][Encinas, 1993]. The discussion begins with a
general description of charge-pump phase-locked loops (PLL’s), followed by an overview of the
various circuits often used to implement the blocks in a charge-pump PLL. Finally, the important
design trade-offs that exist in a charge-pump PLL system are described.

2.1 Basic Loop Structure

The architecture for a charge-pump PLL will now be described, and the equations gov-
erning its operation will be derived.

2.1.1 Block Diagram

The block diagram for a general PLL is given in Figure 2.1. The phase-detector (PD)
senses the phase-difference between the reference and the voltage-controlled oscillator (VCO)
signal, and outputs a voltage whose average is proportional to this phase difference. The low-pass
loop-filter extracts this average from the PD output. This average is used to control the VCO,
whose output frequency is proportional to its input voltage.

When the loop is in lock, the PD outputs a signal with a nearly constant average, so
that the VCO frequency remains constant. If the reference frequency rises in value, the PD will



sense this, causing an increase in the l‘oop-ﬁlier output-voltage. This in turn increases the VCO
frequency, so that the VCO catches up to the input.

The M and N blocks divide the frequency of their input by M and N, respectively. The
N block allows the circuit to tune the VCO output to f;,, 2f;5, 3f;p, etc., where f;;, is the frequency
of the reference input (after the M block). This is useful in applications where the PLL must lock
to several different carriers separated by a fixed channel width. The M block allows a higher fre-
quency crystal oscillator to be used, which can be useful if the required reference frequency is

very low (say, below 1 MHz, making a crystal oscillator impractical due to size limitations).

gefe;lence Output
ign Loo
—» M | —— Phase > Fm,’} | VCO >
Detector|
e

Figure 2.1: Block Diagram for General PLL

2.1.2 Classes of PLL Systems

There are three main types of PLL systems: analog PLL’s, hybrid analog/digital PLL’s,
and all-digital PLL’s. As their name implies, analog PLL’s contain only analog circuitry. Hybrid
analog/digital PLL’s contain some digital circuitry (usually just the phase detector), while the rest
of the PLL blocks remain analog. Finally, all-digital PLL's are entirely composed of digital cir-
cuitry. The following discussion will focus on a specific type of analog/digital PLL’s called
charge-pump PLL’s, as that is the architecture used in this work.

2.1.3 Linearized Small-Signal Model

Assume that the input to the PLL and output from the VCO are both square waves, and
that M and N in Figure 2.1 are both equal to one. In a charge-pump PLL, the phase-detector con-
~ sists of a charge-pump (a simplified example of which is shown in Figure 2.2) driven by a digital
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circuit called a phase-frequency detector (PFD). The details of these blocks will be discussed in
Section 2.2. The charge-pump adds or removes charge from the loop-filter capacitor under con-
trol of the Up and Down signals generated by the PFD. The Up and Down signals are generated
such that when the input frequency (f;,) is higher than that of the VCO (fy o), the Up signal tog-
gles on and off (while the down signal remains low), and when f;;, is lower than fy g, the Down
signal toggles on and off (while the Up signal remains low). When the VCO and input signal are
equal in phase and frequency, both Up and Down ideally remain inactive. When the input and
VCO have equal frequencies but unequal phase, the duty-cycle of the toggling signal (Up when
the input leads the VCO, Down when the input lags the VCO) is proportional to the phase-differ-
ence between the input and VCO signals.

Ich

Upo—l Ml
Downo—i{[ M2 % Loop Filter

Ich

Figure 2.2: Simplified Charge-Pump Circuit
To quantify this, the average current flowing into the loop-filter capacitor when the
PLL is locked can be found to be equal to the expression in Equation 2.1, where I, is the charge-
pump current in Figure 2.2, and 8,(t) is the phase-error between the input and VCO signals. The
constant K is called the phase-detector constant, given in Amperes/radian.
! ch

Iavg = EEA¢ = Kdﬂe(t) (EQ2.1)

The phase-detector output is averaged by the loop filter, which controls the VCO. The Laplace-
domain loop-filter output-voltage is given in Equation 2.2, where F(s) is the impedance of the

loop filter, and ©,(s) is the frequency-domain phase error between the input and the VCO.

VE(s) = K48 ,(s)F(s) (EQ22)
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The difference between fycg and the free-running VCO frequency is given in the time-domain as
in Equation 2.3, where v(t) is the output voltage of the loop filter. Note that when the loop-filter
output is zero, the VCO runs at its free-running frequency. The constant K, is the VCO gain in

‘”VCO(') =K o’ f(t) (EQ2.3)

rad/s/Volt. The phase of the VCO output is the integral of this, so that the phase can be expressed
in the Laplace domain as in Equation 2.4. The PLL model can therefore be drawn as shown in

Figure 2.3.
Ko
r—-—{—=—=--"—-=-"=—=-"=== 1
sgference | I Output
ase \Vs ul
el S [ R PR
. | |
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Figure 2.3: Block Diagram for Linearized PLL

The only major difference between most PLL designs is the implementation of the var-
ious blocks in this diagram. Therefore the general transfer function of a PLL from the reference
phase (©;,(s)) to the VCO output-phase (©,,,(s)) is given as in Equation 2.5, and the transfer
function from ©;,(s) to the phase error between the VCO and the reference (©,(s)) is given as in

Equation 2.6, where F(s) is the transfer function of the low-pass filter. The loop gain of the PLLis

_Oycold) | K K4F()

H(s) = = (EQ2.5)
6, s+E K F(s)

H (s) = O | 2 (EQ2.6)
e 6,  S+K,KF(s)

9.



defined tobe K = K K ;F(), so that the high-frequency gain of H(s) can be expressed as K/

(s+K). Thus, the loop gain is also approximately the bandwidth of the PLL.

If F(s) is a first-order low-pass or lead-lag filter, then the denominator of H(s) will be
second order, and can be expressed in the form of Equation 2.7, where Q is the quality factor for

2

Iea

= 1+
D(s) = 1+an+ (EQ2.7)

q

the PLL, and ®, is the natural frequency. These values are very important in the design of the

loop, in that they determine the settling behaviour of the loop, as will be discussed in Sections
23.1and 2.3.2.

Finally, let us use the final-value theorem to determine the steady-state phase-error for
a phase-error and frequency-error step on the PLL input. The phase error as time approaches
infinity is given in Equation 2.8, where n=1 for a phase-error step, and n=2 for a frequency error

step. Hence, the steady-state phase error is zero for a PLL, provided that the loop-filter transfer

. R 1 - | s
[l—l-l)tlm¢e(t) - slglosn—lee(.r) - sh_')nosn-’l S+K0KdF(S)

(EQ2.8)

function does not have a zero at DC (a condition that is satisfied for all popular designs). How-
ever, in order to achieve zero steady-state phase-error in response to a frequency-error step, the
loop-filter must have at least one pole at DC (i.e. it must contain an ideal integrator). It will be
seen later that this DC pole can be produced using very simple passive circuitry if a charge-pump
architecture is used.

2.1.4 Lock Metrics

The acquisition of lock is the process by which the PLL aligns itself to its input signal,
starting from an unlocked state. This section provides definitions for the various metrics used to
describe the locking performance of a PLL.

-10-



The lock-in range is defined as the maximum frequency-difference between the PLL
input and the VCO frequency for which lock is attainable within one single beat-note, assuming
the PLL is initially unlocked. The lock-in time is the time required for this to happen. For fre-
quency offsets smaller than this, lock-in will occur within one beat-note, while for offsets larger
than this, lock-in may occur, but after a longer time.

2.1.4.2 Hold Range

The hold range describes the maximum frequency-difference for which the PLL will
remain locked, assuming it is initially locked, and that the input frequency changes very slowly
(i.e. with a rate of change less than the loop bandwidth of the PLL).

2.1.4.3 Pull-in Range

The pull-in range is the maximum frequency-difference for which the PLL can eventu-
ally attain lock, assuming it is initially unlocked. This is different from the lock-in range, in that it
does not specify how long the process must take. If a frequency falls within the lock-in range, it

must fall within the pull-in range, however the converse is not true.

2.1.4.4 Pyll-out Range
The pull-out range is the largest frequency-step that can be applied to the input of the
PLL without losing lock, assuming the PLL is initially locked. To remain in lock, all frequency

steps must remain smaller than this value, and additionally, there is usually a maximum allowable

rate of change for this frequency-step for the PLL to maintain lock.

2.2 Block Realizations

The most common circuits used to realize the blocks of a charge-pump PLL (phase
detector, VCO, and loop filter) will now be explored. The design equations for charge-pump
PLL'’s will then be summarized.

i1~
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2.2.1 Phase-Frequency Detector With Charge-Pump

PLL’s using this type of PD are called charge-pump PLL’s. This type of digital PD
consists of two main components: the phase-frequency detector (a digital circuit), followed by a

charge pump (an analog circuit).

2.2.1.1 Phase-Frequency Detector

The PFD seems to be the most popular PD in recent literature {von Kaenel,
1996][Sung, 1999](Toifl, 1999][Djahanshahi, 1999][Rhee, 1999](Chang, 1999][Sumi,
1999]{Wang, 1998](Wu, 1999](Yang, 1997][Craninckx, 1998][Parker, 1998][Rau, 1997]. It has
the desirable characteristic that it gives the PLL an infinite hold range and pull-in range even if a
passive first-order loop filter is used. Also, the PFD is insensitive to the duty cycle of the input

waves, as it is edge-triggered.

Another advantage of the PFD circuit is that it maintains phase-lock over a large
phase-error range (from -27t to 21) without “slipping”, which is twice that for a JK flip-flop, and
four times that of the multiplier/XOR gate [Best, 1997].

The logical schematic for the circuit is shown in Figure 2.4. To help envision the

e »(2)
CO—#fou w
veo

—p{icir 1@
D Flip-Fiop
<
oy R -
Constant Logical
Operator
i >(D
GO doun
clk
—plicLR 'Qr
D Flip-Flop1
Figure 2.4: Schematic for PFD

operation of this circuit, refer to the signal-flow graph of Figure 2.5.

-12-
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Figure 2.5: Signal-Flow Graph for PFD
The circuit changes states only on the positive edges of the input signals. Unless the
PLL is in lock, the PFD will alternate between two of the three states. If f;, is larger than fycq,
the circuit alternates between states 0 and +1, while if f;; is smaller than fycq, the circuit alter-
nates between -1 and 0. The state assignments are summarized in Table 2.1.

TABLE 2.1. State Assignment for PFD

State Up Down
0 0 0
+1 1 0
-1 0 1

The Up and Down outputs control switches that increase or decrease the VCO control-
voltage by adding or removing charge from the loop filter’s capacitor, respectively, using the
charge-pump. Thus, if £, is larger than fycq, the Up signal will oscillate between 1 and 0, while
the down signal will remain at 0. This gradually adds charge to the filter capacitor, which
increases the VCO frequency, bringing the PLL closer to lock.

The ideal characteristic for the PFD is shown in Figure 2.6a). In reality, however, the
non-zero delay through the flip-flops and NAND gate can alter the characteristic, as seen in Figure
2.6b). To see how this arises, consider the case when the PLL input and VCO output are perfectly
in phase. Initially, both PFD outputs are zero. When the first pulse edges arrive at the PFD input,
the PFD outputs are forced high. Ideally, this should only occur for an infinitesimal amount of
time, however in reality there is a delay through the NAND gate before its output falls to zero, and
then another delay through the flip-flops before the low reset signal takes effect at the output.
This delay decreases the maximum phase shift that the PFD can handle without slipping. This

13-



~Chapter 2: Phase-Locked Loops: A Background

maximum phase shift is given by 0 em = 2%—T,,;,w;, Where w; is the input frequency in rad/s

and Ty, is the delay through the NAND and flip-flop [Wolaver, 1991]. Note that as the input fre-

quency increases, the maximum phase decreases.
Output
Voltage

“Kapi T o)

Figure 2,6: PFD Characteristic: a) Ideal (Upper) b) Non-Zero Delay in Logic (Lower)
2.2.1.2 Charge Pump for PFD

The most basic form of the charge pump was shown in Figure 2.2. The Up and Down
signals are provided by the PFD. If the Up signal is raised, I, flows into the output node, charg-

ing the filter capacitor. If the Down signal is raised, [;, flows out of the output node, discharging

the filter capacitor. In this manner, Vg, which controls the VCO, is changed.

-14-
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2.2.2 Loop Filter

The most common filter used in the literature is the first or second-order passive RC
filter, due its simplicity and sufficient performance. The most basic form for this filter is shown in
Figure 2.7. This form of the filter is used in analog PLL’s and those hybrid analog/digital PLL'’s in
which the PD output signal is a voltage. The transfer function for this circuit is given in Equation
2.9. Note that this loop-filter does not contain an ideal integrator, so that the hold-in and pull-in
ranges will be limited. To obtain infinite hold-in and pull-in ranges for analog PLL’s (and analog/
digital PLL’s that don’t use a charge-pump structure), one must use a more area and power-hungry

active loop-filter.

1 -i-.s‘RzCl

Fs) = 4 +3(R; +Ry)C,

(EQ2.9)

Figure 2.7: Lead-Lag Loop Filter

For charge-pump PLL’s, a very similar structure is used, however it is excited by cur-
rent (from the charge-pump) instead of voltage, which changes its transfer function to contain an
ideal integrator. Two common realizations for this loop filter are shown in Figure 2.8. In both

cases, the capacitor C, is usually much larger than C,, which is present to suppress glitches across

R, when current is first switched into the filter.

I, = [n—
I T+ I+
Cl Cl
R %02? Vout R b Vout
L - l C2T -
Filter 1 Filter 2

Figure 2.8: Schematic for Lead-Lag Loop Filter for Charge-Pump PLL (Two Realizations)

The transfer function for Filter 1 is given in Equation 2.10, where the approximation
holds if C;>>C,, which is usually the case (C, is usually chosen to be at least 10 times smaller

-15-
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than C; [Gardner, 1981]). Notice that the filter contains an ideal integrator, which gives the PLL
pullin and hold-in ranges that are limited by VCO tuning range.

1+sRC, 1 +sRC,
Fis) = C.C, Y\ sCy(1+sC,R) €Q2.10)
S(Cy + Cz)(l + sc—lé—R]
1762

The transfer function for Filter 2 is given by Equation 2.11. Notice that both filters are
approximately equivalent if C, is much smaller than C;. Also, note that C, has the effect of

1+sR(C,+Cy)  1+3R(C))

F(s) = SC (1 +5C,R) ~ 3C (1+5C,R)

(EQ2.11)

introducing a pole at a relatively high frequency, which degrades Q slightly (makes is a little
larger). To compensate for this, the filter is often designed ignoring C,, but for a lower Q (by
about 20%) [Johns, 1997]. C, makes the loop filter second order, and hence makes the overall

PLL third order. Because less understanding exists of third-order systems, the PLL is easier to
analyze ignoring C,, assuming it only affects the circuit at high frequencies [Gardner, 1980].

2.2.3 Voltage-Controlled Oscillator

The three major types of voltage-controlied oscillator (VCO) integrated circuits will

now be discussed: LC oscillators, RC multivibrators, and ring oscillators.

2.2.3.1 LC Oscillators
While integration is possible for these circuits, it is very difficult to achieve very high

performance on-chip, since high-Q inductors are difficult to create. Also, LC oscillators tend to

have fairly narrow tuning ranges.

22.3.2 RC Multivil
RC multivibrators contain no resonating components, so that their phase-noise perfor-

mance is inferior to crystal and LC oscillators. However, because they contain no inductors or

crystals, these circuits are easily integrated, making them an attractive choice for fully-integrated

-16-



“Chapter 2: Phase-Locked Loops: A Background

PLL’s. Typically, multivibrator circuits do not have quite as good jitter performance as well-
designed ring oscillator VCO's [Mcneill, 1997].

2933 Ring Oscill
Ring oscillators appear to be the most popular VCO'’s for fully-integrated CMOS
PLL’s [Young, 1992][Sung, 1999][Chang, 1999][Rau, 1997]{Kim, 1990](Djahanshahi,
1999][Chen, 1999]. Their design is fairly simple and easy to understand, in that they contain n
delay elements connected in a series loop. Thus, the period of oscillation is 2nT, where T is the
delay of one of the delay elements. For single-ended logic gates, n must be odd in order to make
the loop unstable, however if fully-differential logic is used, n can be even, since a sign change

can be created by swapping positive and negative outputs to create instability.

Two types of delay elements are commonly used: current-starved elements, and differ-

ential inverter elements.
Current-Starved Delay Elements

A schematic for a typical current-starved delay element is shown in Figure 2.9 [Yang,
1997]. To see how this delay element works, first assume V;; is high. This means that M2 will be

shut off and M1 will conduct I,. V,,, is then governed by the on-resistance of M1. Next assume
Vip is forced low. In this case M1 will shut off, causing V,, to rise to a value determined by the
gate voltage of M2. By altering the value of I, the delay through the element can be controlled.

In practice, it is better to use a fully-differential version of this circuit [Yang, 1997] in order to

reduce the effects of power-supply noise.

Figure 2.9: Schematic for Current-Starved Delay Element

-17-
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Differential Inverter Delay Elements

Regular CMOS inverters do not perform well in VCO’s because their threshold volt-
age depends on the power-supply voltage, so that noise on the power-supply creates a large
amount of jitter in the VCO’s output. To minimize the effects of power-supply noise, fully-differ-

ential circuits are used. A typical differential inverter delay-element is shown in Figure 2.10.

Figure 2,10: Circuit Schematic for Differential Inverter

The input transistors steer the bias current produced by the cascode current-source M1
to either M4 or MS§, which are triode-biased PMOS transistors. It can be shown that the delay
through the element is approximately ryCypIn2 (see Appendix B). By altering the drain-to-
source resistance in M4 and MS, the delay through the element can be controlled, along with the
VCO oscillation-frequency.

Like multivibrator circuits, ring oscillators contain no resonant components, which
compromises their phase-noise performance. However, this also means that ring oscillators can

be easily integrated.

2.2.4 Frequency Dividers

As mentioned in Section 2.1.1, frequency dividers are used in some applications. In
frequency synthesizers, they are added to generate multiples of the reference frequency, whereas
in CPU PLL’s, a divide-by-two circuit is usually added after the VCO to help obtain a signal with
a 50% duty cycle. The addition of a frequency divider (say, by some integer N) after the VCO
lowers the loop bandwidth by a factor N, which degrades the performance (lowers the lock-in

-18-



rangé and degrades attenuation of VCO phase noise), but also eases the design of the phase detec-
tor and charge pump, since they only have to operate at 1/N times the frequency of the VCO.

2.2.5 Loop Equations for Charge-Pump PLL With Lead-Lag Loop Filter

The loop equations for a second-order charge-pump PLL with a lead-lag filter are
summarized in Table 2.2 (see [Johns, 1997] and [Best, 1997] for derivation). The loop filter struc-
ture is assumed to be that of Figure 2.8, in the absence of C,. In this table, Iy, is the charge-pump

current, R and C, are the component values in the loop filter, and K is the VCO gain.

TABLE 2.2. Formulae for PFD and Passive Lead-Lag Filter

Quantity Formula
Phase Detector Gai
ase Detector Gain K - Ic_h
d™ 2n
Filter Transfer Function F(s) RC 15+ 1
F(s) =
sC 1
Natural Frequency (o)
o KoKd ~_1
n~ J C "1
1 PLL
Quality Factor 0 1
mnRC 1
Transfer Function H(s) s(1+sRC,)
1 |
H(s) = ol 3
o C 15
———+SRC,; +1
KdKo L
Steady-State Phase Error 8 2TAQ® 0
v K I pz F(0)
Lock-in Range nmn
20
Hold Range Infinite (limited by tuning range of VCO)
Pull-in Range Infinite (limited by tuning range of VCO)
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ey

-
-

'TABLE 2.2. Formulse rorrmind-mw-uim_r )

Quantity Formula
Pull-out Range v ' 1
1 I.SSwn(o.s + 56)

The natural frequency approximates the inverse of the loop time-constant, assuming a
first-order response. Thus, the natural frequency is very important in determining the noise track-
ing ability of the PLL, as will be discussed in Section 2.3.1.

The hold range and pull-in range of the charge-pump PLL approach infinity, meaning
that the PLL can always lock to the input frequency (assuming the VCO does not saturate), and
assuming the input frequency doesn’t change too quickly, the PLL will remain in lock. Thisisa
direct result of the PFD used in the charge-pump PLL, and is in sharp contrast with other PLL
types (e.g. hybrid analog/digital PLL with a flip-flop phase detector, analog PLL), whose hold
range and pull-in range are often limited by the phase-detector, and not the VCO tuning range,

unless an active loop-filter is used.

2.3 Design Issues

It was decided to use a charge-pump structure for the PLL, using a ring-oscillator
VCO. The charge-pump/PFD was chosen as the phase-detector, since it allows a large pull-in and
hold-in range, even if a simple passive filter is used. The ring-oscillator was chosen because it
allowed the creation of a transconductance-controlled oscillator, as will be discussed in Chapter 4.

Some of the more important design issues involved in such a system will now be discussed.

2.3.1 Loop Bandwidth

The loop bandwidth controls several areas of performance. The first is the immunity

to input noise. The second is the ability to correct for noise generated in the VCO.

The noise appearing at the input of the PLL sees a low-pass response with a cutoff fre-
quency approximately given by the natural frequency. Thus, decreasing the natural frequency
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(loop bandwidth) will improve the immunity of the PLL to input noise. If the input signal comes
from a high-quality oscillator, then input noise will be of little or no concern.

Phase error in the VCO sees a high-pass transfer function (since the internal phase
error sees H (s)=1-H(s), where H(s) is the PLL response from the input phase to the VCO output
phase), with a cutoff approximately given by the natural frequency of the PLL [Parker, 1998].
Thus, phase noise generated by the VCO gets attenuated if it is offset from the free-running fre-
quency by less than the natural frequency. Outside of this range, the PLL can no longer correct
for the phase error, and the phase noise appears unattenuated at the PLL output. Thus, to “track

out” the maximum amount of phase noise from the VCO, one should choose a high bandwidth.

2.3.2 Quality Factor and Natural Frequency
The quality (Q) factor should be chosen based on the desired response of the loop. A

Q factor of 0.5 gives real poles for H(s). A Q factor of % gives maximally flat group delay, while

1

2

a Q factor of — gives maximally flat amplitude response [Johns, 1997].

233 PFD

There are several important issues to be considered in the design of a PFD. These
include behaviour of the PFD around lock, and the logic family to be used.

2.3.3.1 Lock Behaviour

In a perfect PFD, when the VCO is locked to the PLL input, the Up and Down outputs
toggle on and off simultaneously, so that, assuming an ideal charge-pump with equal charging and
discharging currents, the net change in the charge stored on the loop filter capacitor remains fixed.
This translates to the VCO control-voltage remaining constant in steady-state. However, it is dif-
ficult to exactly match the Up and Down currents in the charge-pump under all conditions, so that
the charge on the loop-filter capacitor is altered if the Up and Down outputs of the PFD are pulsed
simultaneously. This means that the PLL must create a suitable phase-offset between the VCO
and PLL input in order to hold the VCO control-voltage constant. In applications where steady-
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state phase-alignment of the VCO output and PLL input is important, this problem must be care-
fully addressed. '

233.2 Logic Famil
Similar issues arise in the design of the PFD as those in the frequency divider (see Sec-
tion 2.2.4). The logic in the PFD must be fast enough to settle within a fraction of a period of the
VCO, which demands the use of high-performance logic families (ECL, True Single-Phase). The
design should also reject power-supply noise, which again suggests using differential logic.

2.3.4 Charge-Pump

A great number of charge-pump circuits have been proposed in the literature. This

section sums up the main issues to be considered in the design of a charge pump.

2.3.4.1 Up/Down Symmetry

The transient responses for the up and down currents in the charge-pump must be as
well matched as possible, so that equal-duration up and down voltage pulses result in the same
change of charge on the loop-filter capacitor. This is especially important once the loop is locked
in, since if the up and down transients significantly differ, the short equilength up/down pulses at
the output of the PFD will result in a net removal or addition of charge over a long period of time,
resulting in a steady-state phase-offset between the VCO and input signal (which may or may not
be important, depending on the application)

23.4.2 Variation of Up/D .

If single-transistor current sources are used for the simple charge pump in Figure 2.2,
the current supplied by them will vary considerably as the charge pump output-voltage changes,
due to the small output-resistance of these current sources. To decrease this variation, the output

resistance of these sources can be boosted using cascode current-sources.
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The VCO is a block that has received a great deal of attention in the literature, since a
stable, high-quality, low phase-noise VCO is very difficult to achieve on-chip. Besides the obvi-
ous speed and tunability requirements, the main issues in the design are jitter and the linearity of

the frequency versus control-voltage characteristic.

2.3.5.1 Jitter

The jitter of the VCO can be an extremely important factor in the determination of the
output jitter of the PLL. This is especially true if the input signal has very little jitter. Note also
that VCO jitter considerations are only worthwhile if power-supply noise has been dealt with
properly (e.g. by using a fully-differential architecture, large decoupling capacitors on the VCO
power supplies, and separate power supplies for digital and analog circuitry). If this is not the
case, power-supply noise will likely dominate the performance [Martin, 1999).

For a good discussion of timing jitter in CMOS ring oscillators, see [Welgandt, 1998].
However, substitute the expression given for the delay per stage with that used in Mcneill’s paper,
which is RCy In2. This yields a normalized (to the delay per stage) timing-jitter per stage as given
in Equation 2.12 (Martin, 1999]. For the overall oscillator, T,,.=2nty, and from the central limit

theorem, AT 05 c2 = 2nAt d2 , which gives the expression for the normalized VCO jitter given in

Equation 2.13.
At 2
,12 _ 2.8:T (“‘%"v) - V_zf_"l_'[_(“%,qv) (EQ2.12)
. VopC PPta'DD
d L
AT 2 14kTF
osc _  L4kT (1424 )= — osc(y .2
3 T Vet I\ Y3 T Ve U3 FQzLd
osc PPt4lpp DD

Equation 2.13 helps to establish some guidelines in the design of low-jitter ring oscil-
lators. The first is that the gain of the inverters should not be excessive. A minimum value of 1 is

required to start oscillations in the circuit, however increasing the gain increases the jitter, so the
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gain should not be made any larger than necessary. The second guideline is that the power dissi-
pated in the load devices should be maintained as high as possible. Lastly, note that as the fre-
quency of oscillation increases, the jitter increases. This is because a given amount of jitter will

have a larger effect on the frequency of oscillation as the period of oscillation gets smaller.

In order to maintain constant loop dynamics (i.e. Q and ®,), it is usually desired to

keep the VCO gain constant, which implies a linear frequency-control voltage characteristic.

2.3.6 Integration of Loop Filter

When designing the PLL, quantities must be chosen such that the loop filter compo-
nents are realizable on-chip. This means that the filter capacitor must be chosen to be a couple
hundred pF at the most (the largest size found in the literature for a 0.35 um CMOS technology is
250 pF in [Djahanshahi, 1999]).

2.3.7 Loop Gain
The loop gain is defined as the gain around the loop at high frequencies, which can be
found to be K,K4R. To look at stability requirements for the PLL, one can look at the root locus

plot. To do this, one can define the normalized loop gain, which is the regular loop gain multi-

plied by RC,. [Gardner, 1980]. Using the parameter values given in Table 2.3, and using the H(s)

TABLE 2.3. Parameter Values Used for Root Locus Plot

Parameter Value

C 75pF

C, 3pF

K, 15.7X10° rad/s/V
Ky 15.92X10° V/rad
I 100uA

Q 04
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" TABLE 2.3. Parameter Values Used for Root Locus Plot

Parameter Value
fo 291kHz

expression given in [Gardner, 1980], the expression in Equation 2.14 was found for the denomina-
tor of H(s), where K’ is the normalized loop gain of the PLL..

D(s) = 522213 x 10 + (5% 1077 )s2 +0909K's + (1818 x 100)K ®Q2.14)

%10

1.5 T T T T
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Figure 2.11: Root Locus Plot for Third-Order System

The root locus plot for such a system is given in Figure 2.11. Note that for all K’>0,
the system is stable, since all poles lie in the left-half plane. For small values of K’, the system is
underdamped with 2 complex poles and one (large) real pole. If K’ is increased from this value,
the system becomes overdamped with all real poles. Once K’ is increased beyond a certain value,
however, two of the poles become complex, and the system again becomes underdamped. Thus

there is a range of K’ for which the system will be overdamped.

As the ratio of C}/C, is increased by decreasing C,, the breakaway point moves further
into the left-half plane. In fact, if C,/C, is less than 8, then the system is underdamped for all val-

ues of K’, since the root locus never returns to the real axis after breaking from the origin {Gard-

ner, [980]. This is verified in Figure 2.12, which shows the root loci of the PLL for varying

-25-



values of C;/C,. Notice that as this ratio decreases from the initial value of 50, the breakaway
point for the poles moves closer to the origin. Finally, for C;/C,=7.5, the poles are complex for

all values of loop gain, as expected.
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Figure 2.12: Behaviour of Root Loci for Varying Values of C,/C,

To confirm the system response, the step response was found for the overall PLL, and
is plotted in Figure 2.13. The step response for the PLL taken at the input to the VCQO is shown in
Figure 2.14, along with the step response of the system without capacitor C,. As expected, with

C, included, the voltage rises and then falls to zero as the system comes back into phase with the
reference, although there is a slight overshoot in returning to zero. The presence of C, removes

the step that occurs at the start of the response, so that the VCO input displays a more gradual rise
in voltage.
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Figure 2.14: Step Response of PLL at Input to VCO

Finally, the pole-zero plot for the PLL with Filter 1 is shown in Figure 2.15. Notice
that the low-frequency pole is actually cancelled by the zero introduced by the filter. Thus, the
system approximately looks like a second order system with two real poles and no zeros. This is
illustrated in Figure 2.16, which is a Bode plot of the PLL with Filter 1. The response is almost
flat up to 10Grad/s (1.6 GHz), and then starts to fail off at -40dB per decade.
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Figure 2.15: Pole-Zero Plot for Filter 1
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Figure 2.16: Bode Plot for PLL With Filter 1

It is also interesting to see the system response at the input to the VCO. This is shown
in Figure 2.17. As can be seen, the system is bandpass with a very narrow passband centered
around 8.5Mrad/s (1.35 MHz).
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Figure 2.17: Bode Plot of PLL at Input to VCO
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Block-Level
' Modeling and Design

With an understanding of the general structure of PLL's, it is now possible to examine
the new architecture used in this design. In this chapter, this structure is described, as well as the
high-level block selection and SIMULINK simulation of the system. Section 3.1 justifies the
usage of SIMULINK models. Section 3.2 gives the block-level description of the PLL design.
Section 3.3 describes the high-level selection and design of the system blocks. Section 3.4
describes the SIMULINK system used to model the behaviour of the PLL. Finally, Section 3.5
describes the results obtained from the SIMULINK system.

3.1 PLL Simulation Problems

It is well-known that, in general, PLL’s are very difficult to simulate at the transistor-
level using a circuit simulator such as HSPICE, since they contain a very wide range of time-con-
stants. Very large time-constants (on the same order as the PLL 1/w,) are induced by the loop fil-
ter, while much smaller time-constants are present in the VCO (often less than one ten-thousandth
of the PLL l/m,). Hence, the PLL must be simulated using a very small time-step to get accurate
results, but also for a very long time-period in order to observe the behaviour of the overall PLL
system. At the current time, this places unreasonable requirements on computer memory and
time, unless extremely simple circuitry is used [Razavi, 1997].

While long simulations may be acceptable if one is reasonably sure that the design will
work, they make design iterations extremely long. As an alternative to long, memory-hungry
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transistor-level simulations, the designer may initially verify the system design using a simplified
model. If the designer can then design circuits to imitate the behaviour of the simplified system
blocks, then the interconnection of these blocks is likely to work properly, and can be verified

with a few long transistor-level simulations.

The system-level simulations for this design were carried out using SIMULINK, with
the help of C MEX Files [Math Works, 1996]. A good source for understanding how to apply C
MEX files to PLL sysiems is in [Johns, 1997].

3.2 System Block-Level Description

The system will now be described at the block level, followed by a discussion of the

advantages of this system design.

3.2.1 System Description

The block diagram for the system is given in Figure 3.1. Relating back to the block
diagram of Figure 2.1, the blocks in Figure 3.1 can be lumped together as follows: the phase-fre-
quency detector (PFD) and charge pump blocks form the phase detector block in Figure 2.1, the
loop filter block is the same as the loop filter block in Figure 2.1, and the rest of the circuitry
(comparators, Up/Down Control, VCO) forms the VCO block of Figure 2.1.

Up/Down Control
Comparator |

Charge-Pump and +
PFD Loop Filter F | Up Coarse
Reference -
O—————=1 Ref I High
Low
>

Out In Out
vCo | O
A iDown Medium——
vco
Comparator 2
Analog
(Fine)
Out (D' (:lm
Digital
(Coarse)

Figure 3.1: Simplified Schematic of System
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The VCO structure is the most significant aspect of the system, as the other blocks are
fairly conventional, being present in almost all charge-pump PLL’s [Von Kaenel, 1996][ Young,
1992)(Parker, 1998]{Rau, 1997][Nati, 1997]. The VCO differs from conventional VCO’s in that
it takes three control inputs, instead of just one. As seen in Figure 3.1, the three VCO inputs cor-
respond to three levels of control resolution. An analog control voltage (V,) is used for fine-tuning
of the VCO frequency, while two separate digital voltages are used to tune the VCO in medium-
sized and large-sized steps (Vi erm and Vi, respectively).

To see how this works, it is easiest to consider an example. Assume that the PLL is
locked, so that the reference input is in phase with the VCO output, and the control voltages have
assumed their steady-state values. Now, if the reference signal abruptly increases in frequency by
a small amount, the PFD senses that the reference signal is now leading the VCO signal, and
causes the charge-pump to add charge to the loop-filter capacitor. This increases V,, causing the
VCO to oscillate faster, so that it catches up to the reference frequency, and lock is maintained.
Note that this operation is exactly the same as in any charge-pump PLL. The difference arises
when the frequency step applied to the reference gets larger. The comparators in Figure 3.1 con-
tinually compare V, to a high threshold (High) and a low threshold (Low). If the frequency step
on the reference signal becomes large enough, V, increases beyond High. This event is detected
by Comparator 1, whose output goes high. This event is in turn detected by the Up/Down Control
block, which increments the “medium” signal (V) by one. This increases the VCO frequency
by a larger amount than is possible using V; alone. The VCO constants are chosen such that when
this change occurs, V, moves to halfway between Low and High (we will refer to this point as
Mid). The analog loop then continues to try and match the VCO and reference frequencies. If at
some point V. reaches its maximum value, it is reset to a value halfway between its minimum
and maximum, and the “coarse” signal (V},;,) is incremented by one, which increases the fre-
quency of the VCO by an even larger step than possible with V... Note that every time one of
the control signals changes, all control signals “below” it (i.e. all signals that provide a higher res-
olution) are reset to their “middle” values. This ensures that changes in the digital states will hap-
pen very infrequently after the loop has locked.
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3.2.2 System Advantages

Although not all the advantages of this structure can be made apparent quite yet (these
will be discussed in the next chapter, when the circuit-level system is considered), there are some

that can be seen immediately. One is that in steady-state, inevitable fluctuations on V, will have a
reduced effect on the output frequency of the VCO, leading to less jitter. This is because V, is
meant only for fine-tuning of the VCO frequency, so that even large changes in V, will only lead
to small changes in the VCO frequency.

Also, this PLL structure could be used to create a very low-jitter oscillation by using
only the digital control signals to control a VCO identical to the one described above, only

neglecting V,. The second VCO will only provide an accurate version of the reference if Vyerm

provides a high degree of resolution. If this is possible, the second VCO will accurately follow
the reference signal, but will have no jitter introduced by an analog control voltage. To ensure
that, in steady state, the digital states do not toggle back and forth between two neighboring states,
the control signals use controlled hysteresis. Whenever a change in Vi m occurs, V, is forced to
Mid through negative feedback. Also, neighboring digital states are made to be slightly overlap-
ping, so that there is more than one combination of coarse, medium, and fine control voltages that
produce a given frequency of oscillation in the VCO. In this way, the borders between digital
states are made to be “soft”. These measures ensure that the there is a large time between digital
state changes in steady-state, especially since, in practice, the only changes in the system over

time will be due to temperature, which generally varies slowly.

3.3 Blocks

The behavioral models for the system blocks will now be discussed. It is through
these models that reasonable specifications can be derived for the circuit implementation. C MEX
files were used to model the VCO and the charge-pump/loop filter combination, while regular
SIMULINK models were constructed for the other blocks.
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33.1 VCO

As previously described, the VCO in the PLL system takes three control inputs (fine,
medium, and coarse frequency adjust). This VCO was modelled using a C MEX file, whose algo-
rithm was a modified version of the code given in [Johns, 1997].

There are four constants that must be defined: the free-running frequency, and the
VCO constants for the coarse (K;;), medium (Ky,erm), and fine (K,) loops. To work towards this
goal, the lock range was first specified to be 250 MHz plus or minus 30%, to allow for process
variations. It was then specified that the digital control signals should be able to get the PLL
within 0.5% of the free-running frequency from any given reference frequency in the lock range.
This 0.5% gives a frequency change of 1.25 MHz for each change in Ve

Some up/down control circuits were synthesized using VHDL, and it was decided to

implement V., as a thermometer-code signal. A thermometer-code was chosen because this

signal is more likely to change in steady-state, and thermometer-code incurs less switching noise
than binary switching, where several bits change during one switching event, as opposed to just

one in thermometer code. Vy,;, was implemented using binary logic, since it is unlikely to change
very frequently in steady-state, and binary-encoded logic produces more space-efficient circuitry
than thermometer-code. It was found that to keep the synthesized area to a reasonably small value
(no larger than 300 x 300 um?), no more than four binary bits could be used for Vy,,. This gives
a VCO frequency change of about (325-175)/15=10 MHz per change in V,;, (see Figure 3.2).

Because the coarse frequency regions were chosen to overlap by 50% (see Figure 3.2), the total
available frequency range within one fixed value of Vy;, turns out to be 2(10)=20 MHz. Now, in

order for Vipem to achieve at least 1.25 MHz resolution, there had to be at least 20/1.25=16

medium signal states available. To accommodate this, a 15-bit thermometer-code signal was cho-
sen for Vipery. Thus, Ky, is 10 MHz/state, and Ky is 1.25 MHz/state. Again, a 50% overlap

was chosen for the thermometer-code states (see Figure 3.2), so that the analog VCO constant
(K,) was a little larger than necessary. Because the upper threshold for V, was chosen to be 2.3 V

(1'V below the supply to minimize distortion in the charge-pump current), and the lower threshold
to be 1 V, K, was chosen to be (2)(1.25/(2.3-1))=1.92 MHz/V.
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Figure 3.2: Frequency Plan for VCO

3.3.2 Phase Detector

The phase detector in the behavioral model consists of a PFD followed by a charge-

pump and loop-filter combination. The PFD model given in Figure 2.4 can be used directly to
create a SIMULINK model for the PFD, as shown in Figure 3.3.
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Figure 3.3: SIMULINK Schematic for PFD
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The ideal performance under conditions of zero phase or frequency error between the
VCO and refetence signal is shown in Figure 3.4.

*EjHHIHIH gl
S

Figure 3.4: Ideat PFD Signals for VCO in Phase With Reference Signal

Because the signals are perfectly in phase, the PFD does not instruct the charge-pump
to add or remove any charge from the loop filter capacitor. As can be seen, both the Up and Down
signals remain low, except for extremely short (the length of one SIMULINK time step) spikes
that occur simultaneously on either output, which will have no effect on the charge stored on the

loop-filter capacitor.

If a delay is added to the NAND gate that forms the reset signal for the flip-flops, the PFD reacts
as shown in Figure 3.5. As can be seen, the pulses on the Up and Down signals are now wider
(0.8 ns, the same as the delay added to the NAND gate). This behaviour leads to a degradation in
performance, as will be described in Section 4.4.

Next, consider the performance of an ideal PFD when the VCO and reference signals
are at different frequencies. This is illustrated in Figure 3.6 for fycq > fres » Where it can be seen

that the Up signal remains inactive (aside from the short pulses previously discussed), while the
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PFDdgnllswith .8ns l.y NANDG&!Q co Phase With Reference
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Down signal displays a periodic pulse train with a duty cycle that increases gradually over time.
Thus, the PFD causes the charge-pump to continually remove charge from the loop filter capaci-

tor, which would slow down the VCO, and bring it closer to lock with the reference signal.

If a delay is added through the NAND gate (or equal delays are added to each of the
flip-flops), the response changes to the one shown in Figure 3.7. Again, note that the “inactive”
Up output contains 0.5 ns pulses. Also, note that the Down signal’s duty cycle still increases con-
tinually, but once its duty cycle reaches a certain maximum value (at around 60 ns), it can no
longer increase, and the Down signal begins outputting the same *“default” 0.5 ns pulses as the Up
signal was previously. As it begins doing so, the duty cycle of the Up signal abruptly increases,
and then slowly decreases until its pulse width returns to that of the “default” pulse. Once this
occurs, the duty cycle of the Down signal again begins to increase, and the cycle repeats itself.
This behaviour is undesirable, because it slows down the convergence of the charge-pump output

on the correct value to give a locked condition, by driving the charge-pump output in the wrong

direction for part of the cycle.
= PFD signals for 0.5 ns NAND Delay, VCO Leading Reference
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Figure 3.7: PFD Signals with 0.5 ns NAND Delay, fyco > fper
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The charge-pump and loop filter combination was implemented using a C MEX file
containing the same difference equations derived in [Johns, 1997] for the charge-pump and loop
filter combination, altered to model the saturation of the output voltage at the power supplies.

—o Vout
—~4 Cl
15pF

C, L % R
3.5pFI 18.26kQ

Figure 3.8: Loop Filter Used for SIMULINK Simulations

lin
_3=

As seen in Chapter 2, the loop filter components C;, C,, and R of Figure 3.8 must be
chosen to give acceptable loop performance. To work towards this, a value of 0.45 was chosen for
the Q of the PLL loop, which should ensure real transfer function poles [Johns, 1997]. This was
arrived at by choosing a nominal Q of 0.5 (which gives real poles), ignoring the effect of capacitor
C,. To compensate for the phase-shift introduced by C,, the nominal Q was lowered by 10%, to
give 0.45. From Chapter 2, the expression for the Q of a second-order charge-pump PLL is given

by Equation 3.1. Next, a reasonable value was found for the charge-pump current. It is known

Q= (EQ3.1)

Ky=>— (EQ3.2)

quency of the PLL is given as in Equation 3.3.

K K
_ [Tod
o, = , <] (EQ3.3)

In the current design, a large loop-bandwidth is desired, which allows the loop to cor-
rect for noise in the VCO output up to a high bandwidth (see Section 2.4.1). The loop bandwidth
is approximately given by the natural frequency of the loop. Thus, to increase the loop band-

width, one must choose large values for the phase detector and VCO gains. Also, a small value



for C; should be chosen, which also helps to shrink the area of the physical layout. A value of
100 HA was chosen for I, as a good trade-off between loop bandwidth and power dissipation.

As described previously, the choice of oscillator constant was governed by the fre-
quency plan for the VCO. K, was found to be 1.92 MHz/V, and K can be found to be 15.9 A/

rad. Next, a value for C; must be chosen. If the equations for Q and the natural frequency are

combined, one gets the relation for R given in Equation 3.4. Note that all quantities except for R
and C, have already been determined, so that the choice of C; dictates the value of R. Both

R=—1L (EQ3.4)

QJ c 1 Ko Kd
quantities must be physically and reliably implementable, which limits how small C; can be cho-
sen. A good trade-off was found to be C,=75 pF, and R=18.26 kOhms. This leads to a loop-

bandwidth of about 560 kHz.

With R and C; assigned values, the next task is to select a value for C,. Based on the
conclusions in [Gardner, 1980}, the ratio C,/C, was chosen to be larger than 8, to obtain real poles
(as discussed in Section 2.4.7). The value of C, was determined by examining the step response

of the system for various values of C,, as shown in Figure 3.9.

As can be seen in Figure 3.9, if C, is too large, the system displays large overshoot,
which is undesirable, since this could cause V, to swing outside the allowable region (between the

Low and High thresholds), causing a change in the digital state, even when a change was not
really necessary. Once C, is small enough to maintain real poles, it has little effect on the perfor-

mance of the system. As a result, the choice of C; was not a very sensitive one. A value of 3.5 pF
was chosen, which resuits in an overshoot of 13.5% (as opposed to the 28% for C,=10 pF), and a
1% settling time of 4.15 ps.
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Step Response
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Figure 3.9: Step Responses for Various Values of C,

Finally, the ideal frequency response for the third-order, closed-loop PLL was plotted,
as shown in Figure 3.10, where it can be seen that the actual 3-dB bandwidth of 955 kHz is larger
than the expected value of 560 kHz. This large bandwidth is desirable, however, since it allows
the PLL to track out more phase noise from the VCO.
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v
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Figure 3.10: Bode Plots for PLL System Design
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3.3.3 Up/Down Control
A SIMULINK block was needed to carry out the function of the Up/Down Control
logic. The role of this block is to detect when V, leaves its allowed region, and then to increment

or decrement the digital states as appropriate.

The SIMULINK model for this block is shown in Figure 3.11. In this diagram, Ther-
mblock checks whether or not V, (which is the input) has left its allowed region. It does this on

every rising clock edge. If V, has left this region, it increments or decrements Vo, (Thermout)
as necessary. Next, Binblock checks if the Ve, has left its allowed region (-8 to 8). If it has, it
increments or decrements Vy,;, (Binout) as necessary. Meanwhile, the switches below Therm-
block detect that V. m has left its allowed region, and use this information to reset Vi, to its
middle value. No mechanism was included in the model for setting V, to Mid, because it added

too much complexity to the model.

—
Thermout
e b
o
Do o o oal (D)
input Binout
claam m—v—.dm
Constant
Bindlock
[
QKX

Figure 3.11: Block Diagram of Up/Down Control Block

The block diagram for Thermblock is shown in Figure 3.12. The switches on the input
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Figure 3.12: Block Diagram of Thermblock (Same as Binblock)

pass a zero to their output if V, lies inside its allowed region. If it rises above High (2.3 V),

“Switch2” goes high, whereas if it falls below Low (1 V), “Switchl” goes high. These two con-
ditions can never happen simultaneously, so that if the output of the subtraction block is non-zero,

then V, has gone outside its allowed region. If V, has risen above this range, the output will be

+1, and if has fallen below this range, the output will be -1. Otherwise, the output will be zero.
This subtraction output feeds a digital integrator, which stores the current value of Verm. The

saturation block is in place to limit the output to values between -8 and 8. If these values are
reached, Vy;, will need to be changed.

The Binblock in Figure 3.11 is the same as Thermblock, except that the switch thresh-
olds for Switch1 and Switch2 are -8 and 8, respectively.

The output waveforms for an input sinusoid on V, are shown in Figure 3.13. Initially,

the system is in its reset state, so both digital signals are at zero. At 0.01s, the input rises above
the high threshold of 2.3 V (shown by a dotted line), causing V., to increment steadily. Even-

tually, Viperm clips at 8 (shown by a dotted line), and is reset to 0, while Vy;, is incremented. This
is continued until V, falls below High again. A similar process occurs when V, falls below the
low threshold of 1 V.
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Figure 3.13: Signals for Up/Down Control Block

3.4 SIMULINK Model

The full SIMULINK model is shown in Figure 3.14. The QuadOsc block produces an
in-phase and quadrature-phase square wave at a specified frequency and phase. Only the in-phase
component is used for the PLL system. A saturation block is used on the in-phase signal to pro-
duce signal levels compatible with the logic blocks in the PFD. Rate limiters are used on the sat-
urated signals to limit the pulse rise and fall times to typical values seen in HSPICE simulations
(about 0.5 ns to rise from 0 to 3.3V). Both inputs to the PFD are preceded by an inverter, to make
the block negative-edge triggered, as was the case in the circuit design (see Chapter 4). The up
and down signals from the PFD are then combined using a multiplexer, and fed to the
Charge_Pmp block, which is a mask for the C MEX file described in Section 3.3.2. This signal is
then passed through a look-up table that approximates the effect of channel-length modulation in
the transistors used to form the charge-pump current sources (see Chapter 4). This is followed by
a 75 ns delay block, that models the latency between changes in V, and changes in the VCO fre-

quency. Similar delay blocks exist for Vipery, and V. This delay stems from the mechanism
used to adjust the frequency in the VCO, and will be discussed in Chapter 4. The VCO block is
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Figure 3.14: Complete SIMULINK System

modelled by the QuadDCOL block, which is a mask for the C MEX file described in Section
3.3.1. The Up/Down Control block, described in Section 3.3.3, uses a clock signal derived from
the reference signal by a divide-by-64 clock divider. The input signal is the distorted, non-
delayed charge-pump output signal. This block produces the medium and coarse control-signals
as outputs, which are used to drive the QuadDCOI block. Finally, the VCO output is a square
wave with an amplitude of 1, which is then saturated to give signal-levels compatible with those in
the PFD, and then rate-limited.

3.5 SIMULINK Simulation Results

The results of the system-level SIMULINK simulations will now be discussed. The
discussion will start with the ideal system, followed by a discussion of the effects of the non-ideal
delay through the VCO.

3.5.1 System With No Delay

Initially, the delay through the three delay blocks in Figure 3.14 was set to zero, and
the performance of the resulting system was analyzed.

First, a 250 MHz waveform with a phase of 180 degrees was input into the system.
The resulting waveform is shown in Figure 3.15. Initially, due to a start-up transient, V, drops

below Low, which causes V p.m to decrement by one. This slows down the VCO, and causes the



phase error to increase more, which causes V, to rise in the opposite direction. However, because
Viherm iS lower than required for the given VCO frequency, V, must rise above High, which trig-
gers an increase in Vyyem,. This allows V, to decrease to its reset value of 1.6 V. Note that

because there is no frequency error between the VCO free-running frequency and the input fre-
quency, V, returns to its “middle” value at about 4.5 ps.
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Figure 3.15: System Response to 180 Degree Phase Error

To examine the response of V,, a small frequency error was input into the system. The
response is shown in Figure 3.16, along with Vi and Vy,;,. The response involves only V,,

which rises smoothly to the required voltage to lock the reference signal to the VCO output, in
about 1.3 ps.
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Figure 3.16: System Response for 0. MHz Frequency Discrepancy

To examine the performance of Vi, a larger frequency error was input into the sys-

tem. The response for a 245 MHz input signal is shown in Figure 3.17. Due to the relatively large
frequency error, V, begins to move downward, and eventually drops below Low. This causes

Viherm t0 be decremented. However, V, must still move below Low to achieve lock, s0 Vier is
again decremented. This continues until finally V, is forced above Low, where it settles to a

steady-state value between the low and high thresholds at about 3 ps.
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Figure 3.17: System Response for Frequency Discrepancy of § MHz

To observe how all three control voltages interact, an even larger frequency error was
input into the system. The response of the system to an input frequency of 325 MHz is shown in
Figure 3.18. In the figure one can see that, as expected, V, rapidly rises above High, causing

Viherm to increment steadily. However, the frequency discrepancy is so large that V, continues to
rise, and clips at the power supply. V., reaches its upper limit of 8 several times, causing Vy;,

to increment until it clips at its maximum value of eight, as well. Eventually, the digital state gets
high enough to allow V, to drop below High. However, V, takes some time to drop below High

from the power supply, S0 Viperm and Vy,;, continue to increment, until they are higher than
required. Thus, when V, finally makes it below High, it falls below Low, causing Ve t0
decrease, until finally V; rises and settles between the low and high thresholds. The entire process
takes 28 ps.
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Figure 3.18: System Response for 7S MHz Frequency Discrepancy

3.5.2 System With Delay

Once the performance of the system without delay was deemed satisfactory, a 75 ns
delay was added to the VCO control signals, as shown in Figure 3.14. The simulation for the 325
MHz input was repeated, and it was found that the digital state displayed “ringing”, in that the
digital state bounced back and forth around the steady-state digital state several times before com-
ing to rest, as shown in Figure 3.19. This overshoot is due to the inability of the up/down iogic to

respond to current changes in the charge-pump output to alter the VCO frequency. Thus, V, ends
up moving far past its thresholds before the logic can take action. When the logic finally does

change its state, it overshoots the correct state, since V, must change by a large amount to move

back between the thresholds.

This response is undesirable, since it greatly increases lock acquisition time. To
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Figure 3.19; System Response for 75 MHz Frequency Discrepancy and 75 ns Loop Delay

circumvent this problem, there are three basic choices: decrease the delay, move the thresholds
closer to the supply rails, or change the VCO constants. Because the delay was imposed on the
system by the choice of VCO (which was critical to the design), the first method is not possible.
Changing the thresholds would be a simple solution if they were generated off-chip, however this
is not the case. It turned out that for the reference-generation method chosen, it was difficult to
make the separation between thresholds too large without a large sacrifice of power and device
area. Also, it was desired to avoid distortion due to channel-length modulation in the charge-
pump current sources, which limited the separation between high and low thresholds. The last
option seemed to offer the fewest disadvantages (although it was by no means ideal), so it was
decided to increase K,. Specifically, the K, was increased to 3 MHz/V from 1.92 MHz/V. This
has the effect of spreading out the medium control regions in Figure 3.2, so that more tuning was
possible within a fixed digital state. This makes the system less picky about the digital state, so
that if the digital state is overshot or undershot by a state or so, V, can compensate. The drawback
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of this alteration is that the average accuracy of tuning possible with just the digital control signals
is decreased.

Note that it was later found that in the actual system, the charge-pump saturated some-
what below the power supply, and that channel-length modulation caused the “down” current
source to have larger current than its nominal value, which helped it pull down V, faster (similar
effects were observed on the “up” current). This further helped to avoid the behaviour observed
in Figure 3.19.

The response of the altered system with 75 ns delay is shown in Figure 3.20. Note that

the response has returned to one that is similar to the original un-delayed response in Figure 3.18.
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Figure 3.20: Response of Altered System to 7S MHz Frequency Discrepancy and 75 ns Delay
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Circuit Design

This chapter discusses the transistor-level design of the system described in Chapter 3.
Section 4.1 describes the block-level design of the circuit, while Sections 4.2-4.7 describe the
transistor-level design of each of the blocks.

NOTE: The unit transistor size in all figures is 1.6um/0.4um for NMOS and 4.8um/0.4um
for PMOS

4.1 Overall System

The system block diagram is quite similar to the SIMULINK system of Figure 3.1, and
is shown in simplified form in Figure 4.1. As in the SIMULINK system, the diagram in Figure
4.1 contains a phase-frequency detector (PFD), charge-pump, loop-filter, and a VCO. To simplify
the discussion, the digital control-signals have been temporarily neglected.

| 3R
PFD : % bs| Constant-g
(le:?;([talOsc and Loop r Bias "
“»f Charge Pump Filter : Circuit
Bn-controlled
Oscillator
vco

Figure 4.1: Simplified System Schematic
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The PLL uses a conventional charge-pump architecture, except that the VCO is con-
trolled by changing the value of a resistor in the bias circuit (Rpias). The charge-pump output

drives a voltage-controlled resistor used to control the transconductance provided by a constant-
transconductance bias circuit (CG,BC). The CG,BC is used to bias a transconductance-con-
trolled oscillator (G,,CO). By changing the resistor in the bias circuit, the frequency of oscillation
of the G,CO is changed, so that the combination of the G,,CO and CG,,BC acts as a VCO.

The block diagram for the full system is shown in Figure 4.2. As in Figure 4.1, the
diagram in Figure 4.2 contains a PFD, charge-pump, loop-filter, and VCO. However, since the
diagram includes the digital control signals, the system now also contains two comparators and an

up/down control block, and the adjustable CG,,BC is controlled by three signals (analog, digital-
binary, digital-thermometer).

rlr2r3rd .
Reference U L1 Vhig]éomparatorl
Input’ | ref P_.| Charge-Pump ]
P PFD and =" Up | uUD
vCo Down, Loop-Filter Down/ Control
NECO T : Comparator 2
il ?2 ?3 Viow
GCO : Analog

i rd— Adjustable '

: g: Constant-g m f+—: 4,: Digital (Binary)
! ]| BiasCircuit | : 15  Digital (Therm)

7

Figure 4.2: Full System Block-Diagram

4.2 Adjustable Constant-Transconductance Bias Circuit
The adjustable CG,BC will be discussed in two parts. First, the bias circuit will be

examined, ignoring the internal workings of the voltage-controlled resistor. This will be followed

by a discussion of the operation of the voltage-controlled resistor alone, and in the bias circuit.
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4.2.1 Bias Circuit Without Variable Resistor

The adjustable CG,,BC must provide a well-defined transconductance to the G,,CO,
the value of which is controlled by the input signals Analog (V,), Digital-Therm (V y0rm), and
Digital-Binary (V). Fine-tuning of the transconductance is provided by V,, while Vipom and
Vbin are used to alter the transconductance in “medium” and “large” discrete steps, respectively.

The circuit schematic for the adjustable CG,BC is shown in Figure 4.3.

Referring to the box labelled “Adjustable CG,,BC"” in Figure 4.3, it can be seen that

the circuit is, to a degree, similar to the constant-transconductance bias circuit in [Johns, 1997].
Both circuits contain a CMOS version of a Widlar current source (including transistors m1-m4
and Bias Resistor in Figure 4.3), as suggested in [Steininger, 1990]. However, in [Johns, 1997,
both the PMOS and NMOS transistors are cascoded, while only the NMOS transistors are cas-
coded in Figure 4.3. This was done to lower jitter in the GCO, as will be discussed in the next
section. It can be shown [Johns, 1997] that the transconductance of m4 is equal to the conduc-
tance of the adjustable Bias Resistor. All circuits matched to the structure of the bias circuit will

have transconductances proportional to g4, S0 that the transconductances of transistors through-

out the system can be altered by altering the value of the Bias Resistor.

Another important difference between the bias circuit in [Johns, 1997], and Figure 4.3
is that the resistor in Figure 4.3 is placed at the source of a PMOS transistor, instead of an NMOS.
This was done in response to an analysis in {Hartman, 1997], in which it was found that the larg-
est error-contribution of the matching of g4 to the bias resistor was from the body effect in the

NMOS transistor whose source was connected to the resistor. By moving the resistor to the
source of a PMOS transistor, the body-effect error can be removed by placing the PMOS transist-
tor in its own well, with its source tied to its bulk, as shown in Figure 4.3.
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Figure 4.3: Circuit Schematic for Adjustable Constant-Transconductance Bias Circuit
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The circuit in Figure 4.3 includes a simple differential amplifier that takes its input
from the drains of m3 and m4. This amplifier creates a negative-feedback loop that adjusts the
bias voltage rl to keep the drains of m3 and m4 at equal voltages. This means that Vg, is equal
to Vps3 plus the voltage drop across the adjustable Bias Resistor, which guarantees that there is a

large voltage-drop across m4 (about 0.89 V, nominally). As will be seen in the next section, this
helps to reduce the jitter in the GCO signal.

Bias voltages must also be generated to bias wide-swing PMOS and NMOS current
mirrors, so that high output-impedance current sources can be used without sacrificing too much
voltage swing [Johns, 1997]. This is accomplished by transistors m7-m10 in Figure 4.3. The bias
circuit also incorporates a start-up circuit, very similar to the one used in [Johns, 1997)].

The opamp design was straightforward, since a low-speed, low-gain circuit was
required. The opamp design is shown in Figure 4.3 to contain a single-stage, with no cascode
devices, which lead to higher gain. The characteristics of the opamp are summarized in Table 4.1,

assuming a bias-circuit resistor of 3.5 k€ These characteristics include the effect of the 1 pF C,,;

that loads the output of the opamp, and lowers the bandwidth (the unloaded 3-dB bandwidth is
669 MHz).

Table 4.1. Opamp Characteristics
Unity-Gain Frequency 12.87 MHz
Open-Loop DC Gain 28.3dB
3-dB Bandwidth 1.43 MHz
Phase-Margin 93 Degrees
Power Consumption 56.6 uyW

Because the bias circuit contains several feedback loops (some of them positive), the

stability of the circuit must be examined. To compensate the circuit, capacitor C, was added
across transistors m1-mlcas (see Figure 4.3). Capacitors Cy,;-Cy;2 and Cp,-C,;; were added to

decouple noise from the bias voltages to ground. The loop gain for the circuit was measured
using a similar method to the one used in [Seevinck, 1998], as illustrated in Figure 4.4.
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Figure 4.4: Measurement of Bias Circuit Loop Gain

The results of this loop gain measurement are plotted in Figure 4.5. The characteris-
tics of lhg bias loop are summarized in Table 4.2. The loop response is essentially first-order low-
pass up to about 1 MHz. The DC loop-gain is fairly high at 55.93 dB, but has a low cutoff fre-
quency of 37.3 kHz. Because the circuit is used for biasing, the low bandwidth is not a problem.
However, it was necessary to check whether the bias-circuit response had an effect on the PLL
loop response. The capacitor C_ has been chosen to give an adequate phase-margin of just under

70 degrees.
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To check whether the AC response of the bias circuit affected the loop AC response, an

AC source was used to excite V, in the adjustable resistor (see Section 4.2.2), and the response of

the bias voltage r1 was monitored. To prevent the bias-circuit frequency-response from affecting
the overall loop response, it was desired to have the first pole introduced by the bias circuit be at

least ten times greater than the nominal loop-filter pole (which is roughly at 117 kHz). This leads
to a requiréd minimum pole frequency of 1.2 MHz. Through simulation, it was found that the first
pole produces a 3-dB frequency of 9.7 MHz, which is well above the required minimum pole fre-
quency. Thus, the SIMULINK simulation results should not be greatly affected by the frequency

response of the bias circuit.
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Figure 4.5: Frequency Response of Bias Loop

Tabie 4.2. Characteristics of Bias Loop

3-dB Bandwidth 37.3kHz
Unity-Gain Frequency 18.8 MHz
DC Gain 5593dB
Phase Margin 69 degrees

Figure 4.3 contains one more box, labelled “Reference Signal Generation”. This cir-
cuitry generates the reference voltages High and Low, used by the comparators to check if V, has
left its allowed region of operation. It also generates a bias voltage called r3p, which is used to
bias the digital-controlled resistors when they are active (see Section 4.2.2).
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4.2.2 Voltage-Controlled Resistor

The voltage-controlled resistor is composed of an array of triode-region transistors

controlled by Vpin, Viherm» and V,. From Chapter 3, Vi, is 4 bits, and Ve, is 15 bits.

A diagram for the voltage-controlled resistor is given in Figure 4.6. It consists of a §
kSQ2 resistor in parallel with a triode-region transistor controlled by V,, along with an array of dig-

ital switches controlled by Vi, and Vyrm. Each digital switch controls a triode-region transistor,

by connecting its gate to VDD (in which case it is inactive) or the bias voltage r3p (in which case
itis active). Recall that r3p is generated from the bias circuit, as shown in Figure 4.3. Each tran-
sistor controlled by a thermometer-code switch is the same size, while the transistors controlled
by the binary switches are binary-weighted. The Sk<Q resistor is present so that when all the digi-
tal switches are turned off, the conductance of the voltage-controlled resistor is large enough to

allow all devices in the bias circuit to be active.

Binary ) Thennomeggg (0.4u/20u)
R | | R [- e S R
1 2 3 4 ma
fSkQ 2||3|ecee Mj}—ova
64uf |32u| | L6u| [0S8u Su
4u 4u 4u 4u
[ | | |

ml
0.4u/20u

r
Thermor%eter Switch Binary Switch

Figure 4.6: Voltage-Controlled Resistor

The triode-region transistors were sized to give the desired VCO gains, as found from
the SIMULINK simulations, and also to ensure that V, returned to roughly Mid (or (High+Low)/
2) whenever V.., changed. To accomplish this, the following sizing was used for the transistors

in Figure 4.3: assuming the width-to-length ratio for the thermometer-code triode-region transis-
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tors is X, then (W/L)yy=2X, (W/L)y3p=X/4, (W/L)yiow=X/9, and (W/L)pypigh=X. To see why
this works, note that Vg miow=3Vest: Verr,mr3p=2Vesrs ad Vet mi(therm)=2 Vesr» Where Vg is the
overdrive voltage for mhigh, and Vg 1 herm) is the overdrive voltage for the triode transistors in
the thermometer-code digital resistors when on. Thus, when V, moves from Mid to High (a volt-

age change of V), it creates an admittance change in the bias resistor of 2Xp,Cox Vg Once it

hits the threshold value, the digital state is changed, causing another admittance increase of
2XppCox Vesr- The negative feedback loop will then force V; back to roughly Mid, since this

pushes the resistor admittance back down by 2Xp,Co, Ve Note that the thresholds High and
Low change in value with the bias resistor (High is given by VDD-V, -V, and Low is given by
VDD-3V,g-Vy,) [Martin, 1999]. Finally, note that the preceding analysis assumes that the volt-
age-drop across Ry;as (VRpias) is small relative to V. Otherwise, the change in bias-resistance
conductance when a thermometer-code resistor is switched in or out is roughly Xp,Cox(2Veg -

VRbias): neglecting the effects on Ry,;,5 of the change in Vppi,, after switching.

The final VCO gains were used in the SIMULINK model, and the simulations were re-
done, resulting in the plots shown in Figures 4.7 and 4.8. The system can be seen to respond

quickly with little ringing, in a similar fashion to the initial design.
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Figure 4.7: Response of Final System to 275 MHz Input
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Figure 4.8: Response of Final System to 325 MHz Input

With the variable-resistor in place, the bias circuit consumed 1.75 mW in simulation,

including the reference-generators for Low, High, and r3p. A comparison of g4 with the conduc-

tance of the variable bias-resistor is given in Figure 4.9, for a bias resistance ranging from 3830Q
to 3930€, which shows a matching error ranging from 0.42% to 0.59%, indicating that transistor

transconductances are well-matched to the conductance of the variable resistor.
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Figure 4.9: Variable-Resistor Conductance and g4 Versus V,
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4.3 Transconductance-Controlled Oscillator

The design of the transconductance-controlled oscillator (G,,CO) will now be dis-

cussed. This will be followed by a description of the G,;;CO output buffer.

4.3.1 Oscillator Design
The block diagram for the G;;CO is shown in Figure 4.10. The G,,CO is a ring oscil-

lator composed of four differential delay-stages. The last stage has its outputs cross-coupled to
the next stage to ensure that there are an odd number of inversions through the ring at DC.

outn
65(F 65(F I65ﬂ’
40fF 65FT 65fFT
outp L 65fF
-
Figure 4.10: G;,CO Schematic

The selection of a four-stage topology allows the generation of quadrature-phase sig-
nals for free [Buchwald, 1991], which is beneficial for such modulation schemes as QAM and
SSB. According to the Barkhausen criterion [Sedra, 1991], for a positive feedback loop to be
unstable, the loop gain must be equal to unity and the phase shift through the loop must be 21tk
(where k is some integer) at the frequency of oscillation. In this circuit, the first three inverters
supply a 180 degree phase-shift due to the connection of the output terminals, plus an additional
phase-shift due to delay through the inverter. The last inverter simply supplies a phase-shift due
to the delay through the circuit. Thus, there is a total of 540 degrees (or 180 degrees, equiva-
lently) through the loop simply due to wire connections. Another 180 degrees must be made up
for through inverter delay. Since all the inverter delays are kept equal, each inverter must supply
180/4=45 degrees of delay-induced phase-shift. Thus, quadrature oscillator signals can be gener-
ated by tapping the outputs of any pair of inverters separated by one inverter, since the phase-shift
between such inverters is 450 degrees, or, equivalently, 90 degrees. These observations can be
made directly from Figure 4.11, which shows the VCO signals at various points in the loop. The
top plot shows the input and output of the first inverter stage. Note the 225 degree phase shift.
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The middle plot shows the input and output of the fourth (non-inverting) inverter stage, which, as
expected, generates a 45 degree phase-shift. Finally, the outputs of the first and third delay stages
are shown, which can be seen to be in quadrature with one another.
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Figure 4.11: Ring Oscillator Signals at Outputs of Various Stages

The transistor-level schematic for the differential inverters is shown in Figure 4.12.
The inverters are composed of a differential pair formed by m2-m3, with a cascode tail current-
source, that drives triode-region loads m4-mS. The current-source supplies 150 pA at 250 MHz,
for a total ring-oscillator DC power dissipation of 1.98 mW. The frequency response for the
inverter is shown in Figure 4.13, assuming the bias conditions for 250 MHz oscillation. The gain
at 250 MHz is 8.2 dB (or about 2.6 V/V), which is larger than necessary to produce oscillation,

but provides some insurance against temperature and process variations.
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Figure 4.13: Frequency Response of VCO Inverter

The delay through this inverter can be shown to be roughly equal to ryg4Cj In2 (see
Appendix B). If the drain-to-source voltage of the loads is assumed to be small so that m4-m35 are
always in the triode region, then ryg4 is proportional to 1/gy,, which is in turn proportional to the
resistance of the adjustable resistor in the bias circuit of Figure 4.3, so that the voltages control-
ling the resistor directly control the frequency of oscillation in the G,;,CO. To see this, recall the
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equation for the triode-region resistance of a MOSFET, given in Equation 4.1, where the approxi-
mation holds if Vg is much larger than the source-to-drain voltage of the PMOS. However, if the

1
siriode = Hp ax(w)(vejj" sd) H Cax(w)veff

the voltage-swing at the output of the VCO gets very large (comparable to V,g,), then this

(EQ4.1)

approximation starts to break down. If the output drops lower than VDD - Vg4, then the load
device enters the active region, and the approximation that ry., is proportional to 1/g,,, is no good

at all. Hence, the maximum differential voltage swing to ensure that the loads are always in the
triode region is Vg4 peak, or roughly 0.35 V.

For low-jitter design, this is not a good result, since all analysis of ring-oscillator jitter
has shown that to decrease jitter, VCO output power must be increased [Razavi, 1996][McNeill,
1997], as seen in Section 2.3.5.1. Indeed, most ring-oscillator designs attempt to make the VCO
signals as large as possible, such as in the fully-switching delay-cell design outlined in [Park,
1999]. Clearly, a trade-off must be made between jitter performance and matching between the

bias circuit and ring oscillator.

Note that the structure of the inverter mimics that of transistors m2 and m4 in the bias
circuit of Figure 4.3. To see this, notice that when the differential pair is completely switching all
current through m2, m3 is off while m2 can be modelled as being close to a short-circuit. Hence,
the circuit looks like m4 being biased by the cascode current source ml, which is analogous to the
bias circuit structure, except that m4 in the bias circuit is diode-connected. Thus, if m4 in the bias
circuit is biased with a large drain-to-source voltage (as it is) then so should m4 in the inverter. To
further boost the output swing of the VCO, the lengths of the load devices were increased to 0.5
um, which increased the output resistance, and hence the output swing. The differential output
swing at 250 MHz with this modification was 1.6 V peak-to-peak. The only problem with this
design is that when the outputs go low, there is a large voltage (0.8 V) across the load devices,
which causes them to enter the saturation region, so that the matching of the VCO frequency to
the adjustable bias resistor is compromised. However, it was found in simulation that the VCO

frequency still had a strong proportionality to transistor g,,. This is demonstrated in Figure 4.14,
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which shows the simulated variation of the transconductance of mhigh in the bias circuit, as the
VCO frequency is varied. The relation matches the LMS error fit line with a standard deviation of
1.7 pA/V, which is only 0.6% of the transconductance at 250 MHz.

L] ] T 1] L) t 1} ] ¥ L] T

—  Simuiated
- LMS Error L

g

L L L

0 R o . .
160 180 200 220 240 260 280 300 320 340 360
Frequency (MHz)

Figure 4.14: Simulated Transconductance of mhigh Versus VCO Frequency

Load capacitors are added to each stage to slow down the inverter stages to give a 250
MHz free-running frequency, and also to diminish the effects of the non-linear parasitic capaci-
tance seen looking into the inverter stages. The load capacitors on the first stage are made smaller
than those on the other stages to account for the capacitive loading of the VCO buffer (which is
driven by the first inverter stage).

Figure 4.15 shows the variation of the VCO frequency as the binary control-signal is
changed (assuming the analog and thermometer control signals are fixed at their middle values).
It can be seen that the VCO is tunable from about 150 MHz to 475 MHz.

The total oscillator power dissipation (dynamic and static) for the ring oscillator was
simulated to be 2.21 mW at 250 MHz.
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Figure 4.15: VCO Frequency Versus Binary Control Signal (Analog and Thermometer Control Signals
Fixed at Middle Values)

4.3.2 Oscillator Buffer Design

The schematic for the buffer is shown in Figure 4.16. It consists of a differential-to-
single-ended converter that drives two series CMOS inverters. Figure 4.17 shows the buffer sig-
nals for a ring-oscillator frequency of 250 MHz. The bottom plot is the signal at the input to the
buffer, the second from the bottom is the signal before the inverters, the third from the bottom is
the signal between the two inverters, while the top plot gives the final output signal. The differen-
tial-to-single-ended converter draws a large amount of current (369 pA at the free-running fre-
quency), in order to drive the input capacitance of the first inverter with a peak-to-peak voltage of
1.64 V (see Figure 4.17). The first inverter is scaled to have a high threshold of 2.35V, in order to
maintain a roughly 50% duty cycle, however this inverter has slow fall-times, due to the small
NMOS transistor used. To equalize rise and fall times to about 0.3 ns (10% to 90%), a symmetric
CMOS inverter with a threshold of 1.63 V is added before the output.

The VCO buffer was found through simulation to have a total power dissipation of
2.64 mW at 250 MHz.
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Figure 4.16: Circuit Schematic for VCO Buffer
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Figure 4.17: VCO Buffer Signals

4.4 Phase-Frequency Detector

The fact that the PLL contains no frequency-dividers means that the phase-frequency
detector (whose schematic is shown in Figure 4.18) must operate at the full speed of the VCO (i.e.
as high as 325 MHz). While there is no strong reason to not use a frequency divider, it was
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decided to examine the performance of the loop with the phase-detector running at the full speed
of the VCO. At these speeds, delays through the NAND gate and flip-flops begin to have a notice-
able effect on performance. These effects were observed qualitatively in the system modeling of
Section 3.3.2. More quantitatively, it is shown in [Soyuer, 1990] that the mean value of Up-Down

f, ref -f vco

7 as given in
vCco

(where Up and Down assume values of 0 and 1) ideally varies with B=

Equation 4.2, for f,.,>f s

—= _p+05
(U-D) = el (EQ4.2)
Lo So—o
Up
VCo—a> __Q
reset

LD Q E [: Down

Refo——a> _ Q

Figure 4.18: Block Diagram for PFD

If, however, the path through the NAND gate, into the flip-flop reset, and back out to
the flip-flop output, has a delay of AR, then the average value of Up-Down is given by Equation
4.3, for f,.o>fref, Where T, is the period of the VCO signal entering the PFD. Similar

=Dy = B+05_AR (EQ43)

B+l T,.,
expressions are found for the case when fi¢<f,.,, and are plotted in Figure 4.19 for several cases

of B, and a fixed reference frequency of 300 MHz.
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Figure 4.19: Mean Value of (Up-Down) for Various Values of Gate Delay AR

Note that as the gate delay (AR) increases, the maximum value attainable by U-D
decreases, as does the value at a given value of p or . Thus, the PLL cannot take action as quickly

to frequency errors as it can when no delay is present.

From the above discussion, it can be appreciated that it is important for fast frequency
acquisition to minimize the reset time through the NAND and flip-flops. While a conventional
CMOS NAND gate can easily be designed to give fast propagation times (on the order of 30 ps in
0.35um technology, unloaded), conventional D flip-flop designs contain a large number of transis-
tors, and correspondingly high propagation times. For example, the flip-flop design in {von
Kaenel, 1996] has 19 transistors, and a reset-to-output propagation delay of 216 ps. Also, since
the reset signal sees ten transistor gates, the capacitive load on the NOR gate that generates the
reset signal is very large. As a result, the propagation time through the NOR gate is increased to
325 ps. This value cannot be substantially improved by increasing the sizes of the NOR gate tran-
sistors, since this increases the load seen by the flip-flops. As a result, the “default” pulses
appearing at the flip-flop outputs have a width of 0.54 ns. While this is adequate performance for
lower-speed designs, this degrades performance too much for signals with periods as low as 3 ns.
While the ideal maximum value of U-D is unity, the value in this case is reduced to 0.83.
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To minimize the reset time through the flip-flops, and to decrease the loading on the
NAND gafe. a very simple flip-flop was designed (similar to the one used in [Kim, 1997]), based
on the true single-phase clock (TSPC) logic family [Yuan, 1989]. The flip-flop is composed of
two cascaded level-sensitive inverting latches, as shown in Figure 4.20a). The first (formed by
transistors ml, m2, and m6) is active on a high clock, while the second (formed by transistors m3-
mS5) is active on a low clock, so that the cascaded combination is negative-edge triggered. Note,
however, that this circuit, in general, will not work as a true D flip-flop, since, when the clock is

low, the output q is not isolated from changes in the input D.

In TSPC D flip-flops, there is usually an isolation stage between the positive and nega-
tive latches to isolate the output of the flip-flop from changes in the input when the second latch is
active [Yuan, 1989]. However, for this work, this design will act as the desired flip-flop, since the
input is always high. In this case, when clk goes high, the drain of m2 is pulled down to VSS, and
when clk drops low, the drain of m2 is left floating, holding the VSS value. This value causes m5
to pull the output high, as desired. The removal of the isolation stage from the circuit lowers the
transistor count by three, and decreases the delay through the flip-flop from the reset input to the
output.

One further required modification is the addition of some reset mechanism. This is
accomplished through the addition of m7, which up to now, has been ignored. An active-low reset
has been chosen to allow the use of a NAND gate, instead of an AND gate. This transistor per-
forms an asynchronous reset operation whenever reset goes low. To decrease the reset time, m7

and m3 are made fairly large.

Finally, since the D input is always high, the flip-flop may be simplified, as shown in
Figure 4.20. Because m2 is always off, it can be removed from the circuit, and because ml is
always on, it can be replaced with a short circuit. With these modifications, the circuit appears as

shown in Figure 4.20b).

Simulations show that the delay from the reset input through to the output is 76.7 ps,
which is almost three times faster than the flip-flop used in [von Kaenel, 1996]. The circuit uses
only five transistors, instead of 19 in the case of [von Kaenel, 1996].
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Figure 4.20: Circuit Schematic for PFD Flip-Flop

The inverters shown in Figure 4.18 use unit-sized transistors, since the capacitive load
seen at each of the outputs is a single transistor gate. These inverters are in place to generate com-
pliments of the up and down outputs, which are required to drive the charge-pump circuit. The
inverters have a very small propagation delay of 47 ps, including loading effects. The inverters
provide output waveforms with fast 10%-90% rise and fall times ranging from 98 ps to 120 ps.
The NAND gate is a conventional CMOS design. With the loading effects of the flip-flops
included, the NAND propagation delay was 78 ps, which shows great improvement over the von
Kaenel design.

When all the above blocks are put together as shown in Figure 4.18, simulations show
that the default pulse width on the up/down outputs is very narrow at 150 ps, which is 3.6 times
smaller than in [von Kaenel, 1996]. Thus, the theoretical maximum value of U-D is increased to
0.95.

The circuit response to a VCO frequency of 333.3 MHz and a reference frequency of
312.5 MHz is shown in Figure 4.21. The Up signal is virtually inactive, with extremely narrow
periodic spikes, while the Down signal gradually increases in duty cycle, as expected. Note that
even at these high input frequencies, the circuit response looks close to ideal. The circuit response

for the maximum phase error for which the circuit responds correctly at 333.3 MHz is shown in
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Figure 4.21: PFD Response for fyco > frer

Figure 4.22. The delay between the VCO and reference signal, which are both running at 333.3
MHz, is 2.62 ns, for a phase difference of about 315 degrees, so that the PFD operates correctly
for phase shifts between plus and minus 315 degrees at 333.3 MHz.
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Figure 4.22: Response of PFD for Maximum Phase Error at 333.3 MHz

The mean value of Up-Down is plotted versus phase error between the VCO signal
and the reference signal in Figure 4.23, assuming 333.3 MHz input signals. The ideal plot is
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shown as a dotted line in this figure. The main difference between the two is that the simulated
plot does not rise straight to 3.3 V at 360 degrees (and -3.3 V at -360 degrees), as the ideal plot
does. This is due to the delay incurred in resetting the flip-flops. As can be seen, the PFD only
acts ideal between plus and minus 310 degrees of phase error at 333.3 MHz. This range increases
as the frequency of the input signals is decreased, since the size of the reset delay decreases rela-

tive to the signal period. At 250 MHz, the range would be +323°, and at 175 MHz, the range

would be £333°.
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Figure 4.23: Mean Value of Up-Down Versus Phase Error Between Inputs at 333 MHz

The PFD circuit was found to dissipate 135 uW power, assuming 333 MHz input sig-
nals.

4.5 Charge-Pump

The design of the charge-pump will first be discussed, followed by a discussion of the
loop-filter design, including self-biasing considerations.

4.5.1 Charge-Pump Design

The design of the charge-pump began with a straightforward structure, as shown in
Figure 4.24. The circuit contains two cascode current-sources (formed by m4 and mS5), which are
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matched to transistors m7 and m9 in the bias circuit, so that the up and down currents are closely
matched. The current provided by these sources is directed into or out of the loop filter imped-
ance using conventional current mirrors. These current mirrors are turned on and off by the
switches m8 and m7. The transistors ml and m2 are given large lengths (0.6 um) to reduce the
effects of channel-length modulation on the charging/discharging current. Channel-length modu-
lation alters the phase-detector constant by changing the current supplied by m1 and m2 as the
output voltage changes. The capacitor C,y,4 has been added to equalize the propagation delay

times seen by the Up and Down paths. The Up signals experience an extra inverter gate delay

from the PFD, and also see a larger input capacitance looking into the charge-pump circuit.

This design is simple, and gives reasonable performance, however it has the drawback
that large transients occur in the circuit whenever m8 or m7 is turned off. Consider the case of m8
turning off. Initially, m8 is turned on, which pulls the gate of m6 close to the power supply, turn-
ing off m6 and m2. This results in an increase in the current flowing through m5 (by about 20% in
simulations). When m8 is tumed off, the current source mS must quickly reduce its current to 100
mA, while m6 and m2 turn on. The important point is that the gate of m6 goes through large tran-
sients (on the order of 1 V) every time m8 is tumned on off, which slows down the switching of

current in the circuit. Similar transients occur at the gate of m3.

To overcome this problem, the circuit was modified as shown in Figure 4.25. The
design retains the cascode current-sources m4 and m5, however now dummy structures formed by
m6p/m8p and m3p/m7p have been added. Instead of loading the current-sources with a triode-
region transistor (with a small voltage drop across it) when no change is to be made to the loop fil-
ter output voltage, the current from these sources is directed into dummy structures [Lacy, 1999].
This minimizes transients at the drains of m8 and m7, and speeds up the response of the circuit, as
well as decreasing the power dissipation, since the nominal current flows through m4 and m$
when no changes are to be made to the output voltage (instead of the roughly 20% larger current

in the previous design).
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Figure 4.25: Circuit Schematic for Revised Charge-Pump Design
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A plot for the charge/discharge currents, as well as for the output voltage of the
charge-pump and PFD combination is given in Figure 4.26, assuming both input frequencies are
333.3 MHz. Ideally, the current through m1 and m2 should be equal, so that no net charge is
transferred to the loop filter, and the output voltage remains constant. In practice, however, this is
not possible (for the given design), since the signal paths for creating the charge and discharge
currents are different. Because the charging current is created through a group of p-channel
devices, it has slower rise and fall times than the discharging current. Despite efforts to make
these current pulses equal in total charge transfer, there is a 6.8% mismatch between the RMS val-
ues of the charge and discharge currents, assuming an output voltage of about 1.6 V. As the out-
put voltage changes, however, this mismatch changes, due to channel-length modulation (13.5%
at 2 V output, 0.9% at 1.3 V output). As a result of this mismatch, the output voltage drifts when
the VCO is in phase with the input, as seen in Figure 4.26. Nevertheless, the charge-pump does
give fast rise and fall times for the up and down current pulses, as desired. The rise and fall times
for the down current are 430 ps and 377 ps, respectively, while the rise and fall times for the up
current are 509 ps and 1000 ps, respectively.

The charge-pump circuit was found through simulation to dissipate about 710 uW,
assuming 333 MHz input signals.
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Figure 4.26: Charge/Discharge Currents and Output Voltage of Charge-Pump for Equal Input Frequencies
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4.5.2 Loop-Filter Design and Self-Biasing

The loop filter is a simple implementation of the passive second-order filter used in the
MATLARB simulations, except that a triode-region transistor mrl is used to implement the filter
resistor. This transistor is included to incorporate the concept of self-biasing into the PLL
[Maneatis, 1996], which allows the loop Q and natural frequency-to-VCO frequency ratio to
remain constant with VCO frequency, over the entire allowable frequency range (+30 % around
250 MHz).

To see how this can be achieved, recall that the natural frequency is given as in Equa-

tion 4.4 and loop Q as in Equation 4.5, where R is the small-signal resistance of transistor mrl in

_ 1
(na = RCl (EQ4.4)
1 2n
Q=< (EQ4.5)
R\(C/I K,

Figure 4.25, I, is the nominal current injected into the loop filter by the charge-pump, and K, is
the analog VCO constant, in rad/s/V.

It was found through simulation that K, and I;, are proportional to frequency. In order
to ensure Q does not change with frequency, it is therefore necessary to make R inversely propor-
tional to frequency. With Q held constant, the natural frequency is then proportional to frequency,
as desired. To make R inversely proportional to frequency, it is implemented by a triode-region
transistor mrl, whose gate voltage is determined by r2. Note that the small-signal resistance of
mrl (see Equation 4.6) is inversely proportional to the transconductance of an active transistor,
which is in turn proportional to the conductance of the bias circuit resistor. Because (from Sec-
tion 4.3.1) the VCO frequency is also proportional to transistor transconductance, the resistance
of triode-biased of mrl should be inversely proportional to frequency (this is summarized in
Equation 4.7). Thus, the loop dynamics should track the frequency of the VCO, so that the loop

step-response does not vary too much as the input frequency changes over the allowable range.
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_ 1
RTriade,mrl - EQ4.6)
» pcox(%)( Vi~ Vi)
R <l and [ = R ol (EQ4.
Triode.mrl = g - &m Triode,mrl = F Q4.7

To check this, Iy, K;, and R were simulated over a wide range of VCO frequencies,
and plotted as shown in Figure 4.27. From this figure, it can be seen that I, and K, are indeed

proportional to frequency, and that R is inversely proportional to frequency.
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Figure 4.27: Simulated [, R, and K, Versus VCO Frequency

Because these are not pure proportionalities (i.e. they all have offsets), one expects
some deviation from the expected behaviour of Q and @,. These quantities were calculated using

Equations 4.4 and 4.5 (and assuming the simulated values for I, R, and K;), and plotted versus
VCO frequency, as shown in Figure 4.28. While w, seems to be proportional to frequency as

desired, the Q factor displays some variation. However, Figure 4.28 also shows the variation of Q
over frequency assuming a fixed R of 18.26 k€2, which shows that introduction of the tunable filter
resistor reduces Q variation substantially. Specifically, Q varies by 29% from its nominal value
(its value at 250 MHz) at 175 MHz instead of 63%, and varies by -17% instead of -31% at 325
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MHz. Hence, Q is not held constant, but there has been a substantial reduction in Q variation for

linle or no extra design effort.
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Figure 4.28: Natural Frequency and Q Versus Frequency

4.6 Comparators

There are two comparators required in the system, as shown in Figure 4.2. One com-
parator is required to operate at a high common-mode voltage (to check if the charge-pump output
has risen above the High threshold), while the other comparator must operate at a low common-
mode (to check if the charge-pump output has fallen below the Low threshold). To ease the com-
mon-mode range requirements of the comparators, it was decided to design two different compar-
ators. While this incurs some mismatch in latching times, this is not important, provided the two
comparators can settle in one half-period of the Up/Down control-logic’s clock. The clock for the
comparators and digital logic is simply the input crystal-reference divided down in frequency by a
factor of 64. Thus, the smallest required settling time is 64 x 1.5ns = 96 ns.
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4.6.1 Comparator 1 Design

To obtain a fast settling time, it was decided to go with a latched architecture, based on
that found in [Song, 1990], which is also described in [Johns, 1997]. The schematic for the high-
common-mode comparator (Comparator 1 in Figure 4.2) is shown in Figure 4.29, along with a
diagram of the connection of Comparator 1 and 2 in the system. The use of n-channel input tran-
sistors places the High threshold in the input common-mode range of the circuit (which is roughly
1.45 V t0 3.05 V). The only difference between this comparator and the one found in [Song,
1990] is that the current source m11 is cascoded. The DC gain of the first stage (formed by m1-4
and m11) was simulated to be about unity. The gain is small because it is simply the ratio of g,
to g,3- The second and third stages combine during track mode (i.e. when m13 is turned on) to
form a gain stage with a gain of gpsRymck, Where Ryp, is given as in Equation 4.8. This resolu-
tion-enhancing gain was simulated to be about 17 (or 25 dB) at DC. When ml3 is turned off,

RTrack = 1 (EQ4.8)
Em9 ~8m7
the comparator enters latch mode, and transistors m9 and m10 are disabled. The positive feed-
back provided by m8-m9 forces the comparator to latch to its final value, which depends on the
output voltage built up by the previous track period. To save on power, no differential-to-single-
ended converter is used at the output of the comparator. Instead, two CMOS inverters are used to

regenerate the signal up to full CMOS levels, for use by the up/down logic.

The clocking scheme used forces the comparators to latch when the clock is low, and
to track when the clock is high. The up/down counter is positive-edge triggered, so that it samples
the outputs of the comparators at the end of the latch phase. As long as the comparator outputs

settle within half a clock phase, the correct value will be sampled by the up/down counter.
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Figure 4.29: Circuit Schematic for Comparator 1

The output “outp” is shown for the case of sinusoidal input in Figure 4.30. The lower
plot shows the input sinusoid, along with the reference Vy;gp, and the clock signal. The upper plot
also shows the output signal after the two inverters (dotted line). At “outp”, the high level is 3.3
V, however the low level is 1.1 V. To fix this problem, a CMOS inverter with a threshold voltage
of 2.01 V is used, followed by a CMOS inverter with a threshold voltage of 1.65 V, to help equal-
ize rise and fall times. The risetime at the output of the comparator (before the inverters) is 3.63
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ns, while the propagation delay through the two inverters is 880 ps in total. The propagation delay
from the clock signal (measured at its 50% point) to the Up signal reaching 99% of its final value
is 2.37 ns, which is well within the required value of 96 ns. This delay value was measured at the
bias conditions expected at 250 MHz, and includes the loading effects of the Up/Down Logic.

The total power dissipation, assuming a clocking speed of 5 MHz, was simulated to be
0.41 mW.
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Figure 4.30: Qutput of Comparatorl for 1 MHz Sinusoidal Input, $ MHz Clock Rate

4.6.2 Comparator 2 Design

The design for Comparator 2 is similar to that for Comparator 1, except that the design
is “flipped over” to give p-channel input transistors, as shown in Figure 4.31. This moves the
input common-mode voltage range to a lower level (roughly 0.25 V to 1.65 V), suitable for Com-

parator 2.

Three CMOS inverters were used at the “outp” output, instead of using two inverters at
the “outn” output, since this yields an output that is always low, unless the comparator is latching
out a high value (which indicates that the up/down counter should be decremented). This situa-

tion is the same as at the output of Comparator 1.
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To improve the gain in the first stage, the sizes of m3 and m4 were reduced to decrease
their transconductance;, thus increasing the gain, which is the ratio of gml to g,3- This gain was
found to be 1.08 at DC. By leaving mS the same size, an additional current gain of 2 was pro-
duced in the second stage, giving a DC gain of 14 (23 dB) for the second stage. The overall DC
gain from the input to the output during track mode was similar to the gain for Comparator 1, at
15.10 (23.6 dB). Because the settling time was initially poorer than Comparator 1 during latch-
ing, the transistors m7-m10 and m12-m13 were all doubled in size to improve the settling time for
Comparator 2. The 90% to 10% fall time at the output of Comparator 2 (before the inverters) was
simulated to be 1.23 ns (an improvement of 66% over Comparator 1), while the propagation time
from the clk to the output of the second inverter was only 1.36 ns, assuming bias conditions for
250 MHz input, and including the loading effects of the Up/Down logic.

.;4[_’3@ cwc-—aﬂms

m9 ml0
1 m=l1

Figure 4.31: Circuit Schematic for Comparator 2

The output of the comparator for a 1 MHz sinusoidal input and 5 MHz clock rate is
shown in Figure 4.32. The top plot shows the output of the comparator before (shown as dotted
line) and after (shown as solid line) the two inverters. As can be seen, the comparator latches
when the clock goes low. To regenerate the comparator output to full CMOS levels, an inverter
with a threshold of 1.89 V is followed by an inverter with 1.65 V, which helps equalize rise and
fall times.
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The total power dissipation for Comparator 2 was found to be 1.2 mW, assuming a
clock-rate of S MHz.

RESPONSE OF COMPARATOR 2 TO 1 MHZ GINUSOIDAL INPUT
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Figure 4.32: Output of Comparator 2 for 1 MHz Sinusoidal Input, § MHz Clock Rate

4.7 Up/Down Control Logic

Up/Down control logic is required in the system to control the state of the digital resis-
tors in the bias circuit. The logic implements the block diagram described in Section 3.3.3. As
the functionality of the logic was relatively complex, it was decided to implement the circuit using
VHDL, and then to automatically generate the layout for the circuit using 0.35 pm CMOS digital
cells, using Cadence. The VHDL code for the up/down control logic is given in Appendix A.

The automatically generated layout is very compact, with a size of 230 um by 260 um,
with a maximum average power dissipation (assuming the digital state must be altered on every
clock cycle and the circuit is clocked at 11 MHz) of 4.4 mW, which drops to about 0.5 mW when
the PLL reaches steady state at 300 MHz (when the Up and Down signals are essentially inactive).
The circuit operates correctly for clock frequencies exceeding 400 MHz (assuming a state change
on every clock cycle), including the effects of parasitics.
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4.8 Layout Considerations

The Iayout for the circuit was done with the help of BALLISTIC, a code-based analog
layout tool developed at the University of Toronto. This program was used to quickly generate
layouts that would otherwise have taken a great deal of time, such as differential pairs with inter-
leaved unit transistors to improve matching and large capacitors composed of an array of unit-

sized capacitors with dummy devices added for matching.

Guard rings similar to those discussed in [Johns, 1997] were placed around the logic
circuitry to reduce the amount of digital noise coupled into the analog circuitry through the sub-

strate, as shown in Figure 4.33.
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Figure 4.33: Schematic for Guard Rings

The fixed resistor in the bias circuit was implemented as a p+ diffusion resistor, as
opposed to a polysilicon resistor. This choice was made to save on area, since the resistivity for
p+ diffusion is roughly 10-15 times higher than polysilicon for the process used. The p+ diffusion
resistor was chosen over an n+ resistor because the p+ resistor sits in an n-well that, if biased with

a clean power supply, can provide better isolation from substrate noise.

To further reduce the amount of digital noise coupled into the analog circuitry, sepa-
rate power supplies (VDD and VSS) were used for analog and digital circuitry. These supply
lines were only connected off chip. Additionally, a third set of power supplies was added to bias
the shields for the resistors, capacitors, and digital circuitry.
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While the interconnection of several blocks was possible to extract and simulate, the

entire PLL simply took too long. To verify the PLL operation as much as possible, the VCO was

removed from the loop, and two signal-sources were used to excite the PFD. The simulation

results for this setup are shown in Figure 4.34. Because the VCO frequency is faster than the

input frequency (these are both supplied by signal generators), the charge-pump pushes V, up in

value (out in Figure 4.34). Eventually, V, rises above High, which is detected by Comparator 1

(whose output is downcntl in Figure 4.34), which latches high once the clock goes low. At the
end of this latch period (when the clock goes high), the up/down logic detects the high Down sig-

nal, and decreases Viyen, (therm in Figure 4.34). Notice that the Up signal (upcntrl in Figure

4.34) is inactive at all times, since the charge-pump output never falls below Low, and Vi, (bin in

Figure 4.34) remains constant, since Vyom doesn’t reach its minimum value.
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Finally, the PLL was simplified by removing all the digital VCO control signals, leav-
ing only the ring-oscillator, adjustable bias-circuit (with the digital control signals held constant),
PFD, charge-pump, and loop filter. This remaining circuitry formed a conventional charge-pump
PLL (albeit with a slightly unconventional VCO structure). The response of the circuit to a 290.7
MHz input is shown in Figure 4.35, from which it can be seen that the circuit converges to a stable
operating point in about 800 ns, with a 5.8% overshoot.
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Figure 4.35: Response of VCO Control Voltage in Analog PLL to 290.7 MHz Input

The final layout for the complete PLL system is shown in Figure 4.36. The system
occupied an area of 1600um X 1600um, including pads and circuits added for testing (see next
chapter).
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PFD, Charge-Pump, Comparators
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Figure 4.36: Final Layout for PLL
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| Test Results

The PLL was implemented over two design runs. The first run (sent out in December
of 1998) contained only a simplified version of the VCO, while the second run contained the
entire design.

This section starts by discussing the testing of the VCO run, followed by the testing of
the entire PLL chip. In each section, the test setup for the given run is discussed, followed by the
test results.

51VCO

The VCO chip was a simplified version of the VCO used in the final PLL design. The
block diagram for this circuit is shown in Figure 5.1. The up/down counter contained only eight
states (using a seven-bit thermometer-code), instead of the 256 states in the final design. The
ring-oscillator contained an earlier version of the inverter, as shown in Figure 5.2. This design
was later scaled down to reduce the power consumption, and the lengths of the load transistors
were increased to increase the output swing. A large-width open-collector differential pair was

used to drive the pins of the package, as shown in Figure 5.3.

93-



~ Chapter 5: Test Results

@) 0
up down clock reset
Up/Down Logic
vdl vd2 vd3 vd4 vdS vd6 vd7
—0
vdl vd2 vd3 vd4 vdS vd6 vd7 va
Voltage-Controlled Resistor
¥
rl rl i outpl outpl outpl ————O
Constant-gm  r Sl R}ng i ® Output Buffer ®
Bias Circuit 3 L C 3 Oscillator . oum! outnl ——O
4
. vbop————0 O Probe Pad
Test Bias venp—— @) PnckagePin
Circuit vbp———0
vepp————0

Figure 5.1: Block Diagram of VCO Circuit

The control signals for the up/down logic (up, down, reset, clock) and the analog con-
trol signal were all fed in from off the chip.

inE E outn
inn outp

Figure 5.2: Circuit Schematic for Ring Oscillator Inverter
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outn outp

Figure 5.3: Circuit Schematic for VCO Output Buffer

5.1.1 Test Setup

The VCO chip was packaged by CMC in a 24-pin CFP (Ceramic Flat Package), suit-
able for frequencies up to 2 GHz [CMC Website, 1999].

The PCB layout was designed using CircuitCAM software. This layout was then
etched onto a copper circuit board using an LPKF ProtoMat [LPKF, 1996]. A schematic for the
final board layout is shown in Figure 54.

Pins 6 and 7 tap the differential output of the first stage of the ring oscillator (outpl
and outnl) through the VCO output buffer of Figure 5.3. Analog VDD and Analog VSS provide
power to the analog circuits (bias circuits and ring oscillator). Shield VDD and VSS bias the
shields used on-chip to isolate analog regions from noisy digital regions. Digital VDD and Digi-
tal VSS provide power to the logic used to control the digital portion of the voltage-controlled
resistor in the bias circuit. The “clk” input provides a clock signal to the logic, while the “reset”
input provides a reset signal to the logic (resets the digital state to 0001111). The “up” and
“down” inputs are used to increase and decrease the value of the digital portion of the adjustable
resistor, respectively. The “Va” input is used to control the analog portion of the digital resistor.
The r1-r4 pins monitor the bias voltages produced by the adjustable bias circuit.
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Figure 5.4: PCB Layout for VCO Chip
5.1.2 Results

The VCO was measured to have a minimum frequency of 125 MHz and a maximum
frequency of 320.5 MHz. When the VCO control signals (analog and digital) were swept from
their highest to lowest states, the VCO responded as shown in Figure 5.5.
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Figure 5.5: VCO Frequency as Analog and Digital States are Swept From Highest to Lowest

The variation of the VCO frequency for a fixed analog control voltage of 0.8 V is
shown in Figure 5.6, where the digital states are assigned in thermometer-code (i.e. 0=0000000,
1=0000001, 2=0000011, etc.)
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Figure 5.6: VCO Frequency Versus Digital State (V, = 0.8 V)

The variation of the VCO frequency with the analog control voltage for various fixed
digital states is shown in Figure 5.7. The standard deviation of the measured curves from the
LMS error-fit lines are given as a percentage of the tuning range for the given digital state. The
VCO characteristics for a fixed digital state are reasonably linear (less than 2.6% error), consider-
ing the large control-voltage range used.

Finally, the variation of the analog VCO constant with VCO frequency is shown in
Figure 5.8, where it can be seen that the VCO constant varies linearly with VCO frequency.
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" The spectrum of the VCO outp&i:at’:ZOO MHz is shown in Figure 5.9. The main lobe
of the VCO spectrum is much wider than that in the PLL spectrum (approximately 18 MHz, as
opposed to 20 kHz, as will be seen in Section 5.2.2). This becomes more apparent when span of
the plot is decreased, as in Figure 5.10. The phase noise can be seen from Figure 5.9 to be -102.1
dBc/Hz, 10 MHz from the carrier, increasing to roughly -54.5 dBc/Hz at 100 kHz from the carrier.
The fact that the main lobe is wider than in the PLL is not surprising, since the PLL attenuates
phase noise that is offset from the carrier by less than the loop bandwidth (see Section 2.3.1),

which leads to the creation of a narrow main lobe around the carrier.
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Figure 5.9: Spectrum of VCO Output at 200 MHz
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Figure 5.10: Spectrum of VCO Output at 200 MHz (Zoomed In)

The total current drawn from the power supply at a VCO frequency of 250 MHz was
measured to be 4.36 mA, including the extra bias circuit and pad drivers.

5.2 Entire PLL

In order to make the PLL design testable, several additions had to be made to the cir-
cuit, as shown in Figure 5.11. A simple output driver was added to bring the VCO output off chip.
The schematic for this driver is shown in Figure 5.12. The first block in the circuit is a strong dig-
ital buffer from the standard digital library for the technology used. This is followed by a parallel
connection of strong CMOS inverters, to further improve the drive strength of the signal. This
signal then drives the gate of a very large NMOS transistor, which drives the pin capacitance.

To monitor the digital states of the up/down logic, two digital-to-analog converters
were added to the design, DAC 1 and DAC 2. The DAC 2 block is a 4-bit thermometer-based
DAC that tracks the state of the thermometer-code signal, while the DAC 1 block is a 4-bit binary-
DAC that tracks the state of the binary signal. The design for DAC 1 is shown in Figure 5.13
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[Johns, 1997), while the design for DAC 2 is shown in Figure 5.14 [Johns, 1997]. DAC 1 uses an
R-2R structure to decrease the ratio of resistance values required in the circuit. Relatively large
resistor values were used to minimize the power dissipation. The two-way switches for the
DAC’s are implemented as shown in Figure 5.15. Note that simple NMOS transistors may be
used for switches, since for both DAC'’s, the sources of the transistors in the switches are always at

either true ground or the virtual ground of an opamp.

The opamps used to produce a voltage output for the converters are off-chip, to save on
area. Because the digital states do not change very quickly (S MHz at the very most), these

opamps do not have to have terribly fast risetimes (100-150 ns is more than sufficient).

Because some extra area existed in the layout at the end of the design, an extra com-
parator was added to the system to allow testing of the comparator circuit by itself. This test com-
parator takes the High threshold as its negative input, and takes its positive input from off chip
(Test_in). It also has its own output and latch signals, which leave the chip through pins Test_out
and Test_latch, respectively. The output signals from all comparators (Comparator 1, Comparator
2, Test Comparator) leave the chip through digital buffers from the standard CMOS digital cell
library.

Because the settling behaviour of rl-r4 is important for the PLL circuit, the bias volt-
ages could not be brought off-chip without extensive buffering. Instead, on-chip probe-pads were
added to the circuit to observe these voltages. The Low and High threshold voltages were brought
off chip, since their settling behaviour isn’t as critical. Also, this allows the Low and High thresh-
olds to be forced to different values if needed during testing.

The clock signals for the logic and comparators are generated by dividing down the
reference input frequency by 64, using a cascade of six D flip-flops. The D flip-flops are taken
from the CMOS standard digital cell library. The reference input signal is generated off-chip.
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5.2.1 Test Setup

The package chosen for the chip was a 44-pin Kyocera CQFP (Ceramic Quad Flat
Package), bonded through CMC. This package is claimed to be suitable for clock speeds up to 1.5
GHz [CMC Website, 1999].

The test setup for the final PLL chip is shown in Figure 5.16. The PLL input signal
enters the chip through the SMA connector labelled “Ref”. No termination resistor was placed
here to match the signal generator to the load, as maximum voltage-swing was desired, not maxi-
mum power transfer. The Low and High threshold voltages are monitored through the SMA con-
nectors labelled “Low” and “High”, respectively. The output buffer for the VCO shown in Figure
5.12 is loaded with a 100L2 resistor to VDD, and monitored through the SMA connector labelled
“Buffer Out”. The test-comparator output is monitored through the SMA connector labelled
“Out_test”, while the input and clock signals enter the chip through the SMA connectors labelled
“In_Test” and “Track_Test”, respectively. When it is desired to disable the test comparator (i.e.
when it is not being tested), the input and clock signals are tied to ground using switches. The
Therm signal that monitors the state of the thermometer-coded logic is amplified using Opamp_1.
Rtherm was chosen to a give a minimum and maximum output voltage of 0.6 V and 2.6 V, respec-
tively. The reset signal for the logic is input using the manual Switch_2. The Up and Down sig-
nals that control the up/down counter are monitored through the SMA connectors labelled “Up”
and “Down”, respectively. Opamp_2 is used to amplify the Bin signal that monitors the state of
the binary-encoded portion of the up/down counter. Rbin was chosen to give minimum and max-
imum voltages of -0.7 V and 0 V, respectively. Finally, the Track signal that is used to clock the
up/down counter, as well as the comparators, is monitored through the SMA connector labelled
“Track”. To decouple power-supply noise to ground, a 10 uF electrolytic capacitor was placed
across the power-supply terminals, and several 0. 1uF surface-mount capacitors Ccl1-4 were
placed between VDD and ground at various locations on the PCB.
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Figure 5.16: PCB Layout for PLL Chip

5.2.2 Results

To start, the operation of the test comparator was examined. The output of the test
comparator to a 150 kHz sinusoid with a 42 mV peak, clocked at 2 MHz, is shown in Figure 5.17.
The input signal is shown below the output signal. The sinusoid is roughly centered around the
trigger voltage of the comparator (which is the High threshold), so that the comparator output
goes high when the sinusoid is above its mean value, and goes low when the sinusoid is below its

mean value.

The output levels of the test comparator are 0 V and 3.3 V. The 10%-90% rise time is
11.6 ns, while the 90%-10% fall time is 5.5 ns. This corresponds to a maximum clocking fre-
quency of about 58.5 MHz. This corresponds to a maximum input Reference frequency (which
gets divided down by 64 to generate the comparator clocks) of 3.7 GHz.
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Figure 5.17: Qutput of Test Comparator in Response to Sinusoidal Input

To test the analog portion of the PLL, the Low and High thresholds were held at 0 V
and 3.3 V, respectively, and the up/down counter was reset to its middle value. With the Low and
High thresholds held at these levels, the comparators driving the up/down counter never latch
high, so that the up/down counter is disabled, and only the analog portion of the PLL is functional.
Under these conditions, it was found that the PLL could lock to frequencies ranging from 182
MHz to 190 MHz.

To check that the clock signal for the logic and comparators was generated correctly, a
250 MHz signal was input to the PLL, and the Track output was observed. As expected, the Track
output toggled between 0 and 3.3 V at a frequency of 3.90 MHz (or 250 MHz divided by 64). To
check that the clock-divider circuit was as fast as required, a 325 MHz was input to the PLL.
Again, as expected, the Track output was divided down in frequency by a factor of 64, for a fre-
quency of 5.08 MHz. The clock-divider was found to work correctly for input frequencies of up
to 650 MHz. The clock-divider output for this input frequency is shown in Figure 5.18.
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Figure 5.18: Track Output for an Input Frequency of 650 MHz

To check that the Up and Down signals were being generated correctly, the Low and
High thresholds were left at the values generated on-chip, while the reset signal for the logic was
held high, thus keeping the digital logic in its middle state, while allowing the comparators to
latch high in response to the charge-pump output. When a high frequency of 300 MHz was input
into the PLL, the Up signal toggled on and off at a frequency of 4.7 MHz, while the Down signal
remained low, as expected. When a low frequency of 150 MHz was input into the PLL, the Down
signal toggled on and off at a frequency of 2.3 MHz, while the Up signal remained low, also as
expected.

Finally, the operation of the entire system was verified by inputting a 250 MHz signal
into the PLL, and observing the PLL output. It was found that the PLL quickly locked to the input
signal, and remained locked as the frequency was slowly swept. The PLL lock range did not go
quite as high expected, only locking to frequencies of up to 300 MHz, however the PLL locked to
lower frequencies than expected, going as low as 135 MHz. This is likely due to parasitic wiring
capacitances in the ring-oscillator. The input and output of the PLL are shown for input frequen-
cies of 135 MHz, 250 MHz, and 300 MHz, in Figures 5.19-5.21.
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Figure 5.21: Input (Upper Waveform) and Output (Lower Waveform) for 300 MHz Input

The power dissipation at 250 MHz was measured to be about 83.2 mW fora3.3 V
supply, excluding power used by the external opamps. About 63.9 mW of this is power is due to
pad drivers and test circuitry (from simulations), leaving a dissipation of about 19.3 mW for the
core PLL

Next, the frequency spectrum of the VCO output was examined under locked condi-
tions. The spectrum of the VCO output for an input frequency of 202.2 MHz is shown in Figure
5.22. The phase noise cannot be accurately measured from this plot, however, since the spectrum
cannot be approximated as white noise. To get the phase noise measurement, the span of the
spectrum analyzer was increased as shown in Figure 5.23, so that the spectrum could be approxi-
mated as white noise (i.e. white noise with a narrow spike at 202.2 MHz). This allows the phase
noise to be measured to be -92.5 dBc/Hz at a 100 kHz offset from the carrier. The phase noise
decreases at lower frequencies, due to the larger signal amplitude at the output buffer. This is
illustrated in Figure 5.24, which shows the spectrum of the PLL output for an input frequency of
115 MHz (one of the chips measured had a lower lock range limit of about 115 MHz). This figure
shows the phase noise to be -105.6 dBc/Hz at a 110 kHz offset from the carrier.
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Figure 5.24: Spectrum of PLL for Input Frequency of 115 MHz (Zoomed Out)

The jitter of the PLL output signal was studied next. An oscilloscope was used to
compare the phase of the PLL output to a high-quality frequency reference (which the PLL was
locked to). The resulting jitter histogram is shown in Figure 5.25 for a 290 MHz input signal,
from which it can be seen that the PLL displays a peak-to-peak jitter of 111.6 ps, and an RMS jit-
ter of 15.6 ps.
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Figure 5.25: Jitter Histogram of PLL Output at 290 MHz

With the PLL characterized, the transistor transconductances generated by the con-
stant-transconductance bias circuit were examined. In order to measure transistor transconduc-
tance, the setup in Figure 5.26 was used, where mhigh is the transistor used to generate the High
threshold in Figure 4.3. Vtest is AC-coupled to the gate of mhigh through a 3.01 k< resistor,
which forms a resistive divider with the resistor r (which was added to provide some ESD protec-
tion for the gate of mhigh) and the impedance looking into the diode-connected mhigh (which is
roughly /g mhigh). ThuS, 8m mhigh (Which is proportional to all other transistor transconduc-
tances) can be found using Equation 5.1, where A,=V2/V1 (V1-2 are small-signal voltages).

- 1
&mnmmﬁ"ijﬁr_' EQS.1)

-r
1-4,
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Figure 5.26: Setup For Measuring Transistor Transconductance

In theory, the transistor transconductances should be proportional to the input fre-
quency (assuming the PLL is locked). This was verified by slowly sweeping the input frequency
from 160 MHz to 270 MHz, and measuring the transconductance of mhigh, resulting in the plot
shown in Figure 5.27. The standard deviation between the observed curve and the LMS error-fit-
ted straight line was found to be 4.6 HA/V, which is 1.3% of the value of g, at 250 MHz. Hence,
the system seems to keep the transistor transconductances well matched to the input frequency of
the PLL.

To examine the variation of the supplied transistor transconductances over process, the
transconductance of mhigh was measured at a fixed input-frequency of 250 MHz, over five differ-
ent chip samples, each placed in an identical test setup containing an IC socket, to remove errors

due to test-setup differences. The result of this test is shown in Figure 5.28, where the value of g,

is plotted for each chip sample, along with the mean of the measured values. The standard devia-
tion of these measurements was found to be 9 uA/V, which is 3.06% of the mean value, indicating
that the system seems to provide stable transconductances over process. However, because all

samples were from the same process run, these results are not sufficient to prove that the transcon-

ductances obtained are highly immune to process variations.
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To examine the dependence of transistor transconductance on the power-supply volt-
age, the power-supply voltage was varied from 2.45 V to 3.5 V, and g,,, was measured at each

point. The result of this measurement is shown in Figure 5.29, where it can be seen that g,

changes by +1.3% when VDD changes by £10%. Thus, the transconductances produced by the

system are very stable over changes in power-supply voltage.
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Figure 5.29: Variation of g,, of mhigh With Power Supply Voltage at 250 MHz

To determine the variation of g, due to changes in temperature, the test-setup was
heated in an oven, resulting in the plot shown in Figure 5.30. This plot shows that there is very lit-
tle variation in g, for a temperature range of 60° C (2.2% difference between g, at 80° C and 20°
C).
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Figure 5.30: Transistor g, Versus Temperature at a VCO Frequency of 250 MHz

To determine how often the digital logic switched in steady-state, the chip was left
running with a 200 MHz input signal for ten hours, measuring the analog version of the thermom-
eter control-signal (i.e. the output of DAC 2) every ten minutes. The result is shown in Figure
5.31, which shows that over ten hours, the logic switched only once. Thus, the time between
switching events in steady-state is at least eight hours. Ideally, the digital state should not have to
change at all, assuming a fixed input signal, however as time progresses, the chip heats up, so that
the analog control voltage must decrease to keep the VCO matched to the input frequency. Even-
tually, the analog control voltage moves below the Low threshold, which causes the thermometer-
code state to change. The analog control-voitage is then forced to its middle value through con-

trolled hysteresis, which helps to increase the amount of time before the next state-change is

Finally, the open-loop characteristics of the VCO were examined, as shown in Figure
5.32. The upper plot shows the VCO frequency, the middle plot shows the value of the thermom-
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eter-encoded digital signal (at the output of its D/A converter), while the bottom plot shows the

value of the binary-encoded digital signal.
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Figure 5.31: Output of DAC 2 Versus Time for Input Signal of 200 MHz
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Figure 5.32: VCO Frequency Characteristic

-118-



A

- Chpter 5: 'l"estllemlts

This plot is simplified in Figure 5.33 by showing only one frequency point per ther-
mometer state (i.e. the value of V,, is fixed for all points). Figure 5.34 shows the variation of VCO
frequency versus V, for four digital states. For a fixed digital state, the VCO characteristic is very

linear, with an almost constant slope. The plots include the standard deviation between the
observed curves and their minimum-LMS error straight lines. The standard deviations are also
given as percentages of the tuning range at the given digital state. All standard deviations can be

seen to be less than or equal to 4% of the tuning range.
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Figure 5.33: VCO Characteristic for Fixed Value of V,
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for Various Digital States

The performance of the PLL and bias system is summarized in Table 5.1.

Table 5.1: Summary of PLL and Bias System Performance

Power Dissipation (Including Test Circuitry and 23.1 mA from 3.3 V Supply

Pad Drivers)

Estimated Power Dissipation of Core PLL 5.8 mA from 3.3 V Supply

Closed-Loop Jitter 111.6 ps peak-to-peak, 15.6 ps
RMS @ 290MH:z

Closed-Loop Phase Noise -92.5 dBc/Hz @ 100 kHz offset
from 202.2 MHz carrier

Lock Range 135 MHz to 300 MHz

Center Frequency 217.5MHz

Variation of g, from 10% Variation in Power-Sup- | 1.3%

ply Voltage

Variation of g;, Over Process 3.06%

Variation of g, For 60°C Change In Temperature | 2-2%
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Table 5.1: Summary of PLL and Bias System Performance

Time Between Digital State-Changes in Steady- &hours

State at a VCO Frequency of 200 MHz

Integrated Area (Including Test Circuitry and 1600 pm X 1600 pm,

Pads) 1200 pm X 1200 pm
without pads

Technology 0.35 pum Triple-Metal CMOS

5.3 References

CMC Website, www.cmc.ca/Fabrication/packaging.htmi, 1999.
D. Johns, K. Martin, Analog Integrated Circuit Design, Toronto: John Wiley & Sons, 1997.

LPKF CAD/CAM Systeme GmbH, LPKF BoardMaster Version 2.0 Release Notes 2.8x, Garbsen,
Germany: LPKEF, 1996.
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| Discussion and

| Recommendations

6.1 Discussion

A system for obtaining accurately-known transistor transconductances has been
designed, fabricated, and tested in a 0.35 um CMOS process. This work is based on the constant-
transconductance bias circuit found in [Johns, 1997], in which on-chip transistor transconduc-
tances are matched to the conductance of an (accurately known) off-chip resistor. The main con-
tribution of this work is the notion of tuning this resistor on-chip, using a PLL with an accurate
frequency-reference that is present in most systems to produce a system clock. Using this tech-
nique, it was found that on-chip transconductances varied by 1.3% for a 10% variation in power-
supply voltage, 3.06% over process, and 2.2% over temperature. In addition, it was demonstrated
how multiple tuning mechanisms (in this case both analog and digital) with overlapping ranges

having hysteresis could be used to minimize tuning glitches.

The PLL used to tune the bias resistor is of a charge-pump type with no frequency-
divider. The VCO uses a ring-oscillator topology, biased so that its frequency of oscillation is
proportional to the conductance of the bias resistor, and also to allow reduced VCO jitter. The
PFD uses a True Single-Phase Clock (TSPC) topology in order to improve the speed of the cir-
cuit. The loop is designed so that the loop-filter components can be placed on-chip, keeping the
PLL fully-integrated. The PLL was measured to have a broad lock-range (135 MHz to 300 MHz),
reasonably low phase-noise (-92.5 dBc/Hz at 100kHz away from a 202.5 MHz carrier), low jitter
(15.6 ps RMS and 111.6 ps peak-to-peak), and low power (5.8 mA from a 3.3 V supply, not



including test circuitry and pad drivers). The final design occupied an integrated area of 1600 pm
x 1600 pum, including all pads and test circuitry.

Thus, this technique would be a good means of obtaining accurately-known transistor
transconductances in any on-chip system that includes an off-chip clock-generator, with only a

small area and power dissipation penalty (as little as 0.8 X 0.8 um? and less than 20 mW). In
some systems (such as the current one) in which a PLL is required anyway, the only extra circuitry

is the adjustable Ry;,s, up/down logic, and comparators, which consume an area of roughly 0.5 X

0.5 um? and a power of 2.2 mW)

Note that the PLL actually tunes g,/C in the g,-controlled oscillator. This is because,
in steady-state, the G,,,CO frequency must equal the input frequency. In order to obtain a certain
frequency from the G,,CO, the C/g,, delay through the inverters must be tuned. Thus, the accu-
racy of g, in the system is determined by the variations of on-chip capacitors. Because on-chip
capacitors display very littie variation with temperature or power-supply changes, the g,, accuracy
will primarily be determined by the process-variations of on-chip capacitors (3¢ of 10%). Often,
however, it is the time-constants C/g,,, we wish to obtain accurately, in which case this system

could provide even greater accuracy.

6.2 Suggestions for Future Work

While it was interesting to investigate a dividerless topology, it would likely be neces-
sary in any practical implementation to incorporate a frequency divider in the loop (the N block in
Figure 2.1) in order to allow the use of a crystal oscillator reference (which are only widely avail-
able for frequencies up to roughly 50 MHz [Electrosonic, 1999])

To further decrease phase noise, it would be beneficial to make the PFD fully-differen-
tial. This could also eliminate the need for a buffer between the VCO and PFD. The current
charge-pump design already has a differential input, however in order to make the charge-pump
output differential the bias-circuit topology would have to be drastically aitered. The charge-

pump circuit could also be improved by using wide-swing cascode current-mirrors to mirror cur-
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rent to the loop filter. This would decrease the variation of the phase-detector constant with
changes in the charge-pump output-voltage.

It would be interesting to see how accurately-determined time-constants are over pro-
cess and temperature using this system. Unfortunately, we designed no means for such measure-
ments into the final chip.

Finally, it would be interesting to measure the reduction in phase-noise that could

result from including a second VCO biased only with the digital PLL signals.

6.3 References

Electrosonic, Catalogue 991, 1999.



Appendices.

Appendix A: VHDL Code for Up/Down Logic

The VHDL code for the up/down counter is given below. All lines that start with a
double-hyphen (--) are comments.

library IEEE;
USE IEEE.std_logic_1164.all;
USE IEEE.std_logic_unsigned.all;

ENTITY hybrid3 IS

PORTY(

—inputs

clk,reset,up,down: IN std_logic;

--outputs

countn: QUT std_logic_vector (18 downto 0));
END hybrid3;

ARCHITECTURE maia of hybrid3 IS
signal countfilttherm: std_logic_vector (14 downto 0);
signal thermcount: std_logic_vector (3 downto 0);
signal bincount: std_logic_vector (3 downto 0);
signal count: std_logic_vector(18 downto 0);
BEGIN
--count(14 downto Q) stores thermometer state
count(14 downto 0)<=countfilttherm;
—count(18 downto 15) stores binary state
count(18 downto 15)<=bincount;
--output should be active-low
countn<=not{count);
--this process maintains the thermometer state
PROCESS(clk,reset)
variable tmpcount: std_logic_vector (3 downto 0);
BEGIN
--If reset is high, reset therm to its middle value
IF (reset="1") THEN
tmpcount:="1000";
thermcount<=tmpcount;
ELSIF (clk’EVENT and clk="1") THEN

IF (up="1") THEN
--If up is high and therm hasn’t saturated, increment therm
IF (NOT(thermcount ="1111")) THEN
tmpcount:=tmpcount+1;

thermcount<=tmpcount;

-125-



S Appel;d‘[ce#

ELSE
-If up is high and therm has saturated, reset therm
IF (not(bincount="1111")) THEN
tmpcount:="1000";
thermcount<=tmpcount;
END IF;
end if;
ELSIF (down='1") THEN
—If down is high and therm hasn’t saturated, decrement therm
IF (thermcount /="0000"") THEN
tmpcount:=tmpcount-1;
thermcount<=tmpcount;
ELSE
—If down is high and therm has saturated, reset therm
IF (not(bincount="0000")) THEN
tmpcount:="1000";
thermcount<=tmpcount;
END IF;
END IF;
END IF;
end if;
END PROCESS;

--This process transforms 4-bit therm state into thermometer code
PROCESS (thermcount)

variable tmpcountfilttherm: std_logic_vector (14 downto 0);
BEGIN

CASE thermcount(3 downto 0) IS
WHEN *0000"'=>
tmpcountfilttherm:="000000000000000"";
WHEN “0001"=>
tmpcountfilttherm:="000000000000001";
WHEN “0010"=>
tmpcountfilttherm:="000000000000011";
WHEN “0011"=>
tmpcountfilttherm:="000000000000111";
WHEN “0100"=>
tmpcountfilttherm:="000000000001111";
WHEN “0101’=>
tmpcountfilttherm:="000000000011111";
WHEN “0110"=>
tmpcountfilttherm:="000000000111111";
WHEN “0111"=>
tmpcountfilttherm:="000000001111111";
WHEN *“1000"=>
tmpcountfilttherm:="000000011111111";
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WHEN “1001"=>
tmpcountfilttherm:="000000111111111";
WHEN “1010"=>
tmpcountfilttherm:="000001111111111";
WHEN “1011"=>
tmpcountfilttherm:="000011111111111";
WHEN “1100"=>
tmpcountfilttherm:="000111111111111";
WHEN “1101"=>
tmpcountfilttherm:="001111111111111";
WHEN “1110"=>
tmpcountfilttherm:="011111111111111";
WHEN OTHERS=>
tmpcountfilttherm:="111111111111111";
END CASE;
countfilttherm<=tmpcountfilttherm;

end process;

—This process maintains the binary state
process(clk,reset)

variable tmpcount: std_logic_vector (3 downto 0);
begin

--If reset is high, reset binary signal to middle value

IF (reset="1") THEN

tmpcount:="1000";

bincount<="1000";

ELSIF (clk’EVENT and clk="1") THEN

—If up is high and therm has saturated, and binary hasn’t saturated,
--increment binary

IF ((thermcount="1111") AND (up='1")) THEN

IF (NOT (bincount="1111")) THEN
tmpcount:=tmpcount+1;

bincount<=tmpcount;

END IF;

--If down is high and therm has saturated, and binary hasn’t saturated,
--decrement binary

ELSIF ((down="1") AND (thermcount="0000")) THEN
IF (NOT (bincount ="0000")) THEN
tmpcount:=tmpcount-1;

bincount<=tmpcount;

END [F;

END IF;

END IF;

END process;

END maia;
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Appendix B: Derivation of Inverter Delay

For the derivation of the delay through a differential CMOS inverter, the circuit struc-
ture shown in Figure B.1 will be assumed. Now, assume that there is a sharp transient on the

r3o [l—* —

outn o—

inpo—|| 22,,
r2 o—j
rl o— =y

Figure B.1: Circuit Schematic For Analyzed Inverter Structure

input signals inp and inn such that inp suddenly goes to VDD and inn suddenly goes to zero. In
such a case, m3 turns off, and m2 all of current from m1 flows through m2, while outn falls from
VDD to some final voltage (VDD - I;r¢4 if m4 is in the triode region), and outp rises to VDD.
Let us determine the transient response at outn, provided that m4 remains in the triode region (i.e.
outn remains above VDD-V, ).

An approximate equivalent circuit for this case is shown in Figure B.2, where the cur-
rent-source m1 has been replaced by current source Igg;, and transistors m3 and m5 have been
omitted from the circuit. Also, the load capacitance Cy_ has been added on the node outn. If m4
remains in the triode region for the entire transient, it can be modelled as a resistor. Although the

value of this resistor varies as the output voltage changes, let us assume a constant value of ryg,.



Vo

T_‘ m2 —— CL

Figure B.2: Simplified Circuit Schematic for Falling Qutput Signal

With this simplification, one must solve the simple differential equation given in Equa-

tion B.1 to find the output voltage transient. This solution is given in Equation B.2, which yields

dvo

the expression given in Equation in B.3 as the propagation delay, where the delay has been mea-

sured between the rising input signal and the time when v,, reaches its bias point of rygIgg/2, at
which point the differential output signal is zero.
=
RC,
v, (1) = VDD-IpcR | ~e (EQB.2)

Td = rds4CLl“(2) (EQB.3)

The expression for ryy is given in Equation B.4, where the approximation is valid if

the drain-to-source voltage of m4 is much smaller than its effective gate-to-source voltage V4.

1 - 1 o L (EQB.4)

r =
ds4
&m, sat
uPCax(%)‘;( Vefra tvo—VDD) l‘tpca:)x(f 4Veﬁ’ s %
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It was found through simulation that the switching point for the inverters occured
when the inverter output voltage was just above VDD - Vg4. Thus, the triode-region transistor

can no longer be modelled by a fixed resistor, so that we get a more complex result. The equation

for current flowing into the capacitor is given in Equation B.S, where I and I, are given as in

Equation B.6 and B.7, respectively. This yields the differential equation for the output voltage

Ic=14-Tgg QB3
dvo
Ic = CLd_t (EQB.6)
1 2
1, = §ﬂpCax(¥X2Veff4(VDD'Va)'(VDD“'O) ) EQB.7)

given in Equation B.8, where Kp4=0.51,C,(W/L),. If this equation is solved to find the time at

-Cpdv I
L™ o 2 .2 EE
ps D4
which the output-voltage equals Vy,, (at which point the differential inverter output voltage is
zero), the result is given as in Equation B.9 (assuming that m4 is still in the triode region at the

switching point). Using values obtained from simulation, it was found that for a VCO frequency
of 250 MHz, Z = 1.3947, K4 = 567.3 mA/V2, Vg4 =432.2 mV, C =95.7 fF (including the

(VDD-V_)
C v [
L 1 eff4 EE
T = ——— atan(——)-amn ——==— || where zZ=———— (EQB.Y)
P Kpy Vo ralZ-1 JZ-1 Z-1 Kp4'V3ff4

parasitic gate capacitance of the next stage), and V,, = 2.90 V. This gives a theoretical value for

1 1 . .
Tp of 0.554 ns, for a VCO frequency of 5 (m) =226 MHz. If Equation B.3 is used to cal-

culate the VCO frequency, a value of 0.31 ns is found for T}, for a VCO frequency of 400 MHz..
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