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Résumé 

Cette thèse présente des résultats de simulations numériques pour un écoulement 

réactif laminaire et turbulent. De plus la thèse inclut l'implantation d'un nou- 

veau modèle de combustion intégré au logiciel commercial Fluent. La combustion 

est un phénomène très complexe, pour la décrire on doit couvrir plusieurs sujets- 

Dans ces travaux, les différents comportements physiques du fluide, considéré en 

régime permanent, sont décrits par les équations de Navier-S tokes pour transport 

de masse, quantité de mouvement et d'énergie. La méthode de calcul numérique 

permet de décrire la turbulence et la cinétique chimique avec plusieurs modèles 

appropriés. Une nouvelle méthode basée sur le modèle du "eddy break upn est 

proposée et développée pour permettre le calcul de coefficients autrement empirique 

afin d'obtenir de meilleurs résultats en simulation numérique. 

Tous les modèles étudiés numériquement sont validés à l'aide de données expéri- 

mentales. Dans le cas de la flamme laminaire, des méthodes à une ou plusieurs étapes 

de réaction chimique sont comparées entre elles pour en assurer un choix judicieux. 

Aussi des résultats pour un maillage structuré et non structuré sont présentés. Pour 

la simulation avec turbulence, plusieurs modèles sont proposés avec des fonctions 

de probabilité adiabatique et non adiabatique. Finalement un nouveau modèle est 

ajouté dans le logiciel Fluent. Les résultats présentés sont tout à fait adéquats 

démontrant une certaine amélioration pou. un écoulement turbulent surtout pour 

la prédiction des certaines substances fonnées par la combustion. 

Alain de Champl& 



Abstract 

This thesis deals with the numerical simulation of the laminar and the turbulent 

reacting flow including the implementation of a new combustion model in the Fluent 

code. 

Combustion is a very cornplex phenornenon. It involves many subjects. In 

this work, the governing equations are the steady-state, Reynolds averaged Navier- 

Stokes equations for mas,  momentum, energy and scalar transport. Many physical 

and chernical models involving turbulence, chernical kinetics, numerical method are 

employed respectively. A new method based eddy break up model is proposed and 

developed to calculate the varied coefficient for getting bet ter results. 

All models are studied numericdly and compared with experimental data. In 

the laminar combustion case, one-step and multi-step methods are studied. The 

result s for structured and unst nictured grids are compared. In turbulent reaction 

flow, various kinds of turbulent models are proposed. Adiabatic and nonadiabatic 

probability density functions are used. The efFect of changing coefficients is dis- 

cussed. Finally, a code with a new model is inserted into Fluent. The calculated 

results show that this model is suitable. 

Jianyi DU- Alain de Chamdain 



Sommaire 

La simulation numérique (CFD) est de plus en plus utilisée en combustion. Dans 

la présente thèse, des simulations numériques sont faites à partir d'un code de calcul 

commercial pour faire différentes comparaisons entre des données expérimentales et 

des modèles de la chimie et de la physique d'un phénomène de combustion. La 

simulation numérique d'écoulements réactifs laminaires et turbulents est faite et 

discutée. Les travaux incluent la modification d'un modèle de combustion existant 

pour améliorer la simulation en ingénierie. 

La turbulence est résolue en utilisant le modèle standard k - E,  le modèle basée 

sur les contraintes de Reynolds (RSM) et le modèle basé sur la simulation des grands 

tourbillons (LES). Le modèle standard k-6  est le plus kéquemment utilisé des trois, 

par contre les modèles RSM et LES commencent à prendre un rôle de plus en plus 

important. Des résultats avec ces trois modèles sont présentés. Plusieurs modèles 

de combustion sont utilisés pour des flammes de diffusion turbulentes. Les modèles 

avec vitesse de réaction finie et infiniment rapide sont considérés avec leurs avantages 

et leurs désavantages. Pour le modèle avec réaction inhiment rapide, basé sur une 

approche avec scalaire conservé, des fonctions de probabilités de densité sont utilisés 

pour des systèmes adiabatiques et non-adiabatiques. Pour le modèle avec réaction 

finie, les équations du taux de réaction dYArrhénius avec une étape et plusieurs étapes 

de réaction sont utilisées et évaluées. Par adaptation, le maillage est optimisée 

pour la solution de l'écoulement. Des maillages structurés et non stmctwés sont 

employés. Les 

souvent donner 

résultats calculés montrent bien qu'un maillage triangulaire peut 

moins de cellules que le maillage équivalent en quadrilatère. 



Le modèle de combustion sur la base d'Arrhénius par tourbillon rompu (EBU) 

avec interaction de la turbulence est aussi étudié en détail. Dans ce modèle, développé 

par Magnussen et Hjertager (1977), la formulation inclut un paramètre empirique. 

De part la combinaison du modèle avec vitesse de réaction finie et celui avec réaction 

à vitesse très rapide sur la base d'une PDF, une nouvelle formulation pour ce 

paramètre empirique a pu être trouvée en fonction de la fiaction de mélange et 

de l'écart type, tel que proposé par Bilger (1996). A h  de surmonter la difficulté 

d'implantation de ce concept dans le code de simulation Fluent, un nouveau modèle 

a été proposé et développé pour obtenir de meilleurs résultats. 

Tous les modèles sont étudiés numériquement et comparés à des données expéri- 

mentales, Premièrement des cas de combustion laminaire sont étudiés avec des 

méthodes à une étape et à plusieurs étapes de réaction; de plus des maillages 

structurés et non structurés sont respectivement utilisés. Avec la méthode par 

plusieurs étapes de réaction, la température adiabatique de flamme et la distribution 

des espèces chimiques sont plus près des valeurs expérimentales que la méthode à une 

étape de réaction. Puis un exemple de combustion avec turbulence est présenté; des 

fonctions de probabilité de densité adiabatique et non adiabatique sont employées 

pour comparer aux méthodes de vitesse de réaction finie avec l'expérimental. Diffé- 

rentes types de modèles de turbulence sont proposés. ll est démontré que le modèle 

de contrainte de Reynolds (RSM) est légèrement meilleur que le modèle standard 

k - E. Pour le modèle avec tourbillon rompu (EBU), l'influence sur les espèces 

chimiques et la température est évaluée avec différentes valeurs des paramètres. 

Une partie de code pour le nouveau modèle de combustion est insérée dans Fluent 

par l'entremise de fonctions définies par l'usager. En comparant avec des données 

expérimentales, les résultats pour le O2 et le H20 sont meilleurs avec le nouveau 

modèle qu'avec la méthode standard. 

Jianyi Du Alain de Champ14 



Summary 

Computational Fluid Dynarnics (CFD) is used widely for the simulation of com- 

bustion phenornena. In this dissertation, based on the goveming equations from 

physics and chemistry, numericd simulations of combustion are carried out using 

a commercial code to make cornparisons of various physical and chemical models 

with experimental data, The numerical simulation of Iaminar and turbulent react- 

ing flows is done and discussed. This work includes the modification of an existing 

combustion model to improve engineering simulation. 

Turbulence is solved by using the standard k - E model, the Reynolds Stress 

Mode1 '(RSM) and the large eddy simulation (LES) model. The standard k - E 

model is the most comrnonly used model, but RSM and LES models are starting to  

take a more prominent role. The results with these three models are presented. Sev- 

eral combustion models are used for turbulent diffusion flames- The fast chemistry 

and finite reaction rate models with their advantages and disadvantages axe consid- 

ered. For the former, based on the conserved scdar approach, Probability Density 

Functions (PDF) including adiabatic and nonadiabat ic systems are used. For the 

latter, Arrhenius rate equations including one-step and multi-step reaction equa- 

tions are used and evaluated. B y using solution-adaptive refinements, the resulting 

mesh is optimal for the flow solution. Both structured and unstructured grids are 

used. The calculation results show that a triangular mesh can often be created with 

far fewer cells than the equivdent mesh consisting of quadrilateral elements. 



The Arrhenius based eddy-break-up model (EBU), including turbulencecombustion 

interaction, is studied in detail. In this model, developed by Magnussen and Hjertager 

(1977), the formulation includes an ernpirical parameter. With the combination of 

the finiterate reaction and PDF a new formulation for this empirical parameter 

could be expressed as a function of mixture fiaction and standard deviation. In 

order to overcome the difficulty to implement the code of this concept, proposed by 

Bilger (1996), in Fluent a new model is proposed and developed for getting better 

results. 

All models are studied numericdy and compared with experimental data. First 

the lamina combustion cases are studied, one-step and mdti-step methods; struc- 

tured and unstructured grids are used respectively. Using multi-step, the adîabatic 

flame temperature and the chernicd species distributions are closer to  the experi- 

mental value than that of one-step method. Then, a turbulent combustion example 

is presented; adiabatic and nonadiabatic probabifity density functions are used to 

compare with finite-rate methods and experirnents. Various Ends of turbulent mod- 

els are proposed. It is shown that the Reynolds Stress Mode1 is slightly better than 

the k - E model. For the EBU model, the effect on chemical species and temperature 

with dieerent coefficient values is sought. A code for the new model is inserted into 

Fluent through user-defined fmctions. By comparison with the experimental data, 

the results of O2 and H20 with new model are better than that with nstandard" 

method, and much closer to the experimental values. 

Alain de Champlpn 
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Chapter 1 

Introduction 

Computational Fluid Dynamics (CFD) is now used widely for the simulation of 

turbulent reacting flows. By solving the fundamentd equations governing fluid flow 

processes, CFD simulations provide information on important £low characteristics 

such as pressure loss, flow distribution and mixing rates. A CFD analysis comple- 

rnents traditional testing and experimentation, providing added insight and confi- 

dence in various designs. These considerations result in better designs, lower risk 

and faster time to the marketplace for products or processes. CFD method increases 

the understanding of complex combustion phenornena and reduce the amount of trial 

and error required in design. The predictions of flow and combustion in complex 

geometries require extensive computational time. The chemistry and turbulence- 

chernis t ry interaction models must cont ain a simplified description yet accurate 

enough to enable its incorporation in numerical combustion models. A series of 

commercial CFD softwares, such as FLUENT, PHOENICS and CFD-ACE+ have 

been developed to simulate turbulent reacting flows. FLUENT is a general purpose 

CFD solver provided by Fluent hc., Lebanon, NH, USA. It offers many physical 



models t O predict accurat ely laminar , t ransitional and turbulent flows, various modes 

of heat transfer , chemical reaction, mult iphase flows and ot her complex phenornena. 

Either stmctured or solution-adaptive unstructured mesh can be used. One goal of 

the present project is to check the accuracy of these models by comparing the results 

with experimental data. On the basis of those models, it is the primary objective of 

the thesis to develop a new model to implement in a CFD code using User-Defined 

Function(UDFs) for getting better combustion simulation. 

1.1 Purpose of the Thesis 

Computational combustion and, more generally, the modelling of physical pro- 

cesses which may involve fluid fiow, chemical reactions with heat and m a s  transfer, 

are interrelated disciplines that require a significant level of expertise to be effectively 

applied to ~ract ical  problems. 

Chemical reactions usually involve many species and proceed through a large 

number of finite rate reaction steps. These reaction rates are nonlinear functions 

of the physical and chemical parameters. It is very difficult to obtain the reaction 

equations and solve the equations. Of the various kinds of reaction models, the 

fast chemistry reaction model is the most simple. In light of the fast chemistry 

assumption approach, the reaction is so fast that fuel and oxidant can not CO-exist 

at any time in the same place. Only one conservation equation of mixture fraction 

is solved, the convergence is easy. But it can not be extended to situations where 

the finite rate chemistry is known to have appreciable effects, as for example, oxi- 

dation of CO in gas turbine engines, formation of trace species (NO and soot) and 

extinction conditions. In such cases the description involves a second variable to 

be integrated. The closure of turbulence chemistry interaction involves the solution 

for the transport equations of the mean value of the second variable together with 

its fluctuations h m  which the joint PDF of the mixture fraction and the second 

variable can be determined. The temperature and thermo-chernical vuiables are 



averaged using this PDF and made available to the calculations through a look-up 

table. 

Turbulent flows are characterized by fluctuating velocity fields. These fluc- 

tuations influence transport quantities such as momentum, energy, and species con- 

centration, and cause these transport quantities to fluctuate as welI. Since these 

fluctuations c m  be of small scale and high fiequency, they are too computationally 

expensive to be sirnulated directly in practical engineering calculations. Instead, 

the instantaneous governing equations can be time-averaged, ensemble-averaged, or 

otherwise mônipulated to remove the small scales, resulting in a modified set of 

equations t hat are computationally less expensive to solve. However , the modified 

equations contain additional UnkIlown variables, and turbulence models are needed 

to determine these variables in terms of known quantities. 

There are many turbulence models. It is an unfortunate fact that no single 

turbulence model is universally superior for all classes of problems. The choice of 

turbulence model will depend on considerations such as the physics encompassed 

in the flow, the established practice for a specific class of problem, the level of 

accuracy required, the available computational resources, and the amount of time 

available for the simulation. The purpose of this work is to discuss several turbulence 

models including the standard k - E  model, Reynolds Stress Mode1 (RSM) and Luge 

Eddy Simulation (LES) model, which are popularly used in engineering to compare 

between numerical and experimental results. 

The computation of turbulent flows involving chemical reactions is one of the 

most challenging numerical problems today. While significant advances in flow al- 

gori t hms have been made recently, numerical codes involving chemical reactions still 

suffer from stability and convergence problems. The focus of the present project is 

to develop further the Eddy-Break-Up(EBU) method. The proposed combustion 

model is to consider the implementation of a simpler approach to consider partial 

equilibriurn in interaction with an improved Eddy-Break up turbulence model as 

suggested by Bilger (1996) and to consider mixing effects that are difFerent from 



one combustor to another. The formulation was developed fiom an expression for 

the loading parameter expanded from Longwell (1956), by Kretschmer and Odgers 

(1972) to get an oxygen consumption efEciency and to relate that to a suitable 

formulation for the combustion products. This formulation will be valid for a corn- 

bustor or each cell of a discretized combustor with a mixing rate fast enough to 

resemble the well-stirred reactor that the original formulation from Kretschmer and 

Odgers applied to a large degree. To account for different rates of mixing when 

the combustor is not well stirred, the oxygen consumption rate has to be calculated 

locally, Le. at each cell volume, with a different expression. The Eddy-Break Up 

combustion with mixing interaction mode1 has been demonstrated by Bilger (1976) 

with a theoretical basis. Using the turbulence kinetic energy and dissipation rate, 

then the rate of consumption of oxygen cm be calculated according to Bilger's for- 

mulation or a modification to the rate equation from Kretschmer and Odgers to 

change the mixing rate appropriately. 

The chemistry of combustion is notoriously complex involving literally hundreds 

of free radical reactions and dozens of chemical species even for the simplest hy- 

drocarbons (Frenklach, 1992). For example, in the case of the two-dimensional 

met hane-air combustor (Mazurnder, EW), the reaction source calculations using 

Gear's method and a single-step reaction (with five species, Le., CH,, 02, COZi H20 

and N,) used up 63% of the total CPU time. CPU limitations usually restrict the 

chemical models that can be used. For turbulent flarnes, it is impossible to describe 

turbulence and chemistry in complete detail, thus studies often focus on either the 

fluid mechanics using reduced chemical mechanisms or the chemistry with simple 

fluid models. 

In order to provide better agreement between computed and experimentally ob- 

served results, multi-step approaches can be used to satisS the requirements over 

wide range of operating conditions. In this thesis, the one-step, two-step and six-step 

reactions are used in methane-air combustion. The purpose is to reach an optimal 

approach between the calculating accuracy and calculating time. 



In surnmary, the major works of the thesis include: 

Investigation of the Werent turbulent models, 

Survey structuted grid and unstructured grid, 

Cornparison between one-s tep and multi-step chemical reaction equations, and 

Develop the EBU model for difision combustion. 

1.2 Outline of the Thesis 

Chapter 2 gives a review of the existing methods of flow field simulation in a 

combustor. In this chapter combustor construction, various kinds of combustion 

models, numerical solution, chemical reaction models, coupling between turbulence 

and chemical reaction, and radiation rnodelling are introduced. 

Combustion involves many subjects. In Chapter 3 the basic theories in combus- 

tion modeling are presented. 

Chapter 4 gives an introduction to FLUENT, which is the commercial CFD code 

used in dl the calculations for this thesis, 

The purpose of Chapter 5 is to present and discuss the solution of turbulent 

reaction flow problems with the use of various kinds of numerical methods and tur- 

bulent models. The k - E two-equation model is the most popular. Direct numerical 

simulation and large eddy simulation are also widely used. 

Chernical-reacting turbulent %ows are highly chdenging. In Chap ter 6 ,  several 

combustion models for turbulent diffusion flames are summarized and a simplified 

EBU model is presented. 

In Chapter 7 the different combustion models are used to calculate laminar and 

turbulent reacting flows. The results are compared with experimental data. 

Findy, conclusions are drawn and some suggestions for future research work on 

combustion model are presented. 



Chapter 2 

Literature Review 

Gas turbines a r e  widely used in modern industry to deliver shaft power or thrust 

power. The combustor is part of the gas turbine. Figures 2.1 and 2.2 show two types 

of gas turbine engine. The main goal of the combustor design is lower emissions with 

less volume. Flow field simulation in the  combustor is a challenging subject to both 

academics and industries. It is of commercial importance to understand and to 

predict various phenornena in the cornbustor. 

Gas turbine combustion systems need to be designed and developed to meet 

many mutudy  codicting design requirernents, including high combustion efficiency 

over a wide operatiing envelope and low NO, emissions, low smoke, low lean flame 

stability limits and good starting characteristics; low combustion system pressure 

loss, low pattern factor, and sdc ien t  cooling air to maintain low wdl  temperature 

levels and gradients cornmensurate with structural durability. 



Figure 2.1 

Figure 2. 

Turboprop engine [by courtesy of Pratt and Whitney Canada] 
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2.1 Combustor Construction 

The design of a gas turbine combustion system is a complex process involving 

fluid dynamics, combustion and mechanical design. For many years the combustion 

system was much less amenable to theoretical treatment than other components 

of the gas turbine, and any development program required a considerable kmount 

of trial and error. With the very high cycle temperatures of modern gas turbines 

mechanical design remkins difficult, and a mechanical development program is ine- 

vitable. The rapid increase of Cornputational Fluid Dynamics in recent years has 

had a major impact on the design process, greatly increasing the understanding of 

the complex flow and so reducing the amount of trial and error required. 

A typical combustion chamber is presented in Figure 2.3. In general, there 

are three main regions in a combustor, they are called the re-circulation zone, the 

secondary zone and the dilution zone. The re-circulation zone operates normdy at 

a rich mixture, the secondary adds air to weaken the mixture. More air is added in 

the dilution zone to decrease the hot gas temperature for meeting the requirement 

of turbine guide vanes. 

The main purpose of this section is to show how the problem of design is basicdly 

one of reaching the best compromise between a number of conacting requirements, 

which wilI Vary widely with different applications. Aircraft and ground-based gas 

turbine combustion systems differ in some respects and are similar in others. The 

most common fuels for gas turbines are liquid petroleum distillates and natural gas, 

and attention will be focused on combustion systems suitable for these fuels. In the 

mid 1990s there was considerable interest in the development of systems to buni 

gas produced from coal. Gasification requires large amounts of stearn so that it is a 

long-term option for modifying combined cycle plants currently burning gas. 



Figure 2.3 Combustion chamber with swirl vanes 

In the early days of gas turbine design, major goals included high combustion 

efficiency and the reduction of visible smoke. A much more demanding problem has 

been the reduction of nitrogen oxides, and on-going research programs are essential 

to meet the ever more stringent pollution limits while maintaining existing levels of 

reliability and keeping costs afFordable. 

Combustion Models 

Combustion rnodels for gas turbine combustors are still not adequate to provide 

reasonable flow field estimates to be useful for design purposes. The combustor 

design process is still very empirical and requires great expertise to predict the 

exhaust field for pollutant concentrations or temperature distribution. 

The flowfield around and within the combustor liner is quite complex in that 

it includes swirl, regions of re-circulation, fuel injection, atomization, fuel evapora- 

tion, mixing, turbulent combustion, soot formation/oxidation, and convective and 

radiative heat transfer processes. 

There are various kinds of combustion mode1 presented by investigators (Kretschmer, 



1972, Rizk, 1992, 1995 and Sturgess, 1996). Mellor (1972) and Odgers (1974) made 

reviews. Recently Oran (1991) and Chung (1993) presented new development in 

combustion model. A lot of work about combustion modeling was done by S1oa.n 

(1996). 

There is more work required to improve present models. The f i s t  objective 

is to look for a suitable reaction equation set with a reasonable number of steps. 

The second is to get a better turbulence interaction with the chernical reaction by 

improving the eddy-break up model. 

In incompressible flow problems, another difficulty lies in the calculation of the 

unknown pressure field, which can be related to the fact that only pressure gradients 

appear in the momentum conservation equations. The pressure field is indirectly 

derived fiom the compressibility constra.int , i.e., continuity equation. Because of 

this, if velocities and pressure are stored at the same location, when the central 

differencing scheme is applied to both the continuity equation and the pressure gra- 

dient t e m s  in the momentum equations, i t  has been shown to produce nonphysical 

oscillations in the pressure field, or checkerboard pressure field. 

2.3.1 Staggered Grid Method 

To eliminate the checkerboaxd pressure problem when using the primitive vari- 

able formulation, several methods based on the different storage locations for veloc- 

ities and pressure have been developed. 

The staggered grid method has b e n  used by Patankaz and Spalding (1972). 

The method consists in storing pressure a t  the main grid nodes in the discretized 

calculation domain and staggering the velocity components relative to these nodes. 



Many CFD codes use this method. It is applied to the solution of complex flow 

problems in cunilinear orthogonal and non-orthogonal grids (Karki and Patankar, 

1988, Shyy and Vu, 1991). 

2.3.2 Vorticity-Stream Function 

Early work based on the vorticity-st ream funct ion formulation which satisfies 

the incompressibility constraint identicdy, avoids the necessity of computing the 

pressure. This formulation was adopted by E&m et al. (1993) using the control 

volume finite element method on unstructured triangular grids for the simulation of 

the turbulent reacting flows. However, difficulties occur in applying boundary condi- 

tions on vorticity, and extension to three dimensions is not imrnediate. Due t o  these 

difficulties, the primitive variable formulation is preferable. The differences between 

the vortici ty-stream function and primitive variable formulation are discussed by 

Roache (1976). 

2.4 Reduction of Chemical Reaction Models 

Chemical reaction models describing the evolution of a mixture of chemical 

species, usually with corresponding energy changes, are important cornponents of 

reactive-flow models (Oran, 1987). In most combustion systems, the species are not 

in equilibrium and the precision of the o v e r d  mode1 prediction depends on the accu- 

racy of the representation of the chemical kinetics, among other factors. More reli- 

able numerical result s axe ob t ained wit h more det ailed reaction mechanisms, usually 

at the level of a set of elementary reaction steps. Past interests, such as simulation 

of engine knock (Warnatz, 1985), production NO, (Keller, 1988) and soot forma- 

tion (Frenklach, 1987) require increasingly large reaction mechanisms, hundreds of 

chemical reactions and species. Wang and Frenkilach (1997) have used a reaction 

mechanism which consists of 527 reactions and 99 chemical species. However, the 



comput ational capabilities for an accurate, full-scale gas dynamic/chemical-kinetic 

simulation of these multidimensional reactive flows are not yet available (Espino, 

1987, Biswas, 1997 and Hoffmann, 1998). 

Although we have to wait until sufEîcient computational power and efficient nu- 

merical integration techniques become available to make largescale modeling fea- 

sible, the technologid needs and scientific interests will probably always outgrow 

the increases in computational capabilities. The popular method is to reduce the 

reaction mechanism. "Reduction" does not merely mean "simplification" of the 

chemistry involved, but rather reduction in the complexity of the mat hematical 

form that describes the chemical transformations of a given reaction model. 

There are two Ends of chemical kinetic modeling. The first is that the same 

single-reaction mechanism must be used in al1 reactive-flow models, because different 

parts of this reaction set become important at different conditions. For instance, it 

is quite common that the rate-limiting step switches £rom one reaction to another 

with the flame height. Omission (or reduction) of certain parts of the reaction 

mechanism is viewed, then, as the loss of mechanism universality. Scientific progress 

in this view is perceived as building and expanding a comprehensive reaction set to 

cover the increasing number of experiment al conditions. O bviously, one cannot 

argue against universality of nature and, hence, against universality of the reaction 

mechanism required to model it, because elementary processes, bond-rearrangement 

in chemical reactions, energy transfer in moleculax collisions, etc., are the same 

regardless whether they occur in hydrogen, octane, or coal flames. However, curent 

advances in experiment al techniques and theoretical methods rapidly expand the 

present database of combustion chemistry. In principle, the kinet ic database is 

infinitely large, and the practical reality could happen in a not-too-distant future 

(similady to the presently unlimited thermodynamic database: thermodynamic 

properties for any chemical compound can be estimated by group additivity or 

quantum mechanical methods). 

Al1 conceivable chemical reactions with the associated rate parameters (available 



experiment d y ,  calculated theoreticdy, or simply estimated) constitute a reaction 

data bank. Given a specific problem, a subset of the data bank should be taken to 

assemble the reaction mechanism. The question is how to choose this reaction subset 

such that it describes faithfully the dynamic behavior of a reactive-flow system- 

This is, how does one reduce an extensive reaction mechanisrn to a minimum set 

of reactions required to address a given problem. Moreover, this quantitatively 

accurate subset can be reduced further to a different but much smder reaction 

set or, in general, to a difFerent mathematical form that substantially decreases the 

demand on computationd capacity. The methodologies required to answer these 

questions constitute the now-growing field of mechanism reduction. 

The idea of mechanism reduction is not new. Introduction of the pseudo-steady- 

state approximation for reactive intermediates led to analytical solution of nonlinear 

reaction systems that otherwise could not be solved at  that time. Expressing the 

reaction events in terms of the outcome probability allowed the andysis and pre- 

diction of the behavior of chain reactions. A rigorous mathematical formulation 

for the problem of "lumpingn in which chemical species are transfomed into a few 

dynamically equivalent "lumped classesn, was started in the 1960's (Wei 1962). It 

is important to realize that even the most detailed chemical reaction models used 

presently in combustion are lumped model in the sense that the chemical species of 

t hese models are actually lumped classes of energy-distributed species and the " ele- 

mentary" rate coefficients used for the reactions of these lumped classes are certain 

averages over the population of these energy-distributed species. 

Odgers (1974) gave some of the various combustion systems that use multi-step 

kinetic systems. The number of reactions varied from 6 to 24. Owing to the fact that 

those models exhibit large errors of prediction when applied to other experimental 

environments, Odgers concluded that as far as the engineer is concerned, the use of 

a model will depend largely upon its predictive accuracy not necessarily its approach 

to true representation. Maybe the simple reaction rate equations are more suitable 

for engineering use. 



2.5 Perfect Gas 

When the chemical reaction rate within the flow field is extremely slow, such 

that fluid particles moving within the domain do not experience any change in the 

chemical composition, it is referred to as a fiozen flow. For flow fields where the 

chemical reaction rates are extremely high, the reactions take place inst antaneously. 

Thus, reactions are completed before the fluid has a chance to move downstream. 

Such a flow is c d e d  equilibrium flow or, more precisely, chemical equilibrium flow. 

For any flow, the specific heats are function of both pressure and temperature. 

Therefore, the ratio of specific heats is no longer constant and becomes a function of 

temperature and pressure as well. The gas constant is also a variable due to changes 

in the molecular weight of the mixture. 

In reality, chemical reactions occur as particles are rnoving within the domain. 

Therefore, in situations where the flow cannot be classified as either frozen or equi- 

librium, it is referred to as nonequilibrium. For nonequilibrium flows, the perfect 

gas equation of state still holds, except the gas constant is now a variable because 

the molecular weight of the mixture is changing. 

An important dimensionless parameter in combustion is the Damkohler number, 

Da. This parameter appears in the description of many combustion problems. The 

Damkohler number represents the ratio of a characteristic flow or mixing time to a 

characteris tic chemical time; thus, 

characteristic flow time 
characteristic chemical time 

The evaluation of Da depends on the situation under study, in the sarne sense 

that the Reynolds number has many particular definitions derived from its funda- 

mental meaning as the ratio of inertia to viscous forces. When chemical reactions 



rates are fast in comparison to fluid mixing rates, then Da » 1, and a fast-chernistry 

regime is defined. Conversely, when reaction rates are slow in comparison to mixing 

rates, then Da << 1. Note that the characteristic rates are inversely proportional to 

t heir corresponding charact erist ic times. 

A molecule possesses a force field due to the electromagnetic actions of electrons 

and the nuclei. When a domain composed of many molecdes is considered, the 

force field associated with each molecule affects other molecules in that it may act 

as a repulsive force if molecules are very close to each other or as an attractive force 

if they are relatively far apart. Under nomal conditions, such as atrnospheric, the 

average distance between molecules of air is about 10 molecula,r diarnet ers, resulting 

in weak attraction forces. Now consider a fixed region and introduce more and 

more molecules into this fixed region. As a result, the molecules are close. This 

translates into conditions where the pressure is extremely high a.nd/or t emperature 

is very low. Under this condition the intermolecular forces become important and 

the gas is dehed as a real gas. On the other hand, when the intermolecular forces 

are negfigible, the gas is defined as a perfect gas. For the majority of problems in 

aerodynamics, the assumption of perfect gas is a valid one and is utilized extensively. 

Fkom an application point of view, the major difference between a real gas and a 

perfect gas is the use of the equation of state. For a perfect gas, the equation of 

state p = pRT is employed, whereas for a real gas, the van der Waals equation of 

state expressed as 

is usually employed. Note that in the equation above a and b are gas-dependent 

constants. An important point to clarify at this time is the consideration of che- 

mistry. Whether the flow under study is chemically reacting or not has nothing to 

do with the assumption of perfect gas or real gas. Indeed, the equation of state for 

a perfect gas is used extensively for chemically reacting gases. Such a chemicdy 

reacting flow is considered a mixture of perfect gases. In this regard, the following 



equation of state for a species s holds 

Ps = A R T  

where p, is the partial pressure contributed by species s; p, is the partial density 

contributed by species s; and R, is the gas constant for species s d e h e d  as Rs = 

R/M where R is the universal gas constant; M is the molar mass of species; and T 

is the temperature. Modification to Equation (2.3) to include real gas consideration 

may be accomplished by introduction of a secalled compressibility factor 2, such 

t hat 

where the compressibility factor Z is usudy given as a function of reduced pressure 

and temperature. Thus, when the compressibility factor is about one, the perfect 

gas equation of state may be employed. 

2.6 Rates of Reactions 

All chemical reactions take place at a finite rate depending on the conditions 

of the system. Some important conditions a.re (1) concentrations of the chemical 

compounds, (2) temperature, (3) pressure, (4) presence of a catalyst or inhibitor 

and (5) radiative effects. The rate of reaction rnay be expressed in terms of the 

concentration of any reactant as the rate of decrease of the concentration of the 

reactant (the rate of consumption of the reactant). It may also be expressed in 

terms of product concentration as the rate of increase of the product concentration. 

A conventional unit for reaction rate is mol/m3sec. Although sorneone h a  to keep in 

mind that concentration is a function of temperature and pressure without chernical 

reaction. 



The Iaw of mass action, which is confirmed by numerous experimental observa- 

tions, states that the rate of disappearance of a chemical species is proportional to 

the products of the concentrations of the reacting chemical species, each concentra- 

tion being raised to a power equal to the corresponding stoichiometric coetticient. 

Thus the reaction rate is given as 

where k is the proport ionality fuaction c d e d  the specific reaction-rat e parameter. 

For a given chemical reaction, k is independent of the concentration CA, and depends 

on the temperature. 

The equation 

is called the Arrhenius law. Here BTa represents the collision fiequency and the 

exponential term is the Boltzmann factor. The activation energy Ea is the energy 

required for the reaction to occur. The values of B, a, and E, are based on the 

nature of the elementary reaction. 

The net rate of production of Ai is 

where v' is stoichiometric coefficient for reactant and vu for product. When combus- 

tion efficiency is less than 100 %, Kretschrner and Odgers (1972) gave the reaction 

rate equation, 



2.7 Coupling between Turbulence and Chernical 
Reaction 

Although the techniques for defining the molecular diffusion of momentum, heat, 

and mass are reasonably weU established in a reacting flow, the same statement can- 

not be made for our ability to describe the turbulent diffusion of these quantities. 

Convent ional approaches have included the use of algebraic eddy-viscosit y models or 

differential transport models. Several eddy-viscosi ty models have been used, in par- 

ticular, the Cebeci-Smith model (Cebeci and Smith, 1974) and the Baldwin-Lomax 

mode1 (Baldwin and Lomax, 1978). The differential transport models include the 

k - E turbulent kinetic energy model and its variants, (Jones and Launder, 1972) 

a modified k - E mode1 that included a supersonic flow compressibility correction, 

( Fabris, Harsha and Edelman , 1981; Hanjalic et al., 1979) and a multiple dissipation 

length scale (k multiple 6) model with a compressibility correction (Fabris, Harsha 

and Edelman, 1981; Hanjalic and Launder, 1980) that addressed the existence of 

multiple dissipation length scales that exist in the energy cascade of a turbulent 

flow. In addition to these differential transport models, the dgebraic Reynolds 

Stress Models of Rodi (1972) and Sindir (1982) have also been considered for use 

in modeling turbulent reacting flows. Sindir (1982) reviews all of these models. In 

addition, he cri t i c d y  compares the models against several nonreact ing flow experi- 

ments prior to using the models for studying flows with reaction. He concludes that  

forms of the dgebraic Reynolds Stress Model produced the best agreement with 

nonreacting data. He also found that the multiple dissipation length scale model 

did not offer any advantage over the basic k - E model. 

Al1 of the turbulence models described earlier have a major disadvantage when 

applied to reacting flowfields: they fail to account for the important coupling be- 

tween the turbulence and the chemistry. Turbulent fluctuations in the fluid mechanic 



variables have a direct effect on the species production rates. The coup-ling between 

these two fields occurs through the Arrhenius rate expression and the law of mass 

action. The Reynolds averaging process applied to the governing equat ions elimi- 

nates the direct effect of temperature and species fluctuations on species production 

rates. For example, a positive temperature fluctuation would cause a decrease in the 

size of exponentid atgument of the Arrhenius rate expression, with a corresponding 

increase in the forward kinetic rate of a particular reaction. This would, in turn, 

produce an increase in the time rate of change of the products of that reaction. More 

importantly, if the reaction was at a cntical point, where perhaps a small increase 

in temperature would cause a reaction to enter an ignition stage, the entire species 

distribution of the flowfield downstream could be changed. 

Two promising ways for accounting for the eEects of fluid and species fluctua- 

tions on chemical reaction would be through probability density functions or direct 

numerical simulation. The application of probability density function approach to 

a reaction 00w will be discussed in Chapter 6. Direct numencal simulation offers 

another attractive approach for modeling a turbulent reacting flow. The method 

has been used for several years to mode1 laminar and turbulent flames accurately 

(Smooke, 1989; Jou, 1989; Poinsot, 1996). With this approach, the Navier-Stokes 

and species continuity equations are resolved down to the smdest  scale features of 

the flowfield. The size of those scales goes inversely with the Reynolds number of the 

flowfield. Clearly, for the high Reynolds numbers, the smallest scales c m  become 

quite small, necessitating a very fine computational grid to resolve them. Also, when 

high-speed flow undergoes chemical reaction, additional scales are introduced by the 

combustion process. Herein lies the principal difficulty of applying direct simulation 

to a high-speed 0ow. The difficulty is not so much one of numerical algorithms as 

it is of computer power. Highly accurate numerical algonthms are required, but 

appropriate high-order finite-difference methods, finite-volume methods, or spectral 

methods have been developed that satisfy that requirernent. The large number of 

computational grid points required to resolve the srnallest scales in the flow requires 

large computer storage, and, therefore, meaningful calcdations can be carried out 



only on large memory machines. Recently, direct numerical simulation hm emerged 

as a new methodology. It has become an essential tool to understand and model 

turbulent combustion. DNS numer idy  solves the set of equations describing tur- 

bulent flames by resolving a,ll chemical aad flow scales (Vervisch, 1998). But DNS 

is used only for simple problems that are not of industrial scale. 

As an alternative to direct numerical simulation with its intensive memory re- 

quirements, it is possible to model rather t h m  compute the smallest scales. In this 

approach, termed large-eddy simulation, the larger scales above a chosen wavelength 

are still computed. The smaller scales below the cutoff wavelength are modeled, how- 

ever, using a subgrid scale model. Large-eddy simulation is an attractive alternative 

because only the larger-scale effects are computed, lessening the computer mem- 

ory requirements for higher-Reynolds-number flows. Subgrid scde models must be 

constructed, though, that give an accurate rendering of the physics of small-scale 

phenomena. This is a difficult task. Work is under way to develop subgrid scale 

models for nonreacting flow, e.g., the early work of Schumann (1975), later work 

described by Speziale et al. (1987) and recent work of Misra (1997). Large-eddy 

simulation is an attractive technique for modeling high-speed reac ting floivs. Lit- 

tle has been done so far with this technique, but it warrants serious attention now 

(Meneveau, 2000). 

2.8 Numerical Solution 

The three principal means of discretizing the governing equations are the use 

of h i t e  differences, finite elements, and finite volumes. In using finite differences, 

the differential operators axe approximated by making a Taylor series expansion of 

the operators in term of differences on a grid and taking a finite subset. The finite- 

element met hod basicdy consists of reducing the partial differential equations to a 

set of ordenary differential equations or algebraic equations; one typicdly assumes 
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an expansion of the function in terms of a basis. This could include polynomial fit- 

ting. Findy, the finite-volurne method involves int egrating the governing equat ions 

along the faces of control volumes surrounding each node. This has the advantage 

of satiswng the consenation taws in the difference equation. This is particularly 

easy to do for continuity, molmentun and energy equations which are written in di- 

vergence, or conservation-law. In integrating over a volume, the divergence theorem 

can be used on the second terms on the le&-hand side to  transform them into the 

fluxes of each quantity across the enclosing surface. When the volume is that of 

a primitive cell, this guarantees that flux Leaving one cell flows into the adjacent 

one, conserving the flux, botb locally and globallyY This leads to a set of algebraic 

equations involving scalar terms evaluated at  the center of the cell and flux terms 

at the ce11 boundaries. Thus, the PDE's describing fluid flow are approximated by 

large set of algebraic equations. That is true, of course, whatever discretization 

method is used. Birkhoff (1983) has written an excellent review article that places 

the numericd solutions of these equations in perspective. 

The method most generdy  used for the solution of the nonlineax difference 

equations is some variant of the Newton-Raphson multivariate procedure; this is 

equally useful for sets of nonlinear equations. This technique generally requires the 

evaluation of the Jacobian of the equations. 

For the steady-state case, the Navier-Stokes equations are elliptic in the spatial 

variables. If the problem is one-dimensional and there is no radiation, the Jacobian 

is tridiagonal, and the solution method is easy (Richtmyer, 1967). The nonlinear 

GaussSeidel method can dso. be used, but it is not as good as Newton's method for 

this case. For the two-dimensSonal case there are five diagonals, and seven diagonds 

in three dimensions, but the rnatrix is still sparse, and special methods can be used 

to find the solution. The best way to solve them is by iterative techniques, rather 

than "exactly", because tnincation errors can build up to prohibitive levels. When 

radiation is included in the problern, every ce11 connects with every other (i.e., there 

are no zero matnx elements), and no special solution methods are available. 



Explicit methods have the theoretical advantage of yielding exact results in one 

pass; however, they may require exceedingly short time steps. Implicit methods are 

more stable and permit much larger time steps, usudy  more than mclung up for the 

fact that iterations are necessary for convergence to a solution. An early cornparison 

of explicit vs. implicit methods is given (Torrance, 1968). 

Early in 1977, Ku et al wrote the program UNDSAFE to solve the Navier- 

Stokes equations with local heating, in two dimensions. They solved the problem for 

rectangular enclosures. They used the SIMPLE algorithm. The governing equations 

and their boundary conditions are approximated with finite-difference equations 

by a control-volume-based method. The computing cells are chosen so that their 

boundaries coincide with physical boundaries. A staggered grid system devised by 

Meng (1994) was chosen. In this system, the pressure is evaluated at the centers of 

the cells while the velocity components and other scalar variables are evaluated at 

the cell boundaries. Thus, the momentum equations are written for cells centered 

at the boundaries of the basic cells. The convection-diffusion terms are discretized 

by an hybrid scheme. 

2.9 Radiation Modeling 

Radiation is aa important mechanism of energy transfer to the walls of large 

combustion chambers. The difficulties associated with radiation modeling are the 

multi-dimensional nature of the phenomena, the integral-differential nature of ra- 

diat ive transfer equation, and the coupling between the radiative transfer equat ion 

and the energy conservation equation (Chiu 1990). Unlike the flow field, which can 

be solved directly by a spatial integration algorithm, for radiation, both spatial inte- 

gration and angular integration have to be carried out. There are several radiation 

models, such as Zona1 (Hottel 1967), Monte-Carlo (Howell 1968), Flux (Gosman 

1973) methods. The excellent reviews of vazious radiation models on combustion 

system are given by Viskanta (1987) and Howell(1988). 



2.9.1 Monte Carlo Method 

The Monte Carlo method is based on a statistical approach. The exchange 

factors are au tomat i c~y  calculated as the randomly chosen energy releases are 

tracked through the domain for their lifetimes. This method can in pnnciple be 

programmed to include an exact simulation of dl important processes (Howell1988). 

Applications may be found in Burns et al. (1992) and Gorner (19931, which illustrate 

its geometry flexibility and ability to handle difficult problems. 

The drawbacks of this method are that it requires long computation time to 

obtain good results due to  the method's statistical approach. Another difficulty is 

the grid size incompatibility, in which the computational element size required for 

statisticd accuracy in the Monte Car10 solution may not be compatible with the grid 

size necessary for numerical solution of the energy equation, even given sficiently 

fast and cheap computation capability (Howell 1988). 

The Zona1 method is based on the view factor and mean beam length concepts. 

Essentially geometric in its approach, the domain is divided into a number of sur- 

face and volume zones about which radiation balance and total energy balance are 

formulated. Each zone is considered to be uniform in temperature and radiation 

properties. The heat release and the fiow patterns are specified in advance. Geo- 

metnc exchange factors (exchange areas) between each zone pair are supposed to 

be known a priori. 

The advantage of this method is that it can approach as exact solution for the 

radiative f lues  as the number of zones is increased, and even for a relatively coarse 

zone, it can give good results. 



The major difEculty of applying this method is the tedious evaluation of the 

direct exchange areas. Attempts to improve the zonal method were made by Larsen 

(1985) with an exchange factor method, by Nôraghi (1988), with a continuous ex- 

change factor method in participating media, by Saltiel (1991), with an exchange 

factor method in non-homogeneous media, respectively. Considering the knisotrop- 

i c d y  scattering media, Yuen (1992) developed a Generalized Zona1 method. How- 

ever, there is a diffidty in matching the required grid sizes for radiation and fluid 

flow field (Howell, 1988) and the calculation of the exchange axeas remains very 

difficult for complex geometries (Viskonta 1987). 

2.9.3 Flux Method 

In the flux methods, the angular variation of the radiant intensity in space is 

assumed to be a certain functional form. The integrdifferential radiative transfer 

equations then reduce to a set of partial differential equations. The various flux 

methods are classed as Flux Model, Spherical Harmonies method, Discrete Ordi- 

nates (SN) method according to the different functions (or weighting coefficients) 

used. Because this class of methods is essentially a field method, they can easily be 

incorporated into existing flow and reaction solvers. 

2.9.4 Discrete Transfer Met hod 

The discrete transfer method was proposed by Shah (1979). Firstly, the surface 

of the enclosure is divided into subsurfaces, and the volume of the medium is divided 

into cells; secondly, taking each subsurface as an hemisphere, the emi tted radiation 

is subdivided into beams, where each beam is assumed to have positive and neg- 

ative propagation direction (Flues); h d y ,  the beams are drawn hemispherically 

from each subsurface in prescribed directions (similu to Monte Carlo method, in 

random direction). The solution proceeds dong individual rays of intensity, one at 

a time, instead of solving for al1 the intensities in the field. It can be classified as 



- the ray tracing method. A sunrey of ray tracing procedure are given by Giassner 

(1989). This method can be considered as a combination of the Zona1 method, Flux 

Mode1 and Monte Carlo technique. It retains their advantages while avoiding their 

short comings. 

Because the number of beams is specified in advance, it can be more econornicd 

than the Monte Carlo solution which needs a lot of random beams to obtain good 

results. It is flexible and able to handle complex geometries. In application to 

absorption media, finer discretization can yield any desired degree of precision, and 

even reproduce the exact solutions. For gas fiames, where the scattering is small, 

the method c m  provide excellent results as evidenced by the work of Meng et al. 

(1992). When scat tehg is considered, a simple average is used in the discrete 

transfer computations, unlike the SN method which uses a more accurate numerical 

quadrature. This will reduce the accuracy when this method is applied to solve 

anisotropic scattering problem. 

2.9.5 Emissivity Models 

For the nongray medium, the spectral etfect of the radiation has to be considered, 

ond the radiative transfer equation should be integrated over the entire wavelengt h 

spectrum. Naturally, this will make the computation times prohibitive. Under some 

situations this is not necessary; for example, in natural gas or oil fired cornbustors 

only three species contribute significantly to the radiation in the infrared region. 

These species are the products of the combustion, i.e. carbon dioxide, water vapour 

and hot soot particles within the 0ame (Khalil, 1982). 

A more useful approach to modeling the spectral properties of the gases is the 

wide-band models of Edwards (1976), in which the band emittance of these gases 

is considered as a function of total and partial pressure, path length and tempera- 

ture. This method makes the band properties of the gas mixture relatively easy to 

calculate, but the computation time is longer than the mixture of gray gas mode1 



26 

of Hotte1 and Cohen (1958). Doherty (1988) incorporated the wide band mode1 

into the computation of the nonhomogeneous combustion products by the discrete 

transfer method, they showed a good agreement with the narrow band mode1 results 

for both spectral and total radiative intensities. 

2.9.6 Other Methods 

The radiative transfer equation can be solved by other methods, as the h i t e  

elernent (FEM) (Fiveland, 1993) and finite volume method (FVM) (Raîthby, l99O), 

as well as boundary element method (BEM) (Bialecki, 1991). 

The advantage of using FEM is that it offers the possibility of high accuracy, and 

can be used with the same grid as for the flow and energy conservation equation. 

Furthermore, it can be applied to complex geometries. Tan (1989) used the product- 

integration method to sohe radiation problems, significantly reducing the solution 

time of FEM. 

The FVM can give good accuracy on coarse grid. The intensity at the integration 

points is determined fiom the solution of the radiative transfer equation using the 

skewed upwinding procedure. It satisfies the global conservation constraints for 

intensity and heat flux, hence prevents the occurrence of the "ray effect" encountered 

in the SN method (Chiu, 1990). 

Using BEM, the integration is over the boundary, no volume integrals are present 

in BEM, thus it requires fewer calculations (Bidechi, 1991). However, because the 

ray-tracing method is used in BEM computations, it may s d e r  from the disadvan- 

tages of the discrete transfer method when scattering has to be corisidered. 



Chapter 3 

Basic Theories in Combustion 

Modeling 

Combustion is a very complex phenornenon. It involves many subjects, such 

as fluid mechanics, heat and mass transfer, chernical kinetics, thermodynamics and 

turbulence. Understanding of the fundamental concepts of these coupled processes 

will De usefd to solve combustion problems. 

Combustion models for gas turbine cornbustors still need improvement to provide 

reasonable flow field estimates to be useful for design purposes. The combustor 

design process is still very empirical and requires great expertise to predict the 

exhaust field for pollutants concentration or temperature distribution. 



3.1 Fluid Mechanics 

3.1. Conservation of Mass 

To derive the equation of continuity for each species in a multicomponent mix- 

ture, we begin by making a mass balance over an arbitraxy differential fluid element 

in a binary mixture. We apply the law of conservation of mass of species A to a 

volume element AxAyAa fixed in space through which a binary mixture of A and 

B is flowing. Within this element, A may be produced by chernical reaction at a 

rate wa (kg~n-~sec') .  The various contributions to the mass balance are: 

This is the equation of continuity for component A in a binary mixture. The 

quantities m ~ , ,  ma,, ma. are the rectangular components of the mass flux vector 

mA(kgm-2sec-1). In vector notation, the equation may be rewntten as 
n 

Similarly, the equation of continuity for component B is 

Addition of Equations (3.2) and (3.3) gives 

which is the equation of continuity for the mixture. In arriving at Equation (3.4), 

we have made use of both the reaction rh, + m, = pv and the law of conservation 

of mass in the form w, + w, = O. For a fluid of constant mass density p, Equation 



(3.4) becomes 

The development given above could have been made equa.lly well in terms of 

molar units. If ClA is the molar rate of production of A per unit volume, then the 

molar analog of Equation (3.2) is 

finally 

where v' is molar-average velocity. If no chernical reaction occur, WA,  WB, RA, RB 

are ail zero. If in addition v is zero in Eq.(3.7) or v* is zero in Eq.(3.8), we get 

which is cded Fick's second law of difision. This equation is generally used for 

diffusion in solids or stationary liquids and for equimolar counterdifision in gases. 

This equation is similar to the heat-conduction equation. 

For a multicornponent system, Eq. (3.2) becomes 

- + v * p X ( v + V i )  =wi 
dt 



In a general multicomponent system, there are N equations of this kind. The 

addition of these equations gives the equation of continuity for the mixture. Any one 

of these N equations may be replaced by the equation of continuity for the mixture 

in any given problem. The fact that these are N-1 independent equations for Y;- 

corresponds to the fact that only N-l of the are independent. 

3.1.2 Conservation of Moment um 

The basic assumption is that we are dealing with continuous, isotropic, and 

homogeneous media. We shall consider that special case of a Newtonian fluid, 

that is, a fluid exhibiting a linear relationship between shear stress and rate of 

deformation, resulting in the Navier-Stokes equation. 

The momentum equation c m  be derived in terms of stress using three different 

approaches. The basis for any derivation of the momentum conservation equations 

is Newton' second law of motion. 

Where three approaches are used: 

a) Infinitesimal Particle. Consider a fluid particle as it moves through space 

relative to some fixed coordinate system. Equation (3.12) describes the motion of 

the particle. The acceleration of that particle is then related to various particles 

at "fixed pointsn in the flow field. Thus, we relate the motion of a particle to the 

observation of conditions of various particles at a fixed point in space. 

b) Inhitesimal Control Volume. Consider a cubical infihitesimal volume element 

fixed in space. Then, equate the net momentum flux out of the control volume plus 

the time rate of change of momentum in the control volume to the net force on the 

m a s  within the control volume. 



c) Finite Control Volume. Consider a gas-permeable control volume of finite 

size. This control volume can have m y  arbitrary shape and is fixed resulting in 

an equation involving ody volume integrals. It is argued that the conditions must 

be satisfied for the integrand, since the integration is arbitrary. This results in the 

desired differential moment um equat ion. 

With three s i d a s  but basically different approôches, the same momentum equa- 

tion in terms of stress can be obtained: 

3.1.3 Conservation of Energy 

Similady, we can get the energy equation, 

where the stagnation energy E as 

3.2 C hemical Kinet ics 

Chernical kinetics deal with the quantitative study of the rates of chernical reac- 

tions and of the factors upon which they depend. It de& with the interpretation of 



the empirical kinetic laws in terms of reaction mechanism. AIl chemicd reactions, 

whether hydrolysis or combustion, take place at a definite rate, depending on the 

conditions of the sys tem. Some important conditions are: concentrations of the 

chernical compounds, temperature, pressure, presence of a catalyst or inhibitor and 

radiative effects. 

3.2.1 One-Step ChernicalReactions 

A one-step chernical reaction of arbitrary complexity can be represented by the 

following stoichiometric equation: 

where vl are the stoichiometric coefficients of the reactants, vy the stoichiometric 

coefficients of the products, A the arbitrary specification of al l  chemical species, and 

N the total number of compounds involved. If a species represented by A; does not 

occur as a reactant, then vI=O; if the species does not occur as a product, then v; 

=o. 

Successfid combustion system modeling depends on a correct description and 

coupling of the pertinent fluid mechanic, turbulent, heat transfer and chemical pro- 

cesses entailed. Until recently, hydrocarbon chemistry has frequently been described 

by very simple expressions. However, it is becoming increasingly apparent that suc- 

cess in understanding a significant portion of present combustion problems depends 

on a detailed and correct understanding of the hydrocarbon chemistry. 

The simplest mechanism and the one which is the most convenient for numericd 

modeling is the one-step overall kinetic mechanism. This approach considers the 

oxidation process to occur directly to CO2 and H,O: 
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The advantage is immediately obvious that only 4 chemical species are involved in 

the formulation. Since it is a linear function of the amount of fuel which is reacted, 

the heat release calculation is also qui te simple. Unfortunately, t his mechanism 

does not account for the characteristics of hydrocarbon oxidation. The formation of 

intermediate hydrocarbons and CO is not taken into account. 

3.2.2 Mult i-St ep C hemical React ions 

By using the above one-step chemical reaction, the total heat of reaction is over- 

predicted. At adiabatic flame temperatures typicd of hydrocarbon fuels (--2000K) 

substantial amounts of CO and some H, exist in the combustion process. Their pres- 

ence lowers the total heat release and consequently the adiabatic flame temperature 

is below the values predicted by the one-step method. 

One-step mechanism can be modified by using two- or multi-steps. For example, 

a two-step method (Westbrook, 1981) with hydrocarbon fuels results in: 

1 
CO + ?O, 0 CO, 

No prediction is made as to the formation of intermediate species. This mech- 

anism still does not account for the time delay in the initial release of a significant 

amount of energy. 

A detoileci chemical kinetic reaction mechanism (Westbrook and Pitz, 1984) is 

developed to describe the oxidation and pyrolysis of propane and propene. The 

mechanism consists of 163 e1ementa.q reactions among 41 chemical species. New 

rate expressions are developed for a number of reactions of propane, propene and 

intermediate hydrocarbon species with radicds including H, O and OH. The mecha- 

nism is tested by comparisons between cornputed and experimental results in shock 



tubes and the turbulent flow reactor. The resulting comprehensive mechanism ac- 

curat ely reproduces experimental data for pressures fkom 1 to 15 atmospheres, com- 

bustion temperatures £rom 1000 to 1700 K and fuel-oxidizer equivalence ratios from 

very lean to pyrolysis conditions. The mechanism also predicts correctly laminar 

flame properties for propane and propene and detonation properties for propane. 

A more detailed reaction mechanism is used by Wang and Frenkilach (1997) for 

studying laminar premixed flames. The reaction mechanism consists of 527 reactions 

and 99 chernical species. The rate coefficients were either taken from fiterature or 

estimated based upon analogous reactions. It was shown that the reaction model 

predicts reasonably well the concentration profiles of major and intermediate species 

and aromatic molecules in a number of acetylene and ethylene flames reported in 

the literature. 

3.3 Thermodynamics 

3-3.1 The Zeroth Law 

There exists an intensive variable, the temperature 

T = T(p7 v7 4 

When two bodies have the same temperature as a third body, they have the 

same temperature as each other, and so will be in equilibrium if placed in thermal 

contact. 

3-3.2 The First Law 

f 6~ = f JW (for a cycle) 



During any cycle a system undergoes, the cyclic integral of the heat is equal to 

the cyclic integral of work. 

(open system) 

where H is enthalpy, KE is kinetic energy and PE potential energy. 

Energy associated with interna1 energy, U, combined with the energy associated 

with flow work, pV, is represented by a property cded  enthalpy, H 

H = U + p V  

Specific enthalpy is defineci by 

h = u + p v  

3.3.3 The Second Law 

The state function called the entropy 

s = S(P, V,  n) 

For a closed system that undergoes a change from one state of thermodynamic 

equili bri urn 1 to another state 2, the change in entropy is given by 



where rev implies any reversible path between 1 and 2, 6~ is the heat received 

fiom or added to the system and T is the correspondtig absolute temperature. 

If the same system undergoes an irreversible or real process between the same 

two equilibrium states 1 and 2, 

In general, 

3.4 Turbulence 

As the turbulent motion is random and irregular, it has a broad range of length 

scales. In order to obtain theoretical solutions b y  solving three-dimensional, time- 

dependent problems, we would have to consider cornputer storage capacity and use 

some type of averaged quantities in turbulent flows. There are two different averag- 

ing procedures commonly used, conventional t i m e  averaging (also called Reynolds 

averaging) and mas-  weight ed averaging (also d e d  Favre averaging) . 

3.4.1 Conventional Time Averaging and Mass- 
Weight ed Averaging 

In order to obtain governing conservation equations for turbulent fiames, it is 

convenient to decompose instantaneous quantitieç into mean and fluctuating quan- 

tities. In the conventional time-averaging procedure, the mean quantity iI is defined 

b~ 



Clearly, the time average is useful only if it is independent of t.; then, the aver- 

aged quantities are c d e d  statisticdy stationary. Physical quantities for stationary 

mean flows can now be decomposed into two parts, related to the mean motion and 

the fluctuation, or eddy motion: 

ui(xii t)  = ui(xi )  + u:(xi, t) (3.32) 

where the average of fluctuating quantities, T(t), is zero, thus 

- - - -  
~ / = h i  = p ' = T ' = O  (3.37) 

In addition if f and g are two dependent variables and if s denotes any one of 

the independent variables x, y, z and t, then the Reynolds averaging rule requires 

t hat 



/ f d s  = l ~ d s  

and the conservation equations can be expressed in t e m s  of the average and fluc- 

tuation correlation quantities. 

The continuity equation is 

The mornentum equation for an incompressible fluid is 

where 

-pu:u$ is called the apparent or Reynolds stress. 

A mass-weighted mean velocity c m  be defined as 

The velocity may then be written as 

ui(xir t )  & ( x i )  + U:(X;, t )  



where u:(xi, t) is the superimposed velocity fluctuation. 

h(x,, t )  = h(x,) + hM(xi, t) 

B y time-averaging, 

noticing 

- - - -  
pu: = PT" = ph" = ph; = O 

3.4.2 Navier-Stokes Equations 

The equations of fluid motion in complete form which include the conservation 

of mass, momentum and energy are referred to as Navier-Stokes equations. The 

nondimensional Navier-Stokes equations in the Cartesian coordinate system in a 

vector form are 

where 





Reynolds number: 

Prandtl number: 

3.5 Heat Transfer 

3 5 1  Conduction 

Fourier's Law: 

q" is the heat flux and k is thermal conductivity. 

3*5.2 Convection 

Newton's Law of cooling: 

q" = h(T, - T,) 

h: convection heat transfer coefficient. 



3.5.3 Radiation 

S tefân-Boltzmann's Law (for black body): 

Eb = oT4 

Eb: the total hemispherical emissive power; 

c: Stefan-Boltzmann constant. 

where 

c: the speed of propagation of the wave, c = 2.998 x 108 m/s ; 

h: Planck's constant, h = 6.6256 x 10-34J s ; 

k: Boltzmann's constant, k = 1.3805 x 10-23 J/K 



Chapter 4 

FLUENT Introduction (Fluent, 1998) 

FLUENT is a state-of-the-art computer program for modeling fluid flow and heat 

transfer in complex geometries. It provides complete mesh flexibility, solving flow 

problems with unstructured meshes that can be generated fiom complex geometries 

with relative ease. Supported mesh types include 2D triangulor/quadrilateral, 3D 

tetrahedrd/hexahedral/py&d/wedge, and mixed (hybrid) meshes. It can also 

refine or coarsen the grid based on various flow parameters. 

FLUENT is written in the C computer language and makes full use of the fiexi- 

bility and power offered by the language. Consequently, true dynamic memory 

allocation, efficient data structures, and flexible solver control are all made possible. 

In addition, FLUENT uses a client/server architecture, which allows it to run as 

separate simultkneous processes on client desktop workstations ond powemil com- 

pute servers, for efticient execution, interactive control and complete flexibility of 

machine or operating system types. AU functions required to compute a solution and 

display the results are accessible in FLUENT through an interactive, menu-driven 

interface. 



4.1 Program Structure 

The FLUENT package includes the foUowing products: 

FLUENT, the solver, 

prePDF, the preprocessor for modeling PDF combustion, 

GAMBIT, the preprocessor for geometry modehg and mesh generation, 

TGrid, an additional preprocessor that can generate volume meshes fiom existing 

boundary meshes, and 

Filters (translators) for import of surface and volume meshes £rom CAD/CAE pack- 

ages such as ANSYS, 1-DEAS, NASTRAN, PATRAN, and others. 

Once a grid has been read into FLUENT, a.ll remaining operations axe performed 

wit hin the solver. These include set ting boundary conditions, defining fluid prop- 

erties, executing the solution, refining the grid and viewing and postprocessing the 

results. 

Fluent can use unstructured meshes which can reduce the amount of time gener- 

ating a grid. FLUENT can also use block-structured meshes. Therefore it is capable 

of handling both triangular and quadrilateral elements (or a combination of the two) 

in 2D, hexahedral, pyramid, and wedge elements (or a combination of these) in 3D. 

AU types of meshes can be adapted in order to resolve large gradients in the flow 

field, but the initial mesh is generated (whatever the element types used) outside 

of the solver, using GAMBIT, TGrid, or one of the CAD systems for which mesh 

import filters exist. 



4.2 Problem Solving Steps 

The basic procedural steps are shown below. 

1. Create the model geometry and grid, 

2. Start the appropriate soiver for 2D or 3D modeling, 

3. Import the grid, 

4. Check the grid, 

5. Select the solver formulation, 

6. Choose the basic equations to be solved: l a i n a r  or turbulent (or inviscid), 

chemical species or reaction, heat transfer models, etc. Identify addi tional models 

needed: fans, heat exchmgers, porous media, etc, 

7. Specify material properties, 

8. Specify the boundary conditions, 

9. Adjust the solution control parameters, 

10. Initialize the flow field, 

11. Calculate a solution, 

12. Examine the results, 

13. Save the results, and 

14. If necessary, r e h e  the grid or consider revisions to the numerical or physical 

model. 

4.3 Numerical Schemes 

There are two numencd methods: segregated solver a d  coupled solver. 

Using either method, FLUENT will solve the governing integrâl equations for the 

conservation of m a s  and momentum, and (when appropriate) for energy and other 



scalars such as turbulence and chernical species. In both cases a control-volume- 

based technique is used that consists of: 

Division of the domain into discrete control volumes using a computational grid. 

Integration of the  goveming equations on the individual control volumes to  con- 

struct dgebraic equations for the discrete dependent variables ('unknowns') such as 

veloci t ies, pressure, t emperature, and conserved scalars. 

Linearization of the discretized equations and solution of the result ant linear 

equation system to yield updated values of the dependent variables. 

The two numerical methods employ a similar discretization process (finite-volume) , 
but the approach used to linearize and solve the discretized equations is different. 

4.3.1 Segregated Solution Method 

Using the segregated solver, the governing equat ions are solved sequent ially (i .e., 

segregated fiom each onother). Because the governing equations are non-linear 

(and coupled), several iterations of the solution loop must be performed before a 

converged solution is obtained. Each iteration consists of the steps illustrated in 

Figure 4.1 and outlined below: 

1. Fluid properties are updated, based on the current solution. (If the cdculation 

has just begun, the fluid properties will be updated based on the initialized solution.) 

2. The u, v and w momentum equations are each solved in turn using current 

values for pressure and face m a s  fluxes, in order to update the velocity field. 

3. Since the velocities obtained in Step 1 may not satisfy the continuity equa- 

tion locally, a 'Poisson-type' equation for the pressure correction is derived £rom the 

continuity equation and the linearized momentum equations. This pressure correc- 

tion equation is then solved to obtain the necessary corrections to the pressure and 

velocity fields and the face m a s  flues, such that continuity is satisfied. 
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4. Where appropriate, equations for scalars such as turbulence, energy, species, 

and radiation are solved using the previously updated values of the other variables. 

5. When interphase coupling is to be included, the source terms in the appro- 

priate continuous phase equations may be updated with a discrete phase trajectory 

calculation- 

6. A check for convergence of the equation set is made. 

These steps are continued until the convergence criterias are met. 

Update properties 

Solve momentum equations 0 
1 ' Sohre pressure-comxtik (continuity) equation. 1 

I Update pressure, face mass fiow rate I 

1 1 Sohe energy, species, turbulence and other 1 
scalar equations 

Yes 

Figure 4.1 Overview of the Segregated Solution Method 



4.3.2 Coupled Solution Method 

Using the coupled solver, the governing equations to include continuity, momen- 

tum, and (where appropriate) energy and species transport ate solved simultaneously 

(Le., coupled together). Governing equations for additiond scdars will be solved 

sequentially (Le., segregated from one another and fiom the coupled set). Because 

the governing equations aire non-linear (and coupled), several iterations of the solu- 

tion loop rnust be performed before a converged solution is obtaioed. Each iteration 

consists of the steps illustrated in Figure 4.2 and outlined below: 

Update properties 1 

Sohe conthuity, momentum, energy and 
species equations simultaneously 

1 1 Solve turbulence and other scalar equations 1 
3- 

No + 
Converged? 

b A 
1 

Yes 

Figure 4.2 Overview of the Coupled Solution Method 

1. Fluid properties ore updated, based on the current solution. (If the calculation 

has just begun, the fluid properties will be updated based on the initidized solution.) 



2. The continuity, momenturn, and (where appropriate) energy and species equa- 

tions are solved simultaneously. 

3. Where appropriate, equations for scdars such as turbulence and radiation are 

solved using the previously updated values of the other variables. 

4. When interphase coupling is to be included, the source terms in the appro- 

priate continuous phase equations may be updated with a discrete phase trajectory 

calculation. 

5. A check for convergence of the equation set is made. 

These steps are continued until the convergence criterias are met. 

4.4 Setting PhysicalProperties 

An important step in the setup of the mode1 is the definition of the physical prop- 

erties of the mat erial. Material properties include: density and rnolecular weights, 

viscosity, heat capacity, thermal conductivity, mass diffusion coefficients, standard 

state enthalpies and kinetic theory parameters. 

Properties may be temperature- and/or composition-dependent, with tempera- 

t ure dependence based on a polynomial, piecewise-linear , or piecew ise-polynomial 

function and individual component properties either defined by user or computed 

via kinetic theory. 

Material properties can be defined as functions of temperature. For most proper- 

ties, a polynomial, piecewise-linear, or piecewise-polynomial function of temperature 

can be used: 

For piecewise-polynomial: 



4 ( T ) = B l + B 2 T + B 3 T 2 + - - 0  when Th.2  < T < T m o r . 2  

where 4 is the property. Temperature in the function is always in Kelvin. 

4.5 Mixture Materials 

The concept of mixture materials has been implemented to facilitate the setup 

of species transport and reacting flow. A mixture material may be thought of as a 

set of species and a list of rules governing their interaction. The mixture material 

carries wit h the following information: 

1) A list of the constituent species, referred to as Wuid" matemals; 

2) A list of mixing laws dictating how mixture properties (density, viscosity, 

specific heat, etc.) are to be derived from the properties of individual species if 

composition-dependent properties are desired; 

3) A direct specification of mixture properties if composition-independent prop- 

erties are desired; 

4) Diffusion coeEcients for individual species in the mixture; 

5) Other materid properties (e-g., absorption and scattering coefficients) that 

are not associated with individual species; 

6) A set of reactions, including a reaction type (finite-rate, eddy-dissipation, etc.) 

and stoichiometry and rate constants. 

Both mixture materials and fluid materials are stored in the materials database. 

Many cornmon mixture materials are inchded (e.g., met hane-air, propane-air) . Gen- 

erally, al1 reaction parameters and many physicd properties of the mixture and its 

constituent species are defined in the database. The use of mixture materials gives 

the flexibi.lity to use one of the many predefmed mixtures, modify one of these 

mixtures, or create a new mixture material. 



4.6 Physical Models 

Comprehensive modeling capabilities for a wide range of incompressible and com- 

pressible, larninar and turbulent fiuid flow problems are provided. A broad range 

of mathematical models for transport phenomena (like heat t ransfer and chernical 

reactions) is combined with the ability to mode1 complex geometries. The range 

of problems that can be addressed is very wide. Applications include laminar non- 

newtonian flow modehg in process equiprnent, turbulent heat transfer in turboma- 

chinery and automotive engine components, pulverized coal combustion in utility 

boilers, compressible jets in process equipment, external aerodynamics, and com- 

pressible reacting flow in solid rocket motors. 

To permit modeling of fluid flow and related transport phenomena in industrial 

equipment and processes, various useful feat ures are provided. These include porous 

media, lumped parameter (fan and heat exchanger), streamwise-periodic flow and 

heat transfer, swirl, and moving reference fiame models. The moving reference 

£rame family of models includes the ability to model single or multiple reference 

frames. A time-accurate sliding mesh method, useful for modeling multiple stages 

in turbomachinery applications, for example, is also provided, along with the mixing 

plane model for computing time-averaged flow fields. 

Another very useful set of models is the set of discrete phase models. These 

models can be used to analyze sprays and particle-laden flows in equipment like 

cyclones and aircraft-engine inlets. Several models for multiphase flows are also 

available, and c m  be used, for example, to predict jet breakup, the motion of liquid 

after a dam break, cavitation, sediment ation, and sepmation. 

The turbulence models provided have a broad range of applicability without the 

need for fine tuning to a specific application, and they include the effects of other 

physical phenomena, such as buoyancy and compressibility. Particular care has 



b e n  devoted to addressing issues of near-wall accuracy via the use of extended wall 

functions and zona1 models. 

Various modes of heat transfer can be modeled, including natural, forced, and 

mixed convection with or without added complications such as conjugate heat trans- 

fer, porous media, etc. The set of radiation models and related submodels for mod- 

eling participating media are general and can take into account the complications 

of combustion. A particular strength is its ability to mode1 combustion phenomena 

via eddy dissipation models or probability density function models. A host of other 

models that are very useful for combustion applications are also available, including 

cod and droplet combustion and pollutant formation models. 

4.7 User-Defined Funct ions 

User-defined functions can be used to enhance the standard features in a number 

of ways. These functions can be used to customize: boundaxy conditions, source 

terms, property definitions, patching of initial conditions, w d  heat fluxes, radia- 

tion scattering phase fimctions, surface and volume reaction rates, solution of user- 

defined scalars, and discrete phase mode1 body force, drag, source term, etc. 

User-defined functions (UDFs) are written in the C programming language. 

There are two types of user-dehed functions: interpreted and compiled. Inter- 

preted UDFs are translated at runtime from within a FLUENT session. Compiled 

UDFs are compiled and grouped in a shared Iibrary using a Malcefile before be- 

ginning a FLUENT session. The shared library is then linked with the standard 

FLUENT executable at runtime. The standard FLUENT executable will remain 

unchanged, but we will be able to link one of any number of shared libraries to it 

to form "effectiven custom executables. 

One advantage of using compiled UDFs is that they nui much faster than inter- 

preted UDFs. Another advantage is that compiled UDFs are given complete acte-ri 



to the solver. Interpreted UDFs, on the other hand, have limited access to the 

solver and, for example, do not recognize C laquage structures. Interpreted UDFs 

are architecture-independent, and as a result, are more convenient to use. 

4.8 Solut ion- Adapt ive Grid 

The solution-adaptive mesh rehement feature allows to refine andfor coarsen 

the grid based on geometric and numerical solution data. By using solution-adaptive 

refinement, cells can be added where they are needed in the mesh, thus enabling 

the features of the flow field to be better resolved. When adaption is used properly, 

the resulting mesh is optimal for the flow solution because the solution is used to 

determine where more cells are added. In other words, computational resources are 

not wasted by the inclusion of unnecessary cells, as typically occurs in the structured 

grid approach. Furthemore, the effect of mesh rehement on the solution can be 

studied without completely regenerating the mesh. 

Solution-adaptive grid capability is particularly useful for accurately predicting 

flow fields in regions with large gradients, such as free shear layers and boundary 

layers. In cornparison to solutions on structured or block structured grids, this 

feature significantly reduces the time required to generate a good grid. Solution- 

adaptive rehement makes it easier to perform grid refhement studies and reduces 

the computational effort required to achieve a desired level of accuracy, since mesh 

refinement is limited to those regions where greater mesh resolution is needed. 

The advantages of solution-adaptive rehement axe significant . However, the 

capability must be used carefdy to avoid certain pitfalls. Some guidelines for 

proper usage of solution-adaptive refinement are as follows: 

1) The surface mesh must be fine enough to represent adequately the important 

features of the geometry. For example, it would be bad practice to place too few 

nodes on the surface of a highly-curved airfoil, and then use solution refinement 



to add nodes on the surface. Clearly, the surface will always contain the facets 

contained in the initial me&, regardless of the additional nodes introduced by re 

bernent. 

2) The initial mesh should contain sufficient cells to capture the essential features 

of the flow field. In addition to having sufficient surface resolution to represent 

the shape of the body, the initial mesh should also contain enough cells so that a 

reasonable first solution can be obtained. Subsequent gradient adaption can be used 

to sharpen the shock and establish a grid-independent solution. 

3) A reasonably well-converged solution should be obtained before an adaption 

is performed. If adapt to an incorrect solution, cells will be added in the wrong 

region of the flow. However, careful judgment must be used in deciding how welI to 

converge the solution before adapting, because there is a trade-off between adapting 

too early to an unconverged solution and wasting time by continuing to iterate when 

the solution is not changing significantly. 

4.9 Unstructured Grids 

Discretization of a domain can be accomplished either directly in the physical 

space or on the transformed computational space. The choice will primârily depend 

on the numerical scheme to be utilized as weU as the domains of solution. The 

finite difference equations approximating the partial differential equations are solved 

within a rectangular grid system. For non-rectangular physical domain, a coordinate 

transformation to computational space is required. The grid points are defined at 

the intersection of equally distanced pardel lines within the rectangulôr (2-D) or 

cubical (3-D) computationd domain. There axe corresponding grid points within 

the physical space established by algebraic relations or differential 



equations. The grid points can be easily identified and are usually designated by 

the indices i, j and k in an orderly rnanner dong the grid lines. This type of grid is 

known as structured grid. 

In addition t O fini te difference schemes, two ot her numerical schemes aie avaïlable 

for the solution of the conservation laws. These schemes axe finite volume schemes 

and finite element schemes. Both of these schemes are integrd methods, that is, 

the original differential equations are integrated on the physical domain. Therefore, 

the grid system for the finite volume or finite element schemes are usudy gener- 

ated directly within the physical space. There exist various choices in the selection 

of the volumes or elements. Thus, the domain of solution is usualiy divided into 

triangles or quadrilaterals (or any other kind of polygons in 2-D, whereas pyramids 

or tetrahedrons are used in 3-D). It is obvious that the grid points, in general, can- 

not be associated with grid lines. Therefore, the identification of the grid points 

must be individually specified. Such a grid system is known as an unstnictured 

grid system. The main advastage of the unstructured grid is that it can be used 

easily to fit irregular, singly-connected domains, as well as multiply-connected do- 

mains. The unstructured grid also can be coupled with grid refinement techniques 

for the adaptive methods. However, unstructured grid generation is more difficult to 

program, that is, the programmer needs a sound background in the data structure 

arrangement and experience in the data book-keeping skills. 

4.10 Boundary Conditions 

Boundary conditions specify the flow and thermal variables on the boundaries 

of physical model. They are, therefore, a critical component of simulations and it is 

important that they are specified appropriately. 

The boundary conditions are classified as follows: 

Flow inlet and exit boundaries: pressure inlet, velocity inlet, mass flow inlet, inlet 



vent, intake fan, pressure outlet, pressure far-field, outflow, outlet vent, exhaust fan; 

Wall, repeat ing and pole boundaries: wd, symmetry, periodic, axis; 

Internal cell zones: fluid, solid (porous is a type of fluid zone); 

Interna1 face tioundaries: fan, radiator, porous jiimp, wd, interior. 

Physical boundaries of a specified domain upon which boundary conditions are 

generally required or where the values of the dependent variables must be determined 

as a part of the overall solution c m  be categorized into five groups. They are: body 

surface, far-field, symmetry line (or surface in 3D), idow, and outflow boundaries. 

Physical or numerical specification and implementation of the boundary conditions 

along various bouhdaries are generally challenging. 

4.10.1 Using Flow Boundary Conditions 

There are 10 types of boundary cell types for the specification of flow inlets and 

exits: velocity inlet, pressure inlet, mass flow inlet, pressure out let, pressure fa-field, 

outflow, inlet vent, intake fan, outlet vent and exhaust fan. 

4.10.1.1 Velocity Inlet Boundary Conditions 

Velocity inlet boundary conditions are used to define the flow velocity, along 

with al1 relevant scalar properties of the flow, at flow inlets. The total (or stag- 

nation) properties of the flow are not fixed, so they will rise to whatever value is 

necessary to provide the prescribed velocity distribution. The i d o w  velocity by 

specifying the velocity magnitude and direction, the velocity components, or the 

velocity magnitude normal to the boundary can be defined. 

This boundary condition is intended for incompressible flows, and its use in 

compressible flows will lead to a nonphysical result because it allows stagnation 

conditions to float to any level. One should also be careful not to place a velocity 



inlet too close to a solid obstruction, since this could cause the i d o w  stagnation 

properties to become highly nonuniform. 

4.10.1.2 Pressure Inlet Boundary Conditions 

Pressure inlet boundary conditions are used to dehe  the fluid pressure at flow 

inlets, dong with all other scalar properties of the flow. They are suitable for 

both incompressible and compressible flow calculations- Pressure inlet boundary 

conditions con be used when the inlet pressure is known but the fiow rate and/or 

velocity is not known. This situation may aise  in many practical situations, includ- 

ing buoyancy-driven flows. fressure inlet boundary conditions can also be used to 

define a "free" boundary in an extemal or unconfined flow. 

The pressure field (p : )  and pressure inputs (pi or ph) include the hydrostatic 

head, p,gx. That is, the pressure is defmed as 

Total pressure for an incompressible fluid is defined as 

and for a compressible fluid as  

where 

PO to td  pressure 



Pa static pressure 

Ma Mach number 

k ratio of specific heats ( c p / ~ )  

4.10.1.3 Mass Inlet Boundary Conditions 

Mass flow boundary conditions can be used to provide a prescribed mass flux at  

an inlet. The inlet total pressure is adjusted locally to achieve the velocity needed 

to provide the prescribed mass flux. 

Mass flow inlet boundary conditions are used in compressible flows to prescribe a 

mass flow rate at an inlet. It is not necessory to use mass flow inlets in incompressible 

flows because when density is constant, velocity inlet boundary conditions will fix 

the mass flow. A m a s  flow idet  is often used when it is more important to match a 

prescribed mass and energy flow rate than to match the total pressure of the i d o w  

stream. An example is the case of a s m d  cooling jet that is bled into the main flow, 

while the velocity of the main flow is governed primarily by a pressure inlet/outlet 

boundary condition pair. 

The adjustment of inlet total pressure might result in a slower convergence, so 

if both the pressure inlet boundary condition and the mass flow inlet boundary 

condition are acceptable choices, the latter should be chosen. 

4.10.1.4 Pressure Outlet Boundary Conditions 

Pressure outlet boundary conditions are used to define the static pressure at %ow 

outlets (and also other scalar variables, in case of backflow). The use of a pressure 

outlet boundary condition instead of an outflow condition often results in a better 

rate of convergence when backflow occurs during iteration. 

Pressure outlet boundary conditions require the specification of a static (gauge) 

pressure at the outlet boundary. The value of static pressure specified is used only 



while the flow is subsonic. Should the flow become locally supersonic, the specified 

pressure is no longer used; pressure will be extrapolated fiom the flow in the interior. 

ALI ot her flow quantities are ext rapolated from the int erior. 

4.10.1.5 Pressure FafiField Boundary Conditions 

Pressure far-field boundary conditions are used to model a kee-stream compress- 

ible flow at infinity, with fiee-stream Mach number and static conditions specified. 

This boundary type is available only for compressible flows. 

Pressure far-field conditions are used to model a fie-stream condition a t  infinity, 

with free-stream Mach number and static conditions being specified. The pressure 

far-field boundary condition is often called a characteristic boundary condition, since 

it uses characteristic information to determine the flow variables at the boundaries. 

This boundary condition is only applicable when the density is calculated using 

the ideal-gas law. Using it for other flows is not permitted. To effectively ap- 

proximate t rue infinite-extent conditions, the fa-field boundary must be placed far 

enough from the object of interest. For example, in lifting oirfoil calculations, it is 

not uncornmon for the far-field boundary to be a circle with a radius of 20 chord 

lengt hs. 

4.10.1.6 OtherBoundary Conditions 

Outflow boundary conditions are used to model flow exits where the details of 

the flow velocity and pressure are not known pnor to solution of the 0ow problem. 

They are appropriate where the exit flow is close to a fully developed condition, as 

the outflow boundary condition assumes a zero normal gradient for all flow variables 

except pressure. They are not appropriate for compressible flow calculations. 

Inlet vent boundary conditions are used to mode1 an inlet vent with a specified 

loss coefficient, flow direction, and ambient (inlet) total pressure and temperature. 



Intake fan boundary conditions are used to model an extemal intake fan with 

a specified pressue jump, flow direction, and ambient (intake) total pressure and 

temperature. 

Outlet vent boundary conditions are used to model an outlet vent with a specified 

loss coefficient and ambient (discharge) stat ic pressure and temperature. 

Exhaust fan boundary conditions are used to model an extemal exhaust fan with 

a specified pressure jump and ambient (discharge) static pressure. 

No slip velocity boundary conditions are used at the body surface. Therefore, the 

surface velocity is imposed at the boundary. For most applications where there is no 

relative motion between the solid surface and the fluid, the velocity components are 

set to zero according to the no slip condition. If the surface is porous where fluid is 

injected or extracted at some specified velocity, the injection or extraction velocity 

is used. Usually the pressure at the surface is not known and must be determined 

as a part of the overall solution. GeneraUy speaking, the Neumann-type boundary 

condition is imposed for the pressure. For this purpose a relation involving the 

normal pressure gradient is obt ained Erom the appropriate momentum equation. 

4.10.2 Symmetry 

For applications where the configuration and the domain of solution are sym- 

met rical, the axis of symmetry (or surface of symmetry) may be used as a boundary. 

The boundary location may be defined in two fashions. First, the boundary is set 

on the axis of symmetry. In this case the net flow across the symmetry line is zero. 

Therefore, the component of the veiocity normal to the boundary is set to zero. 

Furthermore, the shear stress along the axis of symmetry rnay be zero in some ap- 

plications. Thus, the velocity gradient is set to zero. Second, the boundary may be 

set below the axis of synimetry, in which case the symmetry of flow variables are 

used as the  required boundary conditions. 



4.10.3 Wall Boundary Conditions 

Wall boundary conditions are used to bound fluid and solid regions. In viscous 

flows, the no-slip boundary condition is enforced at walls. 

4-10 .3.l Shear-Stress Calculation in Laminar Flow 

In a lamina flow, the wall shear stress is defined by the normal velocity gradient 

at the wall as 

When there is a steep velocity gradient at the wd, it must be sure that the grid 

is sufficiently fine t O accurat ely resolve the boundary layer. 

Wall functions are a collection of semi-empirical formulas and functions that in 

effect 'bridge' or 'link' the solution variables at the near-wd cells and the corre- 

sponding quantities on the wail. The wall functions comprise 'laws-of-the-waU for 

mean velocity and temperature' and 'formulas for near-wall turbulent quantities'. 

Two types of wall function: standard wall functions and nonequilibrium wall 

functions are introduced. 

4.10.3.2 Standard Wdl Eùnctions 

The standard wall functions are based on the proposal of Launder and Spalding 

(l974), and have been most widely used for industrial flows. 

The law-of- t he-wall for mean velocity yields 

1 
iT = - ln(Ey*) 

K 



where 

and 

K 

E 

UP 

kp 

YP 

C1 

Von Karman's constant (= 0.42) 

empirical constant (= 9.81) 

mean velocity of the fluid at point P 

turbulent kinetic energy at point P 

distance from point P to the wall 

dynamic viscosity of the fluid 

The logarithmic law for mean velocity is known to be valid for y * > 30 - 60. In 
FLUENT, the log-law is employed when y' > 11.223. 

When the mesh is such that y* < 11.225 at the wall-adjacent cells, the laminar 

stress-strain relationship is applied that can be written as 

Cr* = y *  (4.11) 

It should be noted that the laws-of-the-wall for mean velocity and temperature 

are based on the wall unit, y*, rather than y + ( ~  pu,y/p). These quantities are 

approximately equal in equilibrium turbulent boundary layers. 

Reynolds' analogy between momentum and energy transport gives a similôr log- 

axithmic law for mean temperature. As in the law-of-the-wall for mean velocity, the 

law-of-the-wall for temperature employed comprises the following two different laws: 

1) Linear law for the thermal conduction sublayer where conduction is important; 



2) Logarithmic law for the turbulent region where effects of turbulence dominate 

conduction. 

The thickness of the thermal conduction layer is, in generd, different from the 

thickness of the (momentum) viscous sublayer, and changes from fluid to fluid. For 

example, the thickness of the thermal sublayer for a high-Prandtl-nurnber fluid (e-g., 

oil) is much less than its rnomentum sublayer thickness. For fluids of low Prandtl 

numbers (e-g., liquid metal), on the contraxy, it is much larger than the rnomentum 

sublayer thickness. 

In the k - E models and in the RSM (if the option to obtain w d  boundary 

conditions fiom the k equation is enabled), the k equation is solved in the whole 

domain including the wd-adjacent cells. The boundary condition for k imposed at 

the wall is 

where n is the local coordinate normal to the wall. 

The production of kinetic energy, Gk, and its dissipation rate, E ,  at the wdl- 

adjacent cells, which are the source terms in the k equation, are computed on the 

basis of the local equilibrium hypothesis. Under this assumption, the production 

of k and its dissipation rate are assumed to be equal in the wall-adjacent control 

volume. 

Thus, the production of k is computed from 

and e is computed from 



Note that, as shown here, the wall boundary conditions for the solution variables 

including mean velocity, temperature, k and s are a,ll taken care of by the w d  func- 

tions, Therefore, one do not need to be concerned about the boundary conditions 

at the w d s .  

The standard wall functions work reasonably well for a broad range of wd- 

bounded flows. However, they tend to become less reliable when the £low situations 

depart too much from the ideal conditions that are assumed in their derivation. 

Among others, the constant-shear and Iocal equilibriurn hypotheses are the ones that 

most restrict the universality of the standard wall functions. Accordingly, when the 

near-wall flows axe subjected to severe pressure gradients, and when the flows are in 

strong nonequilibrium, the quality of the predictions is likely to be compromised. 

The nonequilibrium w d  functions offered as an additional option can improve 

the results in such situations. 

4.10.3.3 Nonequilibrium Wall F'unct ions 

The key elements in the nonequilibrium w d  functions (Kim, 1995) are as follows: 

1. Launder and Spalding's log-law for mean velocity is sensitized to pressure- 

gradient effects. 

2. The two-layer-based concept is adopted to compute the budget of turbulent 

kinetic eneïgy (c, 5) in the wd-neighborïng cells. 

The law-of-the-waJl for mean temperature remains the same as in the standard 

wall function. The log-law for mean velocity sensitized to pressure gradients is 

where 



and y, is the physical 

where y: = 11.225. 

viscous sublayer thickness, and is computed from 

The nonequilibrium wall function employs the twdayer concept in computing 

the budget of turbulent kinetic energy at the wd-adjacent cells, which is needed 

to solve the k equation at the wall-neighboring cells. The wd-neighboring cells are 

assumed to consist of a viscous sublayer and a f d y  turbulent layer. The following 

profile assumptions for turbulence quantities are made: 

where Cl = KC;~/', and y, is defined in Equation (4.17). 

Using these profiles, the cell-averaged production of k, G, and the cell-averaged 

dissipation rate, 5, can be computed from the volume average of Gk and E of the 

wall-adjacent cells. For quadrilateral and hexahedral cells for which the volume 

average can be approximated with a depth-average, 



and 

where y, is the height of the ceIl (y, = 29,). For cells with other shapes (e-g., 

trimgular and tetrahedral grids), the appropriate volume averages are used. 



Chapter 5 

Mat hematical and P hysical Models 

5.1 Introduction 

The purpose of this chapter is to present and discuss the solution of turbulent 

reaction flow problexns with the use of various Ends of numerical methods and 

turbulent models. Turbulence is cornmonplace. At high Reynolds number the flow 

becomes turbulent. When chernical reactions occur in turbulence, the situation 

is more chmtic. In order to achieve closure of the equations for turbulence in 

reacting flow systems, various models have k e n  proposed. Among them, the most 

popular is the k - E two-equation model. Recently, direct numerical simulations 

and large eddy simulations have been applied to study chemically reacting flow. 

In numerical methods, finite difference methods have been used most widely but 

other methods such as finite volumes, finite element and spectral methods have 

been applied increasingly in computational combustion. 



5.2 Turbulence Models 

Various models have been proposed to achieve closure of the equations of tur- 

bulence in reacting flow system. The most popular model is the standard k - e 

model of Launder and Spalding (19741, the turbulence kinetic energy k and its dis- 

sipation rate E are calculated from transport equations in the f d y  turbulent flow 

region, and the Reynolds-stress tensor is represented by an eddy viscosity model 

constructed fiom k, E and mean flow field. The turbulent eddy viscosity can be 

determined fiom the transport equation of k and E.  For wall bound flows, w d  func- 

tions are added to blend the f d y  turbulent region with the near wall region, because 

of the predorninance of viscous effects in that region. Used in conjunction with wall 

functions, the k - E model is reasonably well behaved, and has been applied to the 

solution of many practical problems with a moderate amount of success. 

5.2.1 Zero Equation Models 

The zero equation models are equations wherein the turbulent fluctuating cor- 

relations are related to the mean flow field quantities by algebraic relations. The 

underlying assumption in zero-equation models is that locd rate of production of 

turbulence and the rate of dissipation of turbulence are approximately equal. How- 

ever, they do not include the convection of turbulence. Obviously, it is contrary to 

the physics of most Ilow fields, since the past history of the flow must be accounted 

for. Nevert heless, these models are mathematically simple and t heir incorporation 

into a numerical code can be accomplished with relative ease. 

Generally, most models employ as inner regionfouter region formulation to rep- 

resent mixing length. A commonly used model utilizes an  exponential function (van 

Driest damping function) for the imer region, whereas the outer region is propor- 

tional to the boundary layer thickness. Mathematically they are expressed as 



and 

where k is the Von Karman constant (- 0.41), and A+ is a parameter which depends 

on the streamwise pressure gradient. For a zero-pressure gradient flow, it has a value 

of 26. The constant Co in the equation is usually assigned a value of 0.08 - 0.09, 
whereas 6 is the boundary layer thickness. 

Another formulation commonly ased for the outer region turbulent viscosity is 

the Cebeci/Srnith model expressed as 

where a is usually assigned a value of 0.0168 for flows where Ree (momentum thick- 

ness Reynolds number) is greater than 5000 and 6' is the kinetic displacement thick- 

ness defined as 

R e c d  that the Reynolds number based on momentum thickness is defined as 

where the momentum thickness 8 is 

The algebraic model described above requires information regarding the bound- 

rtry layer thickness and flow properties at the boundary layer edge. When the 



Navier-Stokes equations are being solved, it may be a difficult task to determine the 

boundary layer thickness and the requiwd properties at the edge. That is especially 

the case when flow separation exists e t h i n  the domain. However, when it is nec- 

usary to determine the extent of the -viscous region within the domain, the total 

enthalpy is usually used. 

A turbulence model which is not written in terms of the boundary layer quantities 

was introduced by Baldwin and Lomax (1978). The inner region is approxirnated 

by 

where w is the vorticity defined as 

The outer region is approximated b y  

Pt = apCrpFwcakeF~le6 

where Q is assigned a value of 0.0168 (ks in the Cebeci/Smith model) and 

A typicd value for Cwake is 0.25. h f he 

are employed, 

above equation, the foLlowing definitions 

where 1 is the mixing length and determined by the Van Driest function. The 

difference between the absolute values of the maximum and minimum velocities 

wit hin the viscous region is denoted by h V .  FKleb is the intermittence factor dehed 

as 



and y,, is the y location where G,, occurs. 

The Klebanoff constant CKIeb is determined £rom the fouowing expression, 

where 

and v* is the friction velocity. The velocity gradient in P* is calculated outside the 

viscous region. Once the Klebanoff constant is evaluated, Cc, is determined from 

To mode1 the eddy diffusivity, the Reynolds andogy may be used. Recall that 

the Reynolds onalogy assumes a sirnilaxi ty between the moment urn transfer and heat 

transfer. Therefore, a turbulent Prandtl number is defined as 

For most flows, it is assumed that the turbulent Prandtl number remains constant 

across the boundary Iayer. For air, Prt = 0.9. Thus, the turbulent conductivity is 

det errnined as 

where pt is provided by the turbulence models. 



5.2 -2 Spalart- Allmaras One Equat ion Model 

5.2.2.1 Spalart-Allmaras Model 

In turbulence models that employ the Boussinesq approach, the central issue is 

how the eddy viscosity is computed. The model proposed by Spalart aad Ahnaras 

(1992) solves a transport equation for a quantity that is a modified form of the 

turbulent kinematic viscosity. The transported variable in the Spalart-Allmaras 

model, v", is identical to the turbulent kinematic viscosity except in the near-woll 

(viscous-nffected) region. The transport equation for V is 

where Gu is the production of turbulent viscosity and Y, is the destruction of tur- 

bulent viscosity that occurs in the near-wall region due to wall blocking and viscous 

damping. oz and CbZ are constants and v is the molecular kinematic viscosity. 

The turbulent viscosity, pt ,  is computed £rom 

where the viscous damping function, fvl, is given 

fvl  = 
x3 

x3 + 

and 



The production term, G,, is modeIed as 

G, = C,, p 2; 

w here 

and 

Csl and n are constants, d is the distance fiom the w d ,  and S is a scalar 

measure of the deformation tensor. As in the original model proposed by Spdart 

and Aharas ,  S is based on the magnitude of the vorticity: 

where 0, is the mean rate-of-rotation tensor and is defmed by 

The justification for the default expression for S is that, for the wall-bounded 

flows that were of most interest when the model was formulated, turbulence is found 

only where vorticity is generated near walls. However, i t  has been acknowledged 

that one should also take into account the effect of mean strain on the turbulence 

production, and a modification to the model has been proposed (Dacles-Mariani et 

al, 1995). 

This modification combines measures of both rotation and strain tensors in the 

definition of S: 



where 

with the mean strain rate, S,, defined as 

Including both the rotation and strain tensors reduces the production of eddy 

viscosity and consequently reduces the eddy viscosity itself in regions where the 

meâsure of vorticity exceeds that of strain rate- 

The destruction term is modeled as 

where 



5.2.2.2 Wall Boundary Conditions 

At walls, the modified turbulent kinematic viscosity, G, is set to zero. 

When the mesh is fine enough to resohe the laminar sublayer, the wall shear 

stress is obtained Tom the larninar stress-strain relationship: 

If the mesh is too coarse to resolve the laminar sublayer, it is assumed that the 

centroid of the wall-adjacent cell falls within the logarithmic region of the boundary 

layer, and the law-of-t he-wall is employed: 

where IC = 0.419 and E = 9.793. 

5.2.3 k - E Two-Equation Mode1 

The convection of turbulence is not modeled in zero-equation models. Therefore, 

the ~hysical  effect of past history of the flow is not included in simple Jlgebraic 

models. In order to account for this physical effect, a transport equation based on 

the Navier-Stokes equation may be derived. When two such equations are employed, 

it is referred to as a two-equation model. A comrnonly used two-equation turbulence 

model is the k - E model. The partial differential equations axe derived for kinetic 

energy of turbulence (k), and the dissipation of turbulence (a), where 



and 

5-2.3.1 The Standard k - E Mode1 

The standard k-E model(Launder and Spalding, 1972) is a semi-empirical model 

based on model transport equations for the turbulent kinetic energy (k) and its 

dissipation rate ( E ) .  The model transport equation for k is derived fiom the exact 

equation, while the model transport equation for E was obtained using physical 

reasoning and bears lit tle resemblance to its mat hematically exact counterpart . 

In the derivation of the k - E model, it was assumed that the flow is fully 

turbulent, and the efFects of molecular viscosity are negligible. The standard k - E 

model is therefoïe valid only for fdly turbulent flows. 

The turbulent kinetic energy, k, and its rate of dissipation, E, are obtained fkom 

the following transport equations: 

and 

€ e2 
pz ~t = a azi [ ( P  -f- g) g] + &j-(Gk + &Ga) - C2.pF 

In these equations, Gk represents the generation of turbulent kinetic energy due 

to the mean velocity gradients. Gb is the generation of turbulent kinetic energy due 

to buoyancy. YM represents the contribution of the fluctuating dilatation in com- 

pressible turbulence to the overall dissipation rate. C* is the constant considering 

buoyancy. The turbulent viscosity, pt,  is cornputed by combining k and e as follows: 
~2 



According to Launder and Spalding, the model constants 

These values have been determined fkom experiments with air and water for 

fundamental turbulent shear flows including homogeneous shear flows and decaying 

isotropic grid turbulence. They have b e n  found to work fairly well for a wïde range 

of wd-bounded and fkee shear flows. 

5.2.3.2 Transport Equations for theRNG k - E  Mode1 

The RNG k - a model was derived using a rigorous statistical technique called 

renormalization group theory (RNG). It is similm in form to the standard k - E 

model, but includes the following refinements: 

1) The RNG rnodel has an additional term in its E equation that significantly 

improves the accuracy for rapidly strained flows. 

2) The effect of swirl on turbulence is included in the RNG model, enhancing 

accuracy for swirling flows. 

3) The RNG theory provides an analytical formula for turbulent Prandtl num- 

bers, while the standard k - E model uses user-specified, constant values. 

4) While the standard k - E model is a high-Reynolds-number model, the RNG 

theory provides an analytically-derived differential formula for effective viscosity 

that accounts for low-Reynolds-number effects. Effective use of this feature does, 

however, depend on on appropriate treatment of the near-wall region. 

These features make the RNG k - e model more accurate and reliable for a wider 

class of flows than the standard k - E model. A more comprehensive description of 

RNG theory and its application to turbulence can be found in (Choudhury, 1993). 

The RNG k - e model has a similar form to the standard k - e model: 



and 

In these equations, Gk represents the generation of turbulent kinetic energy due 

to the mean velocity gradients. Gs is the generation of turbulent kinetic energy 

due to buoyancy. YM represents the contribution of the fluctuating dilatation in 

compressible turbulence to the overall dissipation rate. The quantities CQ and a, are 

the inverse effective Prandtl numbers for k and E ,  reçpectively. R will be discussed 

later on in 5.2.3.5. 

5.2.3.3 Modeling the Effective Viscosit y 

The scale elimination procedure in RNG theory results in a differential equation 

for turbulent viscosity: 

where 

Equation (5.42) is integrated to obtain an accurate description of how the effec- 

tive turbulent transport varies with the effective Reynolds number (or eddy scale), 

allowing the mode1 to better handle low-Reynolds-nurnber and near-wd flows. 

In the high-Reynolds-number limit , 



where C, equals to 0.0845, derived using RNG theory. It is interesting to note that 

this value of C, is very close to the empMcally-determined value of 0.09 used in the 

standard k - E model. 

The inverse effective Prandtl numbers a ~ ,  and cr, are computed using the following 

formula derived analyticdy by the RNG theory: 

where a. = 1.0. In the high-Reynolds-number limit (p,, /pef,  < l ) ,  c r i  = a, c 

1.393. 

5.2.3.5 The R Term in the E Equation 

The main difference between the RNG m d  standard k - E models lies in the 

additional term in the e equation given by 

where 1) G Skie,  7, = 4.38, ,8 = 0.012. 

The effects of this term in the RNG E equation can be seen more clearly by 

rearranging E equation as 

where C;, is given by 



In regions where 1) < rl,, the R term makes a positive contribution, and CG 

becomes larger than Cz, In the logaxithmic layer, for instance, it cas be shown 

that I ]  % 3.0, giving CG E= 2.0, which is close in magnitude to the value of CZc in 

the standard k - E model. As a result , for weakly to moderately strained flows, the 

RNG model tends to give results largely comparable to the standard k - E model. 

In regions of luge  strain rate (7 > q0), however, the R term makes a negative 

contribution, making the vdue of C;, less than C2,. In cornparison with the standard 

k - E model, the smaller destruction of E augments a, reducing k and eventudy the 

effective viscosity. As a result, in rapidly strained flows, the RNG mode1 yields a 

lower turbulent viscosity than the standard k - E model. 

Thus, the RNG model is more responsive to the effects of rapid strain and 

streamline curvature than the standard k - E model, which explains the superior 

performance of the RNG model for certain classes of flows. The model constants 

CIE and Cz, are 

Clc=1.42, C2c=1.68 

5.2.4 Reynolds Stress Mode1 

Rey nolds-averaged Navier-S to kes (RANS) equat ions are: 

They have the some general form as the instant aneous Navier-S tokes equat ions, 



with the velocit ies and ot her solution variables now representing ensemble-averaged 

(or time-averaged) values. Additional terms now appear that represent the efFects of 

turbulence. The Reynolds stress mode1 (Gibson and Launder 1978, Launder 1989, 

Launder et al 1975) involves caldation of the individual Reynolds stresses, uiu;, 

using differential transport equations. The individual Reynolds stresses are then 

used to obtain closure of the Reynolds-averaged momentum Equation (5.49). 

The exact form of the Reynolds stress transport equations may be derived by 

taking moments of the exact momentum equation. This is a process wherein the 

exact momentum equations are multiplied by a fluctuating property, the product 

then being Reynolds-averaged. Unfortunûtely, several of the terms in the exact 

equation are unknown and modeling assumptions are required in order to close the 

equations. 

In this section, the Reynolds stress transport equations are presented together 

with the modeling assumptions required to attain closure. 

5.2.4.1 The Reynolds Stress Transport Equat ions 

The exact transport equations for the transport of the Reynolds stresses, pufui, 

may be written as follows: 



82 

Of the various terms in these exact equations, Cij, De, Pij, and fij  do not re- 

quire any modeling. However, Dz, Gij, 4, and €6 need to be modeled to close the 

equat ions. 

5.2.4.2 Modeling Turbulent Diffusive Transport 

Dg can be modeled by the generahzed gradient-diffusion model: 

However, this equation c m  result in numerical instabilities, so it has been sim- 

plified to use a scalar turbulent diEusivity as follows (Lien and Leschziner, 1994): 

where pt is the turbulent viscosity. 

A value of C T ~  = 0.82 is derived by applying the generalized gradient-diffusion 

model to the case of a plane homogeneous shear flow. Note that this value of C T ~  is 

different fkom that in the standard and realizable k - E models, in which O= 1.0. 

5.2.4.3 Linear Pressure-Strain Mode1 

The classical approach to modeling &j uses the following decomposition: 

4 i , j  = 4ij.1 + h j . 2  + 4; (5.53) 

where 4ij,i is the "slow pressure-strainn term, also known as the return-to-isotropy 

term, dGPz is called the rapid pressure-strain term, and 4: is the wd-reflection term. 



5.2.4.4 Boundary Conditions for the Reynolds Stresses 

At wails, the near-wall values of the Reynolds stresses and E are computed from 

wall fimctions. Explicit wall boundary conditions are applied for the Reynolds 

stresses by using the log-law and the assumption of equilibrium, disregarding con- 

vection and diffusion in the transport equations for the stresses. 

Alternatively, the Reynolds stresses can be explicitly specified in terms of w d -  

shear stress, instead of k: 

where ut is the friction velocity defined by ut \/T,/~, rw is the w d - s h e a  stress. 

5.2.5 Computational Effort 

In terms of computation, the zero equation model is the least expensive turbu- 

lence model, since no turbulence transport equation is solved. In Spalart- A h a r a s  

model, only one turbulence transport equation is solved. 

The standard k - E model clearly requires more computational effort than the 

Spalart-Allmaras model since an additional transport equation is solved. The real- 

izable k - E model requires very iittle more computational effort than the standard 

k - E model. However, due to the extra terms and functions in the goveming equa- 

tions and a greater degree of nonlinearity, computations with the RNG k - E model 

tend to take 10-15% more CPU time than with the standard k - E  model. Compared 

with the k - E models, the RSM requires additional memory and CPU time due to 

the increased number of the transport equations for Reynolds stresses. 

The standard k - e model is known to be slightly over-diffusive in certain sit- 



uations, while the RNG k - E model is designed such that the turbulent viscosity 

is reduced in response to high rates of strain. Since diffusion has a stabilizing ef- 

fect on the numerics, the RNG model is more likely to be susceptible to instability 

in steady-state solutions. However, this should not necessarily be seen as a disad- 

vantage of the RNG model, since these characteristics make it more responsive to 

important physical instabilities such as time-dependent turbulent vortex shedding. 

5.2.6 Direct Numerical Simulation 

Direct numerical simulation (DNS) refers to a class of three-dimensional, time- 

dependent numerical solutions of the equations that govern the velocity, pressure, 

temperature and species concentrations in a turbulent flow. In general, DNS re- 

solves the dynamics of all of the length and times scales of the turbulence, and thus 

introduces no modeling assumptions in its implementation. Since the pioneering 

studies by Lily (1972) and Patterson (1971)) DNS has grown into an important tool 

for analyzing a broad range of complex turbulent processes because it provides the 

investigator with information that may be difficult if not impossible to obtain frorn 

a conventiond experiment . 

In direct numerical simulation, the instantaneous Navier-Stokes equations are 

solved numerically by means of spectral and pseudospectral techniques. Frequently, 

these simulations assume that the flow is periodic in one, two, or three directions, 

which are treated by means of spectral Fourier methods. The results of these simu- 

lations are not realistic because turbulent flows evolve in both space and time, and 

the use of periodic boundary conditions implies that only the temporal evolution of 

the flow is important. In addition, direct numerical simulation has been mainly ap- 

plied to simple flows such as mixing layers with simple chemistry and low Reynolds 

number flows (Givi et al. 1988). Direct numerical simulation of diffusion turbulent 

flames may be found in Vervisch' review (1998). 

DNS has to take into account explicitly aU scales of motion. It is theoreti- 

cally possible to resolve the whole spectrum of turbulent scales directly. DNS is 



not , however, feasible for practical engineering probIems. To underst and the large 

computational cost of DNS, consider that the ratio of the large (energy-containing) 

scdes to the s m d  (energy-dissipating) scales is proportional to R$'~, where Ret is 

the turbulent Reyndds number. Therefore, to resolve all the scales, the mesh size 

in t hree dimensions will be proportional to R $ ~ .  Simple arithmetic shows that, for 

high Reynolds nurnb-ers, the mesh sizes required for DNS are prohibitive. Adding to 

the computational ciost is the fact that the simulation will be a transient one with 

very s m d  time steps, since the temporal resolution requirements are governed by 

the dissipating scales, rather than the mean flow or the energy-containing eddies. 

5.2.7 The Large Eddy Simulations 

Turbulent flows ;are characterized by eddies with a wide range of length and 

time scales. The largest eddies are typically comparable in size to the characteristic 

length of the mean flow. The smallest scales are responsible for the dissipation of 

turbulent kinetic energy. 

The conventional approach to fiow simulations employs the soliltion of the Reynolds- 

averaged Navier-Stokes (RANS) equations. In the RANS approach, aU the turbulent 

motions are modelecl, resulting in a significant savings in computational effort. 

Conceptually, LES is situated somewhere between DNS and the RANS approach. 

Basically, in LES, large eddies axe resolved directly, while small eddies are modeled. 

The rationale behindI LES can be sumrnarized as follows: 

0 Momentum, rnass, energy, and other passive scalars are transported mostly by 

large eddies. 

0 Large eddies are more problem-dependent . They are dictated by the geometries 

and boundary conditions of the flow involved. 

S m d  eddies are  less dependent on the geometry, tend to be more isotropic, 

and are consequently more universal. 



The chance of fmding a universal mode1 is much higher when only s m d  eddies 

are modeled. 

Solving only for the large eddies and modeling the smaller scales results in mesh 

resolution requirements that are much less restrictive than with DNS. Typically, 

mesh sizes can be at Ieast one order of magnitude smaller than with DNS. Further- 

more, the time step sizes wiU be proportional to the eddy-turnover time, which is 

much less restrictive than with DNS. In practical terms, however, extremely fine 

meshes are stiU required. It is only due to the explosive increases in computer hard- 

ware performance coupled with the availability of pardel  processing that LES can 

even be considered as a possibility for engineering calcdations. 

The following sections give details of the governing equations for LES, present 

the two options for modeling the subgrid-scale stresses (necessuy to achieve closure 

of the governing equations), and discuss the relevant boundary conditions. 

5.2 -7.1 Filtered Navier-Stokes Equations 

The governing equations employed for LES are obtained by filtering the time- 

dependent Navier-S t okes equations in either Fourier (wave-nurnber ) space or config- 

uration (physical) space. The filtering process effectively filters out the eddies whose 

scales are smaller than the filter width or grid spacing used in the computations. 

The resulting equations t hus govern the dynamics of large eddies. 

A filtered variable (denoted by an overbar) is defined by 

where D is the fluid domain, and G is the filter function that determines the scale 

of the resolved eddies. 

The finite-volume discretization provides the filtering operation: 



where V is the volume of a computationd cell. The filter h c t i o n ,  G ( x ,  x'), hplied 

here is then 

1/V for Z'E V 
G(z,zf) = { 

O othervise 
(5.56) 

Since the application of LES to compressible flows is still in its infancy, the theory 

is presented here for incompressible flows. Filtering the incompressible Navier-Stokes 

equations, one obtains 

and 

where TG is the subgrid-scale stress dehed by 

5.2.7.2 Subgrid-Scale Models 

The subgrid-scale stresses resulting from the filtering operation are unknown, 

and require modeling. The majority of subgrid-scale models in use today are eddy 

viscosity models of the following form: 
1 

where pt is the subgrid-scale turbulent viscosity, and 3, is the rate-of-strain tensor 

for the resolved scale defined by 



There are two models for p,: the Smagorinsky-Lay model and the RNG-based 

subgrid-scale model. 

5.2.7.3 Smagorinsky-Lilly Model 

The rnost basic of subgrid-scale models was proposed by Smagorinsky (1963) 

and further developed by Lilly (1966). In the Smagorinsky-Lilly model, the eddy 

viscosity is modeled by 

where L, is the mixing length for subgrid scdes and 131 4(2s,s,). 

5.2.7.4 RNG-based Subgrid-Scale Model 

Renormillization group (RNG) theory can be used to derive a mode1 for the 

subgrid-scale eddy viscosity (Yakhot et al, 1989). The RNG procedure results in an 

effective subgrid viscosity, pejf = C< + pt, given by 

where 

H(x) is the Heaviside function: 



V is the volume of the computational cell. The theory gives Cm = 0.157 and 

C=lOO. 

In highly turbulent regions of the flow (pt > > P ) ,  p,ff = p., and the RNG-based 

subgrid-scale model reduces to the Smagorinsky-Lilly model with a different model 

constant. In low-Reynolds-number regions of the flow, the argument of the rarnp 

function becomes negative and the effective viscosity recovers moleculor viscosity. 

This enables the RNG-based subgrid-scale eddy viscosity to model the low-Reynolds- 

number effects encountered in transitional flows and near-wall regions. 

5.2.7.5 Boundary Conditions for the LES Mode1 

The stochastic components of the flow at the velocity-specified idet boundaries 

are accounted for by superposing random perturbations on individual velocity com- 

ponents as 

where I is the intensity of the fluctuation, 11, is a Gaussian random number satisfying 
- 
tC,=O,and@=l. 

5.3 Computational Methods 

The numerical methodologies axe used to solve the partid differential equations 

governing combustion phenornenon that include fluid dynamics, chemical thermo- 

dynarnics, chemical kinetics and heat transfer. The solution techniques must be 

selected to achieve the best result. The most prominent computational methods 

a.re finite difference rnethods, finite volume methods, finite element methods and 

spectral methods. The finite difference methods, specially SIMPLE (semi-implici t 



method for pressure-linked equations), are the most popular techniques in combus- 

tion simulation. The spectral methods are a new class of numerical algorithms. 

The widespread application of spectral methods has been rnotivated because their 

relatively higher numerical accuracy as compared to more conventional approaches. 

5.3.1 The SIMPLE and SIMPLEC Techniques 

A f d y  implicit method is the one described by Patanlcar (1980). In this tech- 

nique, which was originally developed for incompressible flows, the momentum and 

continuity equations are manipulated in such a manner that a Poisson equation is 

obtained for the pressure. The resulting pressure equation replaces the continuity 

equation, while the momentum equations are used to determine the velocity field. 

The pressure and momentum equations are coupled through the pressure and ve- 

locity components. Because of the coupting between the pressure and momentum 

equations, the discretized forms of these equations are solved iteratively. 

The SIMPLE method (Patankar, 1980) employs a sequential iteration in which 

the equations for each variable are solved repeatedly in succession. Point or line 

block iterative methods (Vanka, 1986) can also be used to solve for al1 the dependent 

variables simult aaeously. 

The advantage gained by impiicit discretization is no time-step limitation. It 

is somewhat offset by the use of iterations that make time-dependent calcdations 

rather expensive because iterations must be performed at each tirne step. Moreover, 

the iterative process may be slow or nonconvergent and under-relaxation may be 

required. 

SIMPLE technique is applicable to both incompressible and compressible flows, 

since the pressure, rather than the density, is treated as a dependent variable. Be- 

cause the density in incompressible flows does not appear at al1 in the continuity 

equation as it does in compressible flows, the methods that calculate the pressure 

from the equation of state and use the density as a dependent variable are not valid 



for incompressible flows. With SIMPLE, a Poisson equation for the pressure is ob- 

tained, the continuity equation reduces to a compatibility condition for the velocity 

field. The SIMPLE algorithm uses a relationship between velocity and pressure 

corrections to  enforce m a s  conservation and to obtain the pressure field. 

If the momentum equation is solved with a guessed pressure field p*, the resulting 

face flux J j  

J; = 1; + df@;, - P:,) (5.67) 

does not satisfy the continuity equation. 

where 

Consequently, a correction J; is added 

corrected face %ow rate Jf 

Jr = J; + 

to the face flow rate Jj so that the 

J .  (5.69) 

satisfies the continuity equation. The SIMPLE algorithm postdates that J; be 

written as 

J; = d&0 - P L I )  (5.70) 

where is the cell pressure correction. 

The SIMPLE algorithm substitutes the flux correction equations into the discrete 

continuity equation to obtain o discrete equation for the pressure correction p' in 

the cell: 



where the source term b is the net flow rate into the cell: 

The pressure-correction equation may be solved using the algebraic multigrid(AMG) 

method. Once a solution is obtained, the cell pressure and the face flow rate are 

corrected using 

Here a, is the under-relaxation factor for pressure. The corrected face flow rate 

JI satisfies the discrete continuity equation identically dunng each iteration. 

Wit h SIMPLEC, the pressure-correction under-relaxation factor is generally set 

to 1.0, which aids in convergence speed-up. The SIMPLEC procedure is similar 

to the SIMPLE procedure outlined in SIMPLE. The only difference lies in the ex- 

pression used for the face flow rate correction J;. As in SIMPLE,  the correction 

equation may be written as 

where the coefficient d, is defined as 

The use of this modified correction equation has been shown to accelerate conveï- 

gence in problems where pressure-velocity coupling is the main deterrent to obtaining 

a solution. 



5.3.2 Spectral Methods 

The spectral methods (SPM) have been introduced and widely utilized in the 

field of combustion, mostly in the area of turbulent combustion. The improved accu- 

racy can, in some cases, d o w  the physical phenomenon to be "captured" with fewer 

computational points, thereby allowing the physics of the problem to be simulated 

with less severe restrictions on the degree of numerical discretization. In simulat- 

ing turbulence, this feature is particularly appealing because there exists at high 

Reynolds numbers a wide range of physical scales (Temekes 1972) that must be 

accurately and efficiently accommodated in order to achieve a successful simulation 

(Zang et al. 1989). 

Spectral solution of a partial differential equation involves the approximation 

of the solution of the equation as a truncated series of known and predetermined 

smoothing functions. For example, the approximate solution of a mixed initial 

boundary value problem describing the transport of a variable U ( x ,  t )  involves the 

approximation of the dependent variable Cr in terms of the Nth order-series expan- 

sion of the type: 

In this approximation, N is the tnuication cut-off and represents a measure of 

the resolution or the accuracy of the approximation. {+,(x)}, n = 0,1, . . . N are c d  

the basis functions (also referred to as the expansion functions or the trial functions) 

and are prescribed a priori in such a way that the differential equation is satisfied 

as closely as possible by the truncated series expansion. {an(t)}  are the expansion 

coefficients, and their determination is the subject of spectral approximation. 

The most familiar spectral approximations are those that represent the depen- 



dent variable in terms of Fourier-series expansion. For a one-dimensiond function, 

U(x) on x E [O, 2~1, the Fourier expansion is given by: 

with the test functions being the same as the basic functions but normalized to 

satisfy the ort honormality condition; 

The Fourier expansion function exp (inx) is primady applied to periodic func- 

tions in a normalized domain, x E [O, 2x1 (i.e., U(x + 2 7 4  = U ( x ) ,  Z = O, f 1, f 2,. . .) 

and exhibits a unique feature in that the nth coefficient of expansion a, decreases 

more rapidly than any inverse power of n when Lr is sufficiently smooth. In the nu- 

merical approximation of Equation (5.78) by a truncating method the infinite-series 

expansion is truncated as 

Note that the expansion coefficients used in this truncated expansion are essen- 

tidly the same as those obtained by infinite-series expansion. In Fourier spectral 

methods the derivatives of the function c m  be calculated rather easily. They are 

expressed by the andytic derivatives of the f i t e  series thot approximate the de- 

pendent variable. For example, in both tnincating and interpolating series the first 

derivative is represented by 

This procedure can be generalized for the evduation of higher derivatives: 



Those equations provide more accurate estimate of the derivatives than the one 

of the finite-difference discretization. The limitation of spectral approximations 

is the difficulty in simulating complex geometries. By the way, this method is 

invoked only for spatial discretization and not for temporal. This is similar to 

finite element procedures. In numerical simulations of boundary-value, ordinary 

differential equations, elliptic partial differential equations and spectral methods 

rnay be implemented directly. For initial-value ordinary differential equations as 

well as parabolic and hyperbolic partial differential equations, a complete algonthm 

may include the combination of a spectral approximation for the spatial variations 

and an appropriate finite difference procedure for representing the time derivatives. 



Chapter 6 

C hemical React ion D ynamics 

Non-reacting turbulent flows are highly chdenging to model. When chemical 

reactions occur, the problems become even more complex, since the turbulent fluid 

flow is further coupled with chernical kinetics and quite often with phase changes. 

This is why the study of turbulent reacting flows is one of the most challenging fields 

of engineering science. IR this chapter, several combustion models for turbulent 

diffusion flames are summo~ized and a simplified EBU rnodel is presented. 

6.1 Probability Density Function Model 

In many problems of practicd interest, the chernical reaction rates are fast so 

that the reaction is completed as soon as the reactants are mixed. The classical 

approach to the solution of these problems is to describe the mixing by obtaining 

the solution for a conserved scalar. The fast chemistry assumption implies that the 

instmtaneous molecdar species concentrations and temperature are functions only 

of the conserved scalar concentration at that instant. The functions are nonlinear, 



however, and the central problem becomes that of linking the means and higher 

moments of the species and temperature to those of the conserved scalar. This is 

usually accomplished by considering the complete probability density function of 

the conserved scalar. 

Linear relationships among ail the conserved scalars exist only when there are 

two uniform reactant feeds. This restriction on the reactant feed only extends to 

elemental composition; each feed rnay be in several streams eacb of which may have 

any state of chemical aggregation, e.g., it may be partidy reacted or pyrolyzed. If 

enthalpies are to be included in the conserved scalar set, then the enthalpies of the 

two feeds must be uniform. Uniforrnity here implies spatial and temporal constancy. 

When there are three feeds there are two independent conserved scalars and so on. 

6.1.1 Probability Density Function Modeling Approach 

The mixture fiaction/PDF modeling approach involves the solution of transport 

equations for one or two conserved scalars (the mixture fractions). In this approach, 

transport equations for individual species are not soIved. Instead, individual compo- 

nent concentrations for the species of interest are derived from the predicted mixture 

fkaction distribution. Reaction mechanisms, which may be unknown or exceedingly 

cornplex, are not explicitly defined. Instead the reacting system is treated using in- 

finitely fast chemistry (the flame sheet or "rnixed-is-burned" approach), or chemical 

equilibrium calculations. Physical properties of chemical species and equilibrium 

data are obtained from the chemical database. Finally, the interaction of turbulence 

and chemistry is accounted for with a probability density function or PDF. 

6.1.2 Mixture Fraction 

The basis of the mixture fraction modeling approach is that under a certain 

set of simplifying assumptions the instantanmus thermochemical state of the fluid 



is related to a conserved scalar quantity known as the mixture fraction f. For a 

binary system consisting of fuel and oxidizer, the mixture fraction can be writ ten in 

terms of the elemental mass fraction as Sivathanu and Faeth (1990): 

where G is the elemental mass fraction for some element, k. Subscript O denotes 

the value at the oxidizer (or air) stream inlets and subscript F denotes the value at 

the fuel stream inlets. tk might represent elemental carbon, for example. For simple 

fuel/oxidizer systems, the mixture fraction can be stated more simply as the locd 

mass fraction of burned and unburned fuel. 

If a secondary stream (another fuel or oxidant, or a nomeacting stream) is in- 

cluded, the fuel and secondary mixture fractions are simply the mass fractions of the 

fuel and secondary streams. The sum of al1 three mixture fractions in the system 

(fuel, secondary stream, and oxidizer) is always equal to 1: 

6.1.3 Transport Equations for the Mixture fiaction 

As noted above, the mixture fraction, f ,  is a conserved quantity. Its value at each 

point in the fiow domain is computed through solution of the following conservation 

equation for the mean (time averaged) value of f in the turbulent flow field: 

The source tem, Sm, is due solely to transfer of mass into the gas phase from 

liquid fuel droplets or reacting particles. In all other cases there are no sources of 7. 

In addition to solving for the mean mixture fraction, a conservation equation for 



the mixture fiaction variance, fi2, is solved (Jones and Whitelaw, 1982): 

where the constants ut, Cg and Cd take the values 0.7, 2.86, and 2.0, respectively. 

The mixture fraction Mnance is used in the closure model describing turbulence- 

chemistry interactions. 

6.1.4 Various Forms of PDF Used in Turbulent Flames 

Vaxious foms of PDF have been adopted by different investigators in turbulent 

combustion calculations. The commonly used ones aze the iollowing: 

6.1.4.1 The Double Delta Function 

The double delta function is given by 

I Oy elsewhere 

with suitable bounding near f = 1 and f = O. One example of the double delta 

function is illustrated in Figure 6.1. As noted above, the double delta function PDF 

is very easy to compute but may be less accurate than the alternate p-function PDF. 

The double delta function is the most easily computed, while the P-function 

is thought to represent most closely experimentally observed PDFs. The shape 

produced by these functions depends solely on the mean mixture fraction, 7, and 

its variance, p. 



Figure 6.1 Example of the Double Delta Function PDF Shape 

6.1 A.2 Clipped Gaussian Distribution 

Lockwood and Naguib (1975) proposed and used a clipped Gaussian distribution. 

This mode1 can be divided into three regions: 

Region 1: (f = 0) 



The distribution is represented by the Gaussian function for the range O < f < 

l., but the tails of the distribution are represented by 6-function at f=O and 1. It 

should be noted that Lockwood and Naguib used Reynolds averaging in their work 

instead of Favre averaging. 

Figure 6.2 Clipped Gaussian pdf in terms of mixture fraction 

6.1.4.3 The ,û-Function 

The /3-function PDF shôpe is given by the following function of f and 7: 

where 



and 

The integral in the denominator is called Beta function B(a, P ) ,  which can be 

expressed in terms of several Gamma functions as r(a)r(p)/I'(a + ,û). 

Figures 6.3 and 6.4 show the form of the /? function for two conditions of f and 
- 
f ' 2 -  

6.1.4.4 Student 's t-Distribution 

S t udent 's t-distribution (Speigel, 1975) can sometimes be used t O assess experi- 

mental uncertainties. The pdf of Student's t-distribution has the following form: 

for -00 < t < m. In the above equation, n is the number of degrees of freedom, 

the mean p = 0, the variance 

n 
c* = - for n > 2 

n - 2  
(6.1 1) 

and 

where X* is an independent randorri variable which has mean equal to zero and 

variance equal to a2. As n approaches m, the Student's t-distribution approaches 

the normal distribution. 
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Figure 6.3 The B function (f = 0.3 and = 0.005) 

0.0 0.2 0 -4 0.6 0.8 1 -0 

Mixture Fraction f 



6.1.4.5 Alternative Formulation of the Clipped Gaussian 
PDF 

Kent and Bilger (1977) considered an alternative formulation of the clipped Gaus- 

sian pdf whereby intermittence was utilized. They proposed the following formula: 

where pi (f, xi) is the pdf for turbulent flow, for which a clipped Gaussian distribution 

was used, and I(x~) is the intermittence obtained from empirical correlation. They 

found that  nitric oxide concentrations are particularly sensitive to the form of the 

pdf used. 

6.1.5 Evaluation of PDF Mode1 

The mixture fraction modeling approach has been specifically developed for the 

simulation of turbulent diffusion 0a.mes and similar reaction processes in which tur- 

bulent mixing is the limiting rate for reaction progress. For such systerns, the PDF 

method offers many benefits over the finite rate formulation. The mixture fraction 

method allows intermediate species formation, dissociation effects, aad the coupling 

between turbulence and chemistry to be accounted for in a rigorous way. The method 

is computationally efficient in that it does not require the solution of a large number 

of species transport equations. The approach has the additional benefit of dowing 

a more accurate estimation of the flow field mean density than is possible using the 

finite rate formulation. Note that the mixture fraction approach cas  be applied to 

reacting or non-reacting turbulent flows. 

The mixture fraction approach con be used only when reacting flow system meets 

several requirements. First, the mixture fraction approach requires that the flow be 



incompressible and turbulent. Second, the mixture fraction approach can only be 

applied to diffusion reaction systems; it is not applicable to p r e k e d  or partially 

premixed systems. 

6.2 Chernical Equilibrium Mode1 

The conservation species transport equation takes the following general form: 

where is the mass fraction of species i f .  An equation of this forrn will be solved 

for N-1 species where N is the total number of fluid phase chemical species present 

in the system. Sp is the rate of creation by addition from. Ji#,; is the diffusion flux of 

species if, which arises due to concentration gradients. The diffusion flux in larninar 

flows can be written as 

Here Dit,, is the  diffusion coefficient for species if in the mixture. 

In turbulent flows, the mass diffusion is in the following form: 

where Sct is the turbulent Schmidt number, (p t /pDt )  (with a default setting of 0.7). 

The reaction rates that ôppear in Equation (6.14) as source terms can be 

computed from Arrhenius rate expressions. Models of this type ore suitable for 

a wide range of applications including lasiinar or turbulent reaction systems, and 

combustion systems including premixed or difision flames. 



6.2.1 Reaction Rate Calculat ions 

The source of chernicd species i' due to reaction, &, is computed as the sum of 

the reaction sources over the NR reactions that the species may participate in: 

where Mit is the molecular mass of species if and RrTk is the molar rate of cre- 

ation/desiruction of species if in reaction k. Reaction may occur in the continuous 

phase between continuous phase species ody, or at surfaces resulting in the surface 

deposition or evolution of a continuous-phase species. The reaction rate, is 

controlled either by an Arrhenius kinetic rate expression or by the rnixing of the 

turbulent eddies containing fiuctuating species concentrations. 

6.2.2 The Arrhenius Rate 

Consider the kth reaction written in general form as follows: 

where 

N number of chernical species 

v ,  stoichiometric coeEcient for reactant i' in reaction k 

v;& stoichiornetric coefficient for product if  in reaction k 

A;# symbol denoting species i' 

k f k  forward rate constant for reaction k 

kbYk backward rate constant for reaction k 



Equation (6.15) is valid for bot h reversible and non-reversible reactions. For 

non-reversible reactions, the b a b a r d  rate constant kbVk is simply omitted. 

The summations in Equation (6.15) are for aiI chemical species in the system, 

but only species involved as reactants or products will have non-zero stoichiometric 

coefficients; species that are not involved will &op out of the equation except for 

third-body reaction species. 

A 
The molar rate of creation/destruction of species i' in reaction k, Rpc, in Equa- 

tion (6.14) is given by 

w her e 

Cjf molar concentration of each reactant or product species j' (kmol/m3) 

, rate exponent for reactant j' in reaction k 

q l k  rate exponent for product j' in reaction k 

and l? represents the net effect of third bodies on the reaction rate. This t e m  is 

given by 

where 7jrk is the third-body efficiency of the j'th species in the kth reaction. 

The forward rate constant for reaction k, krVk, is computed using the Arrhenius 

expression 

where 

Ak pre-exponential factor (consistent units) 



t emperat ure exponent (dimensionless) 

Ek activation energy for the reaction (J/kmol) 

R universal gas constant (Jfkmol-K) 

The values of v ; , ~ ,  q:f,r, I ) ; , ~ ,  fik, AL, EL and yjti can be provided during the 

problem definition. 

If the reaction is reversible, the backward rate constant for reaction k, kbc, is 

computed fiom the forwaxd rate constant using the following relation: 

where Kk is the equilibrium constant for the kth reaction, computed from 

A A l q  NR f Ck,, .,,k 
K. = exp (R - -) (P) 

RT RT 

The term within the exponential represents the change in Gibbs free energy, and 

its components are computed as follows: 

where Si", and h,9 are, respectively, the st andard-state entropy and standard-st ate 

enthalpy (including heat of formation). These values are specified as properties of 

the mixture material. 

6.3 Eddy Dissipation Mode1 

The influence of turbulence on the reaction rate is taken into account by employ- 
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ing the Magnussen and Ejertager model (1977). In this model, the rate of reaction 

is given by the s m d e r  (i.e., limiting value) of the two expressions below: 

where 

Yp represents the mass fraction of ôny product species 

YR represents the mass fraction of a padicular reactant 

M represents the molecula mass of species 

A an empirical constant equal to 4.0 

B an empirical constant equal to 0.5 

The eddy-dissipation model relates the rate of reaction to the rate of dissipation 

of the reactant- and product-containing eddies. ( k / ~ )  represents the time scale of 

the turbulent eddies following the eddy-dissipation model of Spalding (1970). The 

model is useful for the prediction of premixed and diffusion problems as well as for 

patially premixed reacting flows. 

6.4 Varied Coefficient EBU Mode1 

Three eddy-break-up models are presented respectively by Spalding (1970) and 

Magnussen-Hjertager (1976). It is true that the Magnussen and Hjertager model is 

more widely used. In this model there is a parameter A which is given a value of 

4. In this section, this EBU coefficient A may be presented more adequately as a 

P DF function to reflect its dependence with the local turbulence interaction with 

combustion. The calculating accuracy is improved. 



Givi (1984) pointed out that there is no single constant value of A (in Givi's 

paper, it serves as Il-') that can be employed throughout the whole flow field both 

axia.lly and radidy. Their results show that the value of A is a function of radial 

distance and there is a peak at the shear layer where reoctant consumption is most 

important. The peak takes place at r = Do = 2& where f i  is the inner jet radius. 

Bnzuela and Bilger (1996) suggested that the EBU coefficient A may be com- 

puted explicitly as a function of the mean and standard deviation of mixture fraction. 

Higher accuracy is obt ained. 

6.4.1 Basic Principle 

For a one-step chernical reaction such as 

F + r O +  ( r + l ) P  

where r is the air:fuel ratio on a mass bais ,  O is the oxidant, F the fuel and P the 

product . 

are conserved scalars. Y is the mass fraction. 

The general mixture fraction can be defined as  



The subscripts 1 and 2 refer to the composition in the two feeds and /3 is a 

Shvab-Zeldovich function. J is the mean of f. 

When the feed materials are in exact stoichiometric proportion, let Equation 

(6.30) p =  Pm, and notice YF = Y. = O 

pF0 = O (stoichiometric reaction) (6.31) 

(PFO ) I = YF ( p u e  fuel) (6.32) 

(PFo)~ = f i I r  (pure oxidant) (6.33) 

For fast chemistry or the one-step irreversible reaction, there will be no oxidant 

present for mixtures richer than stoichiometric (f > f.) and no fuel present when 

the mixture is weaker thon stoichiometric (f < fs). Both will be zero when the 

mixture is stoichiometric. This yields the functional relationships shown in Figure 

6.5. 

The constant 

The standard deviation 

The Heaviside function is defined as 



O f, 

Mùmire Fraction f 

Figure 6.5 Composition structure functions 

The chernical-species conservation equation 

Here I; is the mass fraction of chemical species i that has a net chemical pro- 

duction rate W i ,  p the density and uk the cornponent of velocity in the coordinate 

direction xl;. 



6.4.2 Mean Properties 

6.4.2.1 Parameter Ji 

In Bilger's model, A is an important parameter. Its defmition is: 

where p ( f ;  s) is the probakility density function, g is standard deviation. 

when j > f,, H ( f ,  - 7) = O, from (6.39) 

when f < f,, ~ ( f  - f.) = O, from (6.40) 



So, JI is non-negative. 

6.4.2.2 The Mass Fraction with f and Ji 

The general Favre averaging form of mass fiaction(Bilger, 1980): 



for Tg 

YF = O 

YF = yB(f - fs) 

or 

notice 

HU- fs) + H ( f s  - f )  E 1 (6.50) 

In spite of what f equa.ls to, always there is one H and only one H equals 1, the 

other equals O. 



into Equation(6.48) 

fiom (6.52) (6.53) into (6.49) 

for yp 

YP = (P + l)YB f (1 - f.) 

YF = ( ~ + l ) Y , f ~ ( l  - f )  

or 

dlen  f < fs 
when f > fs 



- 
YP = (r  + 11% [(l - f.) if* f ~ ( f ;  x )d f  + f. J 1 ( l  f‘ - f ) ~ ( f ;  z)df] (6.56) 

into (6.56) 

As JI is non-negative it is seen £rom Equations (6.47), (6.54) and (6.58) that the 

effect of the turbulence is to increase the mean concentration of reactants above the 



n laminar" value at the mean mixture fraction. The mean product concentration is 

correspondingly reduced. 

The result of Bilger (1976) shows that the mixing-limited reaction rate is pro- 

portional to the probability density of the mixture being stoichiometric. 

In the EBU model, the rate of consumption of fuel, 

where Y;. is the limiting reactant mass fraction, Le., the lowest of either m a s  fraction 

Y; or g/r. Bilger used the preceding theory and got 

where r. = (f, - f)lg and pz is the pdf expresçed in terms of the vaxiable r ,  which is 

a form of the mixture fraction f ,  centered and normalized using mean and standard 

deviation. A typical value for CgZ is 2.0, so 

6.4.4 Simplified Mode1 

There exists a difficulty in FLUENT to apply Bilger's model. In order to input 

the coefficient A "Finite-Rate Reactionn must be chosen, when Equation (6.60) is 

used to calculate A, the mean f and standard deviation g are needed which only 

are obtained in "PDFn. But in FLUENT only one model, " Finite-Rate Reactionn 

or "PDF", is pennitted to be used. By the way, in every iteration, the transport 

equations about f and g are solved and get new A value, it spends a lot of CPU 

time. There are several methods to overcome the difficulty. 



6-4.4.1 The Constant 

In Magnussen (1977) model, A equals 4. Brizuela (1996) suggests that a value 

of A = 2 may be taken as a flame brush average. He thought that this value will be 

particularly accurate in the slightly rich region of the flame. 

6 -4.4.2 Brizuela Empirical Fit 

Brizuela (1996) adopted an empirical fit method. Two equations are obtained 

with satisfactory approximation. 

where m-n+p should be of order unity. 

One more simplified form is: 

6.4.4.3 The Improved Mode1 

Since it is difficult to calculate Ji(zS), it is of interest to eliminate Ji(zs) in the 

equation. In user-defined function file, we use the rate of consumption fuel 5 to 

h d  a suitable expression to eliminate the pmameter A. We can directly solve for 

In Equation(6.59) Y;. = g Y, Ji (z,) , added into Equation(6.61) 



where Y, is a constant. 

Now, Equation(6.66) does not include JI (2,). 

Differing from Equation(6.60), Equation(6.66) is not a function of the mean f. 

Owing to a typical value of f. = 0.06 for the combustion of hydrocarbon fuels in air, 

then in Equation(6.66), Pl(fs) is a constant if PI is given. We just need to know 

the value of g. We assume the mixture standard deviation to  be constant across the 

flame brush, for example, g = 0.5, f. = 0.03. Then Equation(6.65) becomes 

PI may be: 

1) The Gaussian form 



when g = 0.03 

2) /? function 

where the ï-function is defined as 

When f, = 0.06, g = 0.03, we get 

p ( f , )  = 12.897 

The values of p(f,) are almost the same using a Gaussian or ,B form. We can let 

p ( f , )  = 13.0. Finally 

It is pointed out that we calculate simultaneously the user-defined rate, fbite 

chemical reaction rate and standard EBU rate. The slowest rate is used as the 

reaction rate and the contributions to the source terms in the species conservation 

and energy equations are calculated G o a  this reaction rate. When Bilger's mode1 

is used, large values of the coefficient A such as  200 may be obtained. But this is 

meâningless. The larger coefficient means the faster mixing. The time scale of the 

chemical reaction, t,, may reach same order of the time scale for molecular mixing, 

t,. So when the D d O h l e r  number Da = t , / tc  x 1, the chernical reaction rate 

must be considered. When t, > t,, the chemical reaction rate is the source terms 

and the variation of A does not affect the calculating results. 



Chapter 7 

Computational Result s and 

Discussion 

In this chapter, the different combustion models are used to calculate Iaminar 

and turbulent reacting flows. The results are compared with experimental data. 

For turbulent flow , three kinds of turbulent models, k - E ,  Reynolds stress and large 

eddy simulation a e  tested. Magnussen and Hjertager(1977) model extended the 

eddy-break-up model of Spalding (1971) to a turbulent diffusion flame. 

7.1 Laminar combustion 

7.1.1 Problem Description 

The vertical cylindrical difision-flame burner is shown in Fig. 7.1. The burner 

consists of two concentric tubes of radii 6.35 mm and 25.4 mm. The geometry for 



this test is shown in Figure 7.2. Fuel issues through the inner tube and air issues 

through the outer. Methane is supplied at 5.7 mL/s, or the d o m  inlet fuel velocity 

is 0.0455 m/s, with a temperature of 300 K. Air is supplied at 187.7 mL/s, or the 

uniform inlet velocity is 0.0988 m/s, with a temperature of 300 K. The experimental 

apparatus and results are fully described by Mitchell (1980). 

Mitchell (1980) points out that several investigators had analyzed the bunier 

m d  in most cases these simulations were partial and did not provide a complete 

representation of the concentration, temperature and veIocity fields established in 

the laminar diffusion flame- 

In the present computation, the reaction rates are computed by finite-rate for 

laminar flow. The one-step, two-step and six-step reactions are used in methane 

combustion. 

for the one-step model 

for the two-step model (Westbrook, 1981) 

CH4 + % O2 + CO + 2H20 

CO + + O, + CO, 

for the six-step mode1 (Hyer, 1991) 

CH, + $ O2 -+ CO + 2H2 



The coefficients (Hyer, 1991) for the Arrhenius rate aze as  shown in Table 7.1. 

1 NO. of Eq. 1 A k  1 Ek 1 @k 1 

Table 7.1 The Arrhenius rate coefficients 

7.1.2 Resuits 

The computed mesh is shown in Figures 7.3 and 7.4. It involves 9000 nodes. 

The under-relaxation factors are different for different variables varying fiom 0.25 

to 0.8. The calculating results for a two-step reaction are very close to the one-step, 

so, in the figures only the one-step, six-step and expe~mental results are shown. 



Radid composition profiles of CH4, 02, CO2, H20, CO, Hz and N, at several 

axial locations are shown on Figures 7.5 - 7.10 and the test results for MitchelI(l980) 

are also shown. Owing that the one-step method can not d c u l a t e  CO and H,, the 

comparison is done only between the six-step and test data- 

Analysis of the CH, (Figure 7.5) shows that the two methods overpredict CH, 

and the calculated fiame position is further £rom the bumer plate than in the real 

case. For O,, both results are the same (Figure 7.6) and the one-step model and the 

six-step mode1 overpredict the CO2 concentration (Figure 7.7). From Figure 7.8, the 

H 2 0  profile first increases with radial distance, peaks at  8 mm in predicted result and 

at 7 mm in experimentd result, then decreases to zero. The comparison of CO, Hz 

and N2 is shown in Figures 7.9-7.11. In general, the result of the six-step is slightly 

better than the one-step results. The one-step model neglects the energy-absorbing 

pyrolysis reaction and overpredicts the temperature by about 200-250K. The six-step 

model is lower thon the experïrnental result by 50-100K (Figure 7.12). The chernical 

reaction model mainly affects the species and the temperature distribution and has 

a little effect on velocity. Figures 7.13-7.17 show the temperature and velocity field 

of the one-step model. Figures 7.18-7.21 depict the temperature and velocity fields 

for the six-step model. It is pointed out that experimentd CH, concentration at 1.2 

cm is 30%, seems very low; but N2 one is 50%, seems over-high. 

It is observed that the predicted maximum temperature in the one-step model is 

2326K, but in the six-step model, it is 1942K. The one-step mechanism assumes that 

the reaction products are CO2 and H20, the total heat of reaction is overpredicted. 

In the actual situation, some CO and H2 exist in the combustion products with CO2 

and H,O. This lowers the total heat of reaction and decreases the flame temperature. 

The six-step mechanism includes CO and H,, so we can get more detailed chernical 

species distribution. But in the six-step mechanism, more reaction equations are 

computed, then more CPU time is spent and more difficult it is to convergence. In 

our examples, for one-step and six-step, the numbers of iterations are respectively 

626 and 5502- 



Figure 7.1 
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Schematic of laboratory burner (Mitchell, 1980) 

Figure 7.2 Burner Geometry 



Figure 7.3 The structured grid 

Figure 7.4 Detailed grid 

PasiKiitioo (m) 

(1.2 cm) (2.0 cm) 

Figure 7.5 Radial CH, mole fraction profiles at several axial locations 
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Figure 7.6 Radial O2 mole fraction profiles at several axial locations 
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Figure 7.7 Radial CO, mole fraction profiles at severd axial locations 
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Figure 7.8 Radial H,O mole fiaction profiles at several axial locations 
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Figure 7.9 Radial CO mole fraction profiles at severd axial locations 
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Figure 7.10 Radial H2 mole fraction profiles at several axial locations 

Figure 7.11 Radial profiles of N2 mole fkaction at 1.2 cm 
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Figure 7.12 Radial temperature profiles at several axial locations 
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Figure 7-13 Radial velocity profiles at several axial locations 



Figure 7.14 Temperature field for the one-step reaction 

Figure 7.15 The core of temperature field, Tm,,=2326K, one-step 



Figure 7.16 Velocity field for the one-step reaction 

Figure 7.17 The detailed part of velocity field, one-step 



Figure 7.18 Temperature field for the six-step reaction 

Figure 7.19 The core of temperature field, Tma,=1942K, six-step 



Figure 7.20 Velocity field for the six-step reaction 

Figure 7.21 The detailed part for the velocity field, six-step 



7.2 Unstructured Grid 

7.2.1 Problem Description 

In this section, we will compare the results of structured and unstructured grids 

with the same example as in Section 7.1. Both methods use the six-step chernical 

reaction model. Figures 7.22 and 7.23 show the geometry and the unstructured mesh 

which involves 2337 nodes. In comparison, there are 9000 nodes in the structured 

mesh. This is because a triangular mesh dows cells to be clustered in selected 

regions of the flow domain, whereas structured quadrilateral meshes will generally 

force cells to be pIaced in regions where they are not needed. So a triangular mesh 

can often be created with far fewer cells than the equivalent mesh consisting of 

quadrilateral element S. 

7.2.2 Cornparison with Struct ured Grid 

From Figure 7.24, the comparison with the CH, experimental result shows that 

the unstructured and structured methods overpredict the CH, profie. It c m  be seen 

that the unstructured method is better. Similady, on the predicted O2 distribution 

dong the radial direction, the magnitude of both methods has the same qualitative 

trends as the experimental data (Figure 7.25). But the structured grid is closer to 

experiment. The cornparisons of CO2 and H,O are given in Figures 7.26 and 7.27. 

It is seen that the structured result is slightly better than the unstructured one. In 

Figures 7.28-7.29, the predicted radial profiles of CO and Hz are compared with the 

test data. It is noted that at 1.2 cm, the maximum temperature location for the 

unstructured is slightly closer to the experimental result (Figure 7-30). It is shown 

that the velocity follows the trend of the test data (Figure 7.31). Figures 7.32- 

7.33 show the temperature distribution for the unstructured method. In general, 

the results with the structured and unstructured grids are a bit difkrent, maybe it 

causes this difference that different nodes are used. 



Figure 7.22 The unstructured grid 

Figure 7.23 The detailed part for the grid 
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Figure 7.24 Radial CH, mole fraction profiles at several axial locations 
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Figure 7.25 Radial O, mole fraction profiles at several axial locations 
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Figure 7.26 Radial CO2 mole fraction profiles at several axial locations 
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Figure 7.27 Radial H,O mole fraction profiles at several axial locations 



Position (m) 

(1.2 cm) 

0.000 0.003 0.006 0.009 0.012 0.015 

Position (m) 

(2.4 cm) 

0.000 0.003 0.W 0.009 0-012 0.015 

Posiüan (m) 

Figure 7.28 Radial CO mole fraction profiles at several axial locatians 
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Figure 7.29 Radial H, mole fraction profiles at several axial locations 
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Figure 7.30 Radial temperature profiles at several axial locations 
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Figure 7.31 Radial velocity profiles at several axial locations 



Figure 7.32 Temperature field for the unstructured grid calculation 

Figure 7.33 The core of temperature field, Tm,=1930K 



7.3 Turbulent Combustion 

7.3.1 Problem Description 

The test facility is shown in Figure 7.34. The combustor was oriented verticdy 

to minimize three-dimensional effects. The geometry for this test is a cylindrical 

combustor with coaxial injectors, where the natural gas is injected by the primary 

tube and the air through the secondary mulus ,  as shown in Figure 7.35. The 

total pressure of the combustor is 94 kPa. In the fuel stream, the uniform inlet gas 

velocity is 21.3 m/s and the flow rate is 2.982 g/s, with a temperature of 300 K. In 

the air stream, the uniform inlet air velocity is 29.9 m/s and the flow rate is 36.3 

g/s, with a preheated temperature of 589 K. The detailed test conditions to specify 

boundary are given in Table 7.2. The compositions of fuel and air are shown in 

Tables 7.3 and 7.4. 

1 Pressure (kPa) 1 94 1 94 

Inlet paramet ers 

Temperature (K) 

1 Velocity (m/s) 1 29.9 1 21.3 

Table 7.2 The summary for the test conditions at the inlet of the combustor 

Air 

589 

Natural gas 

300 



1 1 Mole fraction 1 Mass fraction 

Table 7.3 The fuel composition 

I Mole fraction Mass fraction I 

Table 7.4 The air composition 

The available experimental measurements for the naturd gas combustion have 

been carried out by Lewis and Smoot (1981) together with the numerical predictions 

of Smith and Smoot (1981) using the chemical equilibrium combustion model with a 

finite difFerence method. Nikjooy et al. (1988) have used the fast chernistry reaction 

model and the finite-rate chemistry model with the finite volume method, Elkaim 

et al. (1993) and McKenty et al. (1993) with the fast cb-emistry, PDF, eddy dis- 

sipation, chemical equilibrium and micro-flame models with CVFEM, Meng (1994) 

bas used the classical approximation method and the direct iteration method with 

four combustion models, i.e. fast chemistry, eddy dissipation, chernical equilibrium 

and micro-flame model with SCVFEM. 

In the present computation, a basic scheme is first built and named as "standard" 

to compare with other ones. The steady-state, Reynolds averaged Navier-Stokes 



equations for mass, momentum, energy and scalar transport are used to describe 

the flow physics. The density is obtained from the ideal gas law. The reaction 

rates are computed by finite-rate/eddy-dissipation, i.e. for turbulent flows, both the 

Arrhenius rate and the mixing rate are computed and the smder  of the two is used. 

The standard k - E turbulence closure mode1 is adopted. The specific heat values 

for the species are defined as piecewise-polynomial function of temperature. The 

eight chernical reaction equations are (Hyer, 1991): 

CH, + f O, -+ CO + 2H2 

C2H6 + 2H20 -, 2C0 + 5H2 

The coefficients (Hyer, 1991) for the Arrhenius rate are as shown in Table 7.5. 



Table 7.5 The coefficients of Arrhenius rate in standard computation 

No. of Eq. 

7.10 

The k - e mode1 constants are: 

These values have been found to work fairly well for a wide ronge of wd-bounded 

and fkee shear fiows. 

Pre-expo. Factor 

4.4e+09 

7-3-2 Results 

The computationd rnesh is shown in Figures 7.36 and 7.37. It involves 4014 

nodes. The under-relaxation factors aie different for different variables varying fiom 

0.15 to 0.5. For example, the energy equation is very difficult to converge, so the 

factor is taken as 0.25. The inlet turbulent specification method is "intensity and 

length scale" . "Turbulence intensity" is 10% and "Turbulence length scales" are 0.8 

cm for fuel and 1.75 cm for air. 

Acti. Energy 

1.26e+O8 

Radial composition profiles for CH,, O,, CO2, &O, CO and Ha at  several axial 

locations are shown in Figures 7.38 - 7.43 and the test results of Lewis and Smoot 

(1981) are also shown. Those figures show that the calculated results are in agree- 

Temp. Expo. 

O 



ment with experimental data. The error cornes from two sides. Firstly, the models 

include a 2 0  assumption, while the reaction rate equations and the K - E turbu- 

lence closure are not perfect. Secondly, test data accuracy is limited. According to 

Lewis and Smoot (l98l), the oxygen atom bdance errors ranged from -6% to +13% 

and the carbon balance errors ranged from -26% to +30%. In brief, the results are 

reasonable on the whole to use the base for more analysis and comparison with the 

other models. Figures 7.44 and 7.45 show the temperature contours. For the mixing 

region near the inlet, the temperature rises quickly. In the latter half of the com- 

bustor, the temperature is mostly uniform. The comparison with experiment is in 

Figure 7.46. In the Lewis paper, the C2H6 radid concentration profile is not avail- 

able. Figure 7.47 shows the calculated C2H6 distribution along the radial direction. 

Figures '7.48 and 7.49 depict the velocity field. 

& 

Figure 7.34 Laboratory combustor (Lewis 1981, dimension in cm) 



Figure 7.35 Geometry of the coaxial combustor in Lewis (1981) 
(RI = 0.8cm, R2 = Lllcm, R3 = 2.86cm, R = 10.16cm, L = 1.525m) 

Figure 7.36 The computational mesh 

Figure 7.37 The detailed mesh 
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Figure 7.38 Radial profiles CH, mole fraction profiles at several axial locations 
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Figure 7.39 Radial O, mole fraction profies at several axial locations 
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Figure 7.40 Radial CO, mole fraction profiles at several axial locations 
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Figure 7.41 Radial H,O mole fraction profiles at several axial locations 
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Figure 7.42 Radial CO mole fraction profiles at several axial locations 
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Figure 7.43 Radial Hz mole fraction profiles at several axial locations 



Figure 7.44 Temperature field 

Figure 7.45 Temperature contours (local part) 
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Figure 7.48 The velocity field 

Figure 7.49 The detailed part of velocity field 



7.4 The Effect of Turbulence Models 

7.4.1 Problem Description 

This section shows mainly the effect of the turbulence models. The Reynolds 

stress model and the large eddy simulation model are selected. 

In Reynolds stress model, the pressure-strain term, 4ij is modeled. The classical 

approach to modeling 6ij uses the following decomposition: 

4 i j  = dij.1 + 4 i j 1 2  + 4; (5.53) 

The slow pressure-strain term, #ij, ly is modeled as 

€ 2 
# , l  = -cipz [-- -bk] 3 

with Ci = 1.8. 

The rapid pressure-strain term, is modeled as 

where C2 = 0.60, Pi,, Fijy Gij, and Cc are defined in Equation (4.50), P = (1/2)Pkk, 

G = (1/2)Gk>~, and C = (1/2)Ckk. 

The wd-reflection term, 4; is responsible for the redistribution of the normal 

stresses near the wall. It tends to dampen the normal stress perpendicular to the 

wdl ,  while enhancing the stresses pardel to the wall. This t e m  is modeled as 



where Ci = 0.5, C: = O.%, n, is the x, component of the unit normal to the wd, d 

is the nomal distance t e  the wall, and Cl = C2'4/cc, Cm = 0.09 and K = 0.41. 

The Reynolds stresses at the wd-adjacent cells are computed £rom 

In LES model, the subgrid-scale turbulent viscosity is rnodeled by the Smagorinsky- 

Lilly(1966) model 

where L, is the mixing length for subgrid scales and 131 G 4(2s,s,). Ls is com- 

puted using 

where K = 0.42, Cs is t h e  Smagorinsky constant. d is the distance to the closest 

wd, and V is the volume of the computational cell. 

Lilly derived a value o f  0.23 for Cs from homogeneous isotropic turbulence in 

the inertid subrange. However, this value was found to cause excessive damping 

of large-scale fluctuations- in the presence of mean shear or in transitional flows. 

C,=0.1 has been found to yield the best results for a wide range of flows. 

7.4.2 Results and Discussion 

In a.U figures, "RS" serves as "Re Stress model" and "LES" is "large-eddy simu- 

lation". Then "standard" serves as k - E model. Figures 7.50-7.55 present computed 

results which include RS and k - e models and measured radial mole fractions of 

CH,, CO2, CO, Cl2, H2, H1O. Figure 7.50 shows the computed and the measured 

CH, along the axial distance. For CO2, the k - E model results are better than RS 



model (Figure 7.51). Same results are shown for CO using both models in Figure 

7.52. But for 02, the RS mode1 is quite higher than the test data. Figure 7.55 gives 

the distribution of the H,O mole fraction, both model results are in good agreement 

with experimental data. The temperature distributio~ for both models is similar 

(Figure 7.56). From Figure 7.57, we ded with the latge-eddy simulation results. 

Overall, the resdts are not satisfactory. Specially, the predicted radial profile for 

the CH4 fraction is higher thkn the experimental and the standard calculated results 

(Figure 7.57). But the predicted CO, and CO mole fractions are very low in Figures 

7.58 and 7.59, it is difiicult to see the fine for LES. In most locations, the O2 is not 

in agreement with test data, specidy at 63.2 cm, it is very high. A similar situa- 

tion takes place for H,O, at 63.2 cm the fraction of H,O is low (Figure 7.61). The 

calculated temperature distribution is in Figure 7.63. The reason for the predicted 

error may be that in this example, the flow velocity is not fast enough in which the 

LES model is more suitable. 
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Figure 7.50 R a d d  CH, mole fraction profiles at several axial locations 
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Figure 7.51 Radial CO, mole fraction profiles at several axial locations 
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Figure 7.52 Radial CO mole fraction profiles at several axial locations 
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Figure 7.53 Râdial O2 mole fraction profiles at several axial locations 
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Figure 7.54 Radial H, mole fraction profiles a t  severd axial locations 
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Figure 7.55 Radial H 2 0  mole fraction profiles at several axial locations 

Figure 7.56 Radial temperature distribution at 9.5 cm 
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Figure 7.57 Radial CH, mole fraction profiles at several axial locations 
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Figure 7.58 Radid CO, mole fraction profiles at several axial locations 
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Figure 7.59 Radial CO mole fiaction profiles at several axial locations 
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Figure 7.60 Radial O2 mole fraction profiles at several axial locations 
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Figure 7.61 Radial H20 mole fraction profiles at severd axial locations 
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Figure 7.63 Radial temperature distribution a t  9.5 cm 



7.5 PDF Combustion 

7.5.1 Problem Description 

The power of the mixture fraction modeling approach is that through cdcula- 

tion of a single conserved scalar field, f ,  other important scdars of interest can be 

derived without solving individud transport equations to describe t hem. Given a 

description of the reacting system chemistry, and certain other res tnctions on the 

system, the mixture fraction value at each point in the flow field can be used to 

compute the instant aneous values of individual species mole fractions, density and 

temperature. If, in addition, the reacting system is adiabatic, the instantaneous val- 

ues of mole fractions, density, and temperature depend solely on the instantaneous 

mixture fraction, f: 

for a single fuel/oxidizer system. 

Many reacting systems involve heat transfer to wall boundaries by convective 

and/or radiative heat transfer. In these systems, and in other systems as well, the 

local thermochemical state is no longer related only to f, but also to H*. This is 

true because the system enthalpy impacts the chernicd equilibrium calculation and 

the temperature of the reacted flow. Consequently, change in enthdpy due to heat 

loss must be considered when computing scalars from the mixture fraction. Thus, 

the scalar dependence becomes 

where H* is the  instantaneous enthalpy. 

In such nonadiabatic systems, turbulent fluctuations should be accounted for by 

means of a joint PDF p( f, H*) . The computation of p( f, X*) is not practical for 
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most engineering applications, however. The problem can be simplified significantly 

by assuming that the enthalpy fluctuations are independent of the enthalpy level. 

When this is assumed, we again have p = p(f) and 

- 
m i  = J 1  W, ~ ) p ( f ) d f  

O 

Determination of in the nonadiabatic system thus requires solution of the 

modeled transport equation for time-averaged enthalpy : 

a - a - au; 
-(pH*) + -(pu;H*) = - -- at âxi a x i  a (kaH;)  c, axi +7ij%+sh 

where Sh accounts for source terms due to radiation, heat transfer to wall boundaries, 

and heat exchange with the second phase. 

In the presented work, p pdf shape is assumed for the probability distribution 

function. Chernicd equilibrium is computed by means of an algorithm for Gibbs7 

free energy minimization. The adiabatic and nonadiabatic PDF rnodels are used 

and both results are compared with experimental data. 

7.5.2 Results and Discussion 

In aU figures, "pdfa" is "adiabatic-PDF" and "pdh" is "nonadiabatic-PDF". 

Figures 7.64-7.69 show the predicted radial mole fractions of CH,, CO2, CO, O,, H, 

and H20.  There are disagreement with test results. From Figure 7.64 it is seen that 

the mole fraction of CH, is overpredicted. The one of CO2 is underpredicted. The 

centerline predicted mole fraction of O2 is zero. It is not satisfactory. The result 

of H 2 0  is closer to the experimental values (Figure 7.69) than other species. The 

nonadiabatic mode1 is just a little better thas adiabatic one. The radial mixture 

fraction distribution at four sections is presented in Figure 7.70. In both models, at 

kU section, the mixture fraction is overpredicted. It is noted that the convergence 

of both models is very fast. For adiabatic it is less than 400 iterations (Figure 



7.71) and for nonadiabatic it is about 4000 (Figure 7.72). In "standard model", 

the convergent times is over 10000 iterations. So, PDF model spends less CPU 

time than other models. The PDF model uses infinitely fast chemistry (with the 

chernical equilibrïum assumption) therefore with no need to know complex reaction 

mechanisms. This is its main advantage. But most real chernical reactions are finite 

without equilibrium, so the results with PDF mode1 may cause larger errors thon 

with O t her models . 

I i l , , . ,  
0.00 0.02 0.04 0.06 0.08 0.10 0.12 

Position (m) Posiiion (m) 

(17.5 cm) (47.6 cm) 
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Figure 7.65 Radial CO, mole fraction profiles at several &al locations 
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Figure 7.66 Radial CO mole fraction profiles at several axial locations 
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Figure 7.67 Radial O2 mole fraction profiles at several axial locations 
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Figure 7.68 Radial H2 mole fraction profiles at several axid locations 
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Figure 7.69 Radial H20 mole fraction profiles at several axial locations 
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Figure 7.70 The predicted radial distributions of mixture fraction at different stations 
based on PDF rnodels 
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Figure 7.72 Convergence history of the nonadiabatic PDF 



7.6 Mixing Coefficient 

7.6.1 Problem Description 

In Section 7.3, we introduced "Standard scheme" where "Eddy Break-Up" mode1 

is used and the coefficients A and B equal to 4 and 0.5 respectively that Magnussen 

and Hjertager (1977) suggested initidy. In general, mixing play a more important 

role than chemical reaction in turbulent flow. It is worth to research the effect on 

chemical species and temperature with different values of the coefficients. In the 

standard scheme, the calculated CO fraction is higher than the experimental one 

and the CO, fraction is lower. So, for reaction equation (TM), 

CO + H20 + CO2 + H2 

we use different A and B values, double or half of normal value. The detailed values 

are seen in Table 7.6. 

Table 7.6 The coefficients for different schemes 

, 

Schemes No. 

1 

2 

3 

A 

4 

8 

4 

Changed 

normal 

A f  

B T  

B 

0.5 

0.5 

1 



7.6.2 

The 

tions of 

provide 

Discussion 

calculated results are shown in Tables 

CH4 are not changed with the change 

the satisfactory prediction for 0, and 

f t  is seen that the distribu- 

of coefficient S. 

CO,. For H20 

The 

and 

different schemes 

CO, increasing A 

and B is better than decreasing A and B. But the whole field maximum temper- 

ature is higher as increasing A and B. In general, the various effects of chasging 

coefficients A and B m u t  be considered, curent values of A and B are acceptable. 

unit: mole fraction 

Table 7.7 The maximum CH, percentage at different locations with different schemes 

unit : mole fiaction 

9 

63. 

30. 

11.5 

O 

x (cm) 

9.5 

24.6 

47.6 

76.5 

Table 7.8 The maximum O2 percentage at different locations with different schemes 

test 

50. 

17.5 

8. 

1. 

x (cm) 

9.5 

24.6 

47.6 

18.5 

1 

63. 

30. 

11.5 

1. 

test 

20. 

18. 

8. 

1. 

4 

63. 

30. 

11. 

O 

2 

63. 

30. 

11. 

O 

5 

63. 

30. 

11. 

O 

3 

63. 

30. 

11. 

O 

6 

63. 

30. 

11. 

O 

7 

63. 

30. 

11. 

O 

8 

63. 

30. 

11. 

O 



unit: mole fiaction 

x (cm) test 

9.5 6. 

24.6 6.5 

47.6 7. 

Table 7.9 The maximum CO, percentage at difFerent locations wit h different schemes 

unit : mole fraction 

Table 1-10 The maximum H,O percentage at different locations with different schemes 

unit: mole fraction 

x (cm) 

9.5 

24.6 

47.6 

78.5 

Table 7.11 The maximum CO percentage at different locations with different schemes 

1 

13. 

15. 

17. 

14. 

test 

13.5 

14. 

14. 

16.5 

6 

12. 

14. 

18. 

20. 

8 

11. 

12. 

17. 

18. 

7 

12. 

13.5 

18. 

20.5 

9 

12. 

14. 

18. 

18.5 

2 

10. 

11. 

17. 

16. 

x (cm) 

9.5 

24.6 

47.6 

78.5 

9 

O 

0.25 

2.4 

6.5 

7 

O 

0.25 

3.5 

10. 

test 

O 

O 

2. 

4. 

3 

12. 

13. 

18. 

16.5 

1 

O 

0.15 

1.6 

3. 

8 

O 

O 

0.6 

5.2 

4 

O 

O 

0.6 

1.8 

4 

10. 

2 

5 

12. 

5 

O 

0.25 

2.4 

8.5 

3 6 

O 

0.15 

1.6 

8.5 

12. 

17. 

16. 

O 

14. 

18. 

20. 

O 

O 0.2 

0.7 1 1.6 
3.3 



unit : mole fraction 

Table 7.12 The maximum H2 percentage at different locations with different schemes 

9 

O 

0.5 

3.6 1 

Table 7.13 The maximum temperature value for the whole field, K 

x(cm) 

9.5 

24.6 

47.6 

Table 7.14 The maximum temperature at 9.5 cm cornparison with scheme 1, K 

1 

O 

0.5 

4. 

test 

O 

O 

2. 

test 

- 

2 

2314 

1 

2037 

2 

O 

O 

4.5 

3 

2256 

8 

O 

0.2 

4. 

3 

O 

0.5 

4. 

6 

O 

0.5 

3.8 

6 

2060 

7 

O 

0.5 

3.6 

4 

2327 

4 

O 

O 

4.5 

7 

2027 

5 

2044 

5 

O 

0.5 

3.5 

8 

2045 

9 

2038 



7.7 User-Defined Reaction Rate 

7.7.1 Problem Description 

The geometry and physical conditions are the same as in Section 7.3. A new 

improved reaction rate equation in Chapter 6 is used 

An extension to multi-step and reversible reactions is done here. There is only 

one reactant in Equation (7.15), where the fuel and the oxidant are not distinguished. 

So, the 0, species is added with its stoichiornetric coefficient equal to zero. 

A user-defined function is adopted which calculates the Arrhenius reaction rate 

(Equation (6.1 7) ) , the eddy-dissipation-mode1 reaction rates (Equations (6.24) and 

(6.25)) and Equation (6.74). It is named the "FEU Scheme" (finite-rate + eddy- 

break-up + used-defined-function). The slowest rate is used as the reaction rate 

and the contributions to the source terms in the species conservation and energy 

equations are calculated from this reaction rate. The UDF file is seen in Appendix 

B. 

In order to efficiently reduce the numerical error in the digital solution, we use 

grid refinement . Assuming the greatest error occurs in high-gradient regions , the 

readily availabfe physical features of the evolving flow field may be used to drive the 

grid adaptation process. In practice, the convergence criterion for energy is the least. 

In other word, the energy convergence controls the whole calculation. So, "Total 

Energy" is chosen as the gradient adaptation function. The initial grid, shown in 

Figure 7.73, is coarse. Several adaptations are made dter iterations 750, 1500, 3000 

and 4000 iterations. The final grid is shown in Figure 7.74. The detailed grid sizes 

are seen in Table 7.15. The solution is converged after 7104 iterations. 



I l I 

Figure 7.73 The initial grid 

-- .- -- 

Figure 7.74 The final grid 



I 1 onginal 1 750 iter. 1 1500 iter. 1 3000 iter. 1 4000 iter. 1 

Table 7.15 The change of grid sizes 

faces 

nodes 

7.7.2 Results 

The main calculation results are shown in Figures 7.75-7.82. Cornparison with 

the "standard" fiom Section 7.3, Radial composition profiles for CH4, CO,, CO and 

H2 are neady identical. For CH,, at axial  locations of 9.5 cm, 17.5 cm, 24.6 cm, 

32.7 cm, the distributions correspond with the "standardn, just at 63.2 cm there is 

a slight difference (Figure 7.75). It is important that the calculated 0, and H,O 

compositions are closer to experimental results than the Standard scheme. From 

figure 7.76, it is found that on the centerline the predicted O, species by FEU at 

63.2 cm is very closed to the experimental data. In the new model (Figure 7-78), 

5896 

3009 

at 9.5 cm, the H 2 0  percentage is O on the centerline, then increases gradually dong 

radial direction to 12.6% near the wall, but it is just 10.4% in the standard, and is 

lower than the experimental value of 15%. Similady, at 17.5 cm, near the wall the 

maximum H 2 0  percentage increases from 11.2% in the standard to 13.490, closes to 

the experimentd results 13%. At 24.6 cm, the standard percentage is lower than 4%, 

FEU increases 2%, but still lower than the test results about 2%. For CO, (Figure 

7.7?), CO (Figure 7.79) and H, (Figure 7-80), it can be seen that the results of the 

FEU method are almost the same as that of the "standard". Figures 7.81 and 7.82 

present the temperat ure distribution. The calculated temperature is slightly low on 

centerline and slight high near the w d .  By comparison with the experimental data, 

we have shown that the results of O2 and H20 with FEU model are better than that 

with "standardn method, for CH,, CO2, CO and H,, the results of both methods 

are the same and close to the experimental values. 

8158 

4227 

9927 

5183 

10799 

5662 

11271 

5918 
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Figure 7.75 Radial profiles CH, mole percent profiles at several axial locations 
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Figure 7.76 Radial O, mole percent profiles at several axial locations 
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Figure 7.77 Radial CO, mole percent profiles at severd axial locations 
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Figure 7.78 Radial H20  mole percent profiles at several axial locations 
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Figure 7.80 Radial H, mole percent profiles at several axial locations 



Figure 7.81 Temperature field 
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Figure 7.82 Temperature at 9.5 cm 



Conclusions 

Various physical and chemical models have been used for the numerical simula- 

tion of larninar and turbulent reacting flows in this thesis. The following conclusions 

were obtained: 

1. In the multi-step model, the presence of CO and Hz lowers the total heat 

release and the adiabatic flarne temperature is below the values predicted by the 

one-step met hod. The results are much doser to the real situation. Wi t h engineering 

consideration for calculation time (or cost) and accuracy, it is recornmended to adopt 

the six-step model. 

2. An unstructured mesh can often be created with far fewer cells than the 

structured mesh consisting of quadrilateral elements under similar accuracy. 

3. For simulation of turbulent combustion, using the "standardn scheme tur- 

bulence closure models c m  provide quite good results. But there is quite an error 

with chemical species composition. It is to point out that relaxation factors play an 

important role in the convergence process. In general, under-relaxation factors are 

chosen by experience, there are different optimum values with different cases. 
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4. The Reynolds stress model is slightly better than the k - e model. In brief, 

bot h model results are in good agreement with experimental data. In our examples, 

the large-eddy simulation results are not satisfactory. 

5. The probability density function (including adiabatic and nonadiabatic PDF) 

models spend less CPU time than other models. The convergence is very fast. This 

is its main advantage. Cornparison with experimental results, the mixture kaction 

is overpredicted. When the reaction is not with chemical equilibrium, the predicted 

species radial mole fractions are more Likely in disagreement with test results. 

6. In general, rnixing plays a more important role than chemical reaction in 

turbulent flow. The change in the coefficients for the EBU model affects rnainly the 

CO and H,O distributions. Increasing coefficients A and B is better than decreasing 

A and B. 

7. By combination of finite-rate reaction and PDF, the coefficient of EBU model 

could be expressed as a function of mixture fraction and standard deviation. The 

"FEU" Scherne is successfdy applied to the prediction of turbulent reaction com- 

bustion. The calculated chemical species mole fraction distributions are better than 

that of "standardn method and close to the experimental values. 

8. By using solution-adaptive refinement, the features of the flow field are better 

resolved. When adaptation is used properly, the resulting mesh is optimal for the 

flow solution. Comput ational resources c m  be utilized effectively. 

9. Furture research work will be concerned with: (a) using complete Bigler's 

model and rnaking cornparison with simplified model; (b)calculating more examples 

and validating the new model; (c) consideration of radiation effect; (d) adoption of 

more reasonable multi-step chemical reaction equations. 
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Appendix A Classification of Partial 

Differential Equations 

Most of the governing equations of %uid mechanics, combustion and heat transfer 

are expressed as second-order partial differential equations (PDEs) and the solution 

procedure of PDEs depends on the type of the equation. Therefore it is important 

to study various classifications of PDEs. 

To classify the second-order PDE, consider the following equation 

Where, in general, the coefficients A, B, C, D, E, F and G are functions of 

the independent variables x and y and of the dependent variable 4. Assume that 

q5 = +(x, y) is a solution of the differentid equation. This solution describes a surface 

in space, on which space curves may be drawn. These curves patch various solutions 

of the differentid equation and are known as the characteristic curves. 

The second-order PDE previously expressed as Equation (A.1) is classified ac- 

cording to the sign of the expression (B2 - 4AC). It will be 

ellip tic, if (B2 - 4AC) < O (A-2) 

parabolic, if (B2 - 4AC) = O (A-3) 

hyperbolic, if (B2 - 4AC) > O (A041 

Note that the classification depends only on the coefficients of the highest order 

derivatives. 



Appendix B The UDF file 

DEFINE,VR,RATE(~G,~~~~, c, t, r, vk, yk, rate, rr-t) 

€ 

real minR = l.e+20, numerator = O., denom = 0.; 

real AA=4.0; 

real ccon=O.Ol17; 

real ci, ri, r2; 

real r3, ciO, yb, Cr, ywl, yu2,rO; 

int i; 

float prod, conc; 

% to calculate standard EBU rate rl % 

€ 

for(i=O;i<r->n,reactants;++i) 

if (r->stoich,reactant Ci] != 0. ) 



for(i=O;i<r->n,products;++i) 

C 
ci = C-R(c , t) *yk[r->product [il 1 /vk[r->product [fi ] ; 

numerator += ci*vk[r->product [il 1 ; 

denom += r->stoich,product Ci3 *wk[r->product Ci31 ; 

> 

% to calculate f inite vhemical reaction rate r2 % 

C 

prod = 1. ; 

for ( i=O;  i<r->n-reactants; i++) 

€ 

conc = c,R(c, t) *yk[r->reactant [il 1 /wk[r->reactant [il ; 

prod *= pou (conc , r->exp,reactant [il ) ; 

3 

r2 = r - > A  * exp (- r->E/ (UNIVERSAL-GAS-CONSTANT*C,T(c, t) ) ) * 
pou(C,T(c,t) , r->b) * prod; 

% to calculate user-defined rate r3 % 

< 
cr = r->stoich,reactant [l] *vk Cr->reactant [II] ; 
cx = cr/ (r->stoich,reactant [O] *wk[r->reactant [O] 1 ) ; 

% Cr: the air:fuel ratio % 

yu1 = yk Cr->reactant [O]] /wk[r->reactant [O] ] ; 

yu2 = yk Cr->reactant [il 1 /vk [r->reactant [l]] ; 



X t o  calculate constant Yb % 

r3 = ccon * yb*~,~(c,t)*~,~(c,t)/~-~(c,t); 
> 

t o  choose the slowest rate as the reaction rate X 

rO = MIN(rl,r2); 

*rr-t = MIN(r0, r3) ; 




