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ABSTRACT

A Systematic Methodology to Improve CMOS Transconductors
for Low Power and Wideband Operation
Ning Guo, Ph.D.
Concordia University, 2000

A CMOS transconductor is a functional block which can transfer voltage signals to current sig-
nals. Thus, it is a commonly used interface between the physical world and the current signal pro-
cessing systems. In order not to affect the performances of the main current signal processing
system, high-performance transconductor structures need to be designed. The major concerns of
modern analog systems include lower power dissipation and wider bandwidth in addition to the
application related performances, such as, high gain, high linearity and so on.

Unlike most researches that have been conducted on improving the single performance of a
transconductor structure, a systematic methodology which targets on the performance-power ratio
of CMOS transconductors is proposed in this work. The objective function defined for optimizing
the performance-power ratio is a transconductor’s frequency versus power ratio. The significance
of the frequency-power ratio is that it represents how much bandwidth a structure can achieve
while consuming unit DC power. A transconductor structure with maximal frequency-power ratio
provides wider bandwidth than the structure with non-maximal frequency-power ratio when both
consume the same DC power; or on the other hand, the structure with maximal frequency-power
ratio consumes less DC power than the non-maximized structure when both operate at the same
bandwidth.

Theoretical derivations, numerical calculations as well as HSPICE simulations on various
transconductor structures are conducted to prove the effectiveness of the proposed optimization
methodology. Two test chips are also fabricated and measured to verify the analyses. A few
transconductor-based analog systems are studied to illustrate the impact of the transconductor

optimization on the system. Other important design issues, such as, environmental variations, are

also discussed in the work.
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Introduction

Chapter 1

Introduction

1.1 Low-power Low-voltage signal processing

Conventionally, analog signal processing has been dominated by processing signals as
voltages. Transistors have been routinely assembled into voltage oriented circuits and cur-
rent signals transferred into voltages before next phase of signal processing takes place.
However, researchers did realize that current signals can also be employed as design vari-
ables and current mode signal processing provides some advantages over its voltage mode
counterpart such as increased bandwidth, higher dynamic range, simpler circuitry and
lower power dissipation [1]. Theories for current mode circuits had already been studied in
1960°s. Elegant current signal processing building block (although their significance was
not recognized at the beginning), such as current conveyor [2}, was invented in 1960’s.
Nevertheless, the wide spread use and acceptance of current-mode signal processing was
not considered seriously by researchers until the era of sub-micron IC technological pro-
cesses flourished.

In the past two decades, semiconductor technology has experienced a very rapid develop-
ing period. The continuously shrinking transistor feature size enables ultra large scale inte-
gration. The state-of-art integration level has reached millions of transistors on a single
chip. However, the large integration level results in increasing power consumption. There-
fore, low power consumption becomes a major concern of modern electronic designs. An
effective approach to reduce power dissipation is decreasing supply voltages. However, for
voltage-mode analog designs, lower supply voltage will result in reduced signal swing and
lower signal-to-noise ratio (SNR). On the contrary, current-mode analog circuits do not

suffer from these performance degradations when supply voltage drops. As the advan-
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tages of current-mode signal processing become more and more obvious. While the semi-
conductor technology is capable of implementing current-mode systems successfully,
designers and manufacturers are starting to re-consider the possibility of current-mode
implementation of signal processing systems. Current-conveyors are already commer-
cially available (e.g. AD844) and have found applications in many different signal pro-

cessing systems.

1.2 CMOS Voltage-to-current converter (transconductor)

Although current-mode signal processing can provide solutions to many problems which
were carried out as voltage-mode signal processing, in reality, information in the physical
world is usually available in the form of voltage signals. Most existing and well-developed
analog electronic systems deal with voltage variables. Therefore, it is indispensable for
current-mode signal processing systems to communicate with outside world through some
form of interface circuits. Two kinds of interface circuits are needed. They are: voltage-to-
current converter and current-to-voltage converter. Figure 1.1 shows the block diagram of

a general current mode signal processing system and the necessary interface circuits [3].

0 | Current Mode . ——0
Vin | Transconductor | Im | Signal Lom Transimpedance Vyu
V-to-I) Processing It
o— 1 «( (I-to-V) 0
- -——

Fig. 1.1 Current-mode Signal Processing System

The interface which precedes the current-mode signal processing block is named transcon-
ductor. The interface which follows the current-mode signal processing block is called

transimpedance.
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The functions of transconductors and transimpedances are reversed. Their topologies are

related. Given one topology, the other one can be implemented using the dual topology of

the given topology.

Being the "front end" of a current-mode signal processing system, transconductor is usu-
ally a crucial part of the system. The overall performances of the system, such as linearity,
frequency response and noise, are limited by the performances of the transconductor. Ide-
ally, a transconductor structure should provide high linearity, low noise, wide bandwidth,
low power dissipation and insensitivity to the environment variations. A lot of researchers
have made contributions to develop high performance transconductor structures since
1980’s. Like other circuits, transconductors can be realized using MOS or BJT transistors.
Different device types (MOS or BJT) result in transconductors which are appropriate for
different applications. Since CMOS technology is dominant in digital system implementa-
tion, it is desirable to realize analog systems using CMOS technology as well. The reason
is that employing the same technology, a system which consists of both analog and digital

circuits can be integrated into one single chip (system-on-chip).

1.3 Research Objective and Outline

The objective of present research is to focus on certain aspects of CMOS transconductors
and effect some improvements that have not yet been addressed by other researchers in
this area. While transconductors that are meritorious in several aspects, such as low power,
low voltage, wide bandwidth, high linearity and so on [3,9,14-22] have been introduced in
the circuits and systems area, a key performance measure, that is, desired functionality
versus dc power consumption, has not been addressed at length yet. In the research results
presented in this thesis, the bandwidth of operation has been chosen as the desired func-
tionality of a transconductor. A methodology which will improve the efficiency of dc

power consumption to achieve a given operational bandwidth and vice versa has been
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developed from the research.

The focus of this research is thus to improve the frequency-power efficiency of CMOS
transconductors. But the efficiencies of other performances versus power dissipation could
also be addressed in similar manner. In this research, the frequency-power-efficiencies of
various CMOS transconductors are analyzed and optimized. By doing frequency-power
efficiency optimization, one can improve the frequency performance of a transconductor
when the power consumption is fixed or reduce the power dissipation of the transconduc-
tor when the bandwidth characteristic is fixed.

The outline of this thesis is as follows. In chapter 2, transconduétors are classified into sev-
eral categories according to the operating region of the input transistors. Typical CMOS
transconductor structures in the literature and their advantages and drawbacks are
reviewed. Chapter 3 introduces and explains the idea of frequency-power optimization.
The optimization leads to efficient frequency-power performance. Transconductor struc-
tures in each category of Chapter 2 are studied and simple single variable optimization on
the frequency-power characteristic of the transconductors are performed using analytical
approach. This, however, restricts the technique to single variable optimization. The theo-
retical predictions in Chapter 3 are verified by simulations and experimental tests and the
results are presented in chapter 4. Chapter S investigates second order effects on the opti-
mization methodology. Analytical formulas obtained in Chapter 3 are reviewed. Based on
the results of chapter 5, in Chapter 6, a more general algorithm is employed for the fre-
quency-power analysis using multivariable and constrained optimization. This makes it
possible to include factors such as mobility reduction and mismatches in the optimization.
Having optimized the transconductors, it appeared interesting to examine its significance
on the performances of a transconductor-based system. Therefore, in Chapter 7, the case of
a transconductor-C filter, based on optimized transconductors, is considered. Simulations
and experiments are also carried out. In order to evaluate the robustness of the proposed

optimization technique, the characteristics of the environment are also considered. Envi-
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ronment variations, process variations as well as noise characteristic are studied in Chapter
8. Short-channel and narrow-channel effects are also briefly discussed in Chapter 8. Since
long-channel models are well-established and understood, long-channel transistors have
been used to establish the feasibility of the optimization techniques. Chapter 9 provides

conclusions of the thesis.
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Chapter 2

CMOS Transconductor Review

Linear transconductors (or voltage-to-current transducers) are fundamental building
blocks of analog signal processing system. Their applications include interface circuits,
continuous-time filters, A/D, D/A converters, to name a few. Interests on developing high
performance MOS transconductor structures date back to the early 1980’s. In about two
decades, a lot of structures have been proposed and the designs were focussed towards
high linearity, high frequency operation and low power dissipation. Although each pub-
lished transconductor structure employs design technique which reflects the distinctive
thinking of the developer, common principles do exist among several different structures.
This is because the operation models of MOS transistors, which are the basic devices for
any MOS transconductor, are common. In this chapter, we will give a brief review of the
existing MOS transconductor structures, explain the basic principles supporting various
transconductor structures and illustrate the conceptual structures.

Before discussing the basic transconductor structures, it is worthwhile to have a look at the
operation models of MOS transistors. MOS transistors can be biased at accumulation
region, depletion region or inversion region according to the different gate-to-source volt-
age (7,,) range. When operating in inversion region, MOS transistors present specific
drain-current versus gate-voltage transfer characteristics and hence are able to implement
important signal processing functions. The inversion region can be further divided into
three subregions: strong inversion, moderate inversion and weak inversion [4]. Among the
three subregions, the moderate inversion region appears to be the most complex region.
Distributed circuit theory is often needed to model transistors operating in this region [5].

Because of the absence of proper model, moderate inversion region is rarely used for cir-
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cuit design and hence will not be discussed in this review.

The widely employed MOS operation region is the strong inversion region. The models of
MOS transistors in the strong inversion region are well-established. There are simple mod-
els and more accurate but complex models. Using parameters of different complexity lev-
els, the designers are able to analytically predict the performances of their design to
different degrees of accuracy. Transconductors based on strong inversion MOS transistors
will be discussed in section 2.1.

The operation model of MOS transistors in weak inversion is properly defined and the
complication level is moderate. Since the transistors operating in weak inversion region
can only process very small voltage and current signals, their applications are limited to a
few specific fields where very weak signals are expected, for example, biomedical equip-
ments. Section 2.2 will review the transconductor structure which is based on transistors

in weak inversion. Section 2.3 summarizes the review.

2.1 MOS operating in strong inversion region
The transfer characteristic, that is, 7, versus Vg, for a strongly inverted MOS transistor
can be expressed by one of the following two equations [6] depending on the actual opera-

tion region of the transistor.
Ip = (RCH/2L)(vgs - W (A+AVDe) 5 Vs>V Vps2Vas—Vy (2.1)
Ip = (RC, /LY Vs =V = Vps/2DWVps(l +AVps) 7 Vs>V 5 Vps<Vgs— Vi (2.2)

where u is the mobility of carriers, C,, is the gate capacitance per unit area, # and L are
the channel width and length parameters, v, ¥, represent gate-source, drain-source and
substrate-source voltages respectively, », is the threshold voltage of the transistor.

Assuming the channel length modulation is negligible, A in eqgns. (2.1)-(2.2) becomes

zero. Equation (2.1) 1s usually named "square-law of MOS transistor" and the transistors
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possessing this transfer property are called "saturated”. Transistors whose transfer charac-
teristic can be expressed by eqn.(2.2) are called "linearly operating” or in "triode” opera-

tion region.

2.1.1 Transconductors with input MOS transistors in saturation
region

Several transconductors which use MOS operation in saturation region have been devel-
oped in the literature. Transconductors in this category have high values of the transcon-
ductance factor (g,, ). With high ¢, , the transconductor is able t(; handle large drain-current
and the operating frequency of the transconductor can be high. The basic structure in this
category is source-coupled differential transistor pair. The conceptual circuit is shown in

Fig. 2.1[1].

current-mirror signal
processing circuit
(CMSP)

l Ipy Iy, L I,
>

Fig. 2.1 Source Coupled differential pair transconductor
Assume M1 and M2 are perfectly matched and saturated. Using the square-law for M1 and

M2, the output current of Fig. 2.1 is given by

K i
JE ssK¥ia I-ZI_V;'Zd Vl.a.IS %

58

I, =1Ip -Ip, =

IssEn(Viq) Vi 2y % (2.3)
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where x = %%’ . Several features of the source coupled differential pair transconductor
are discussed below.

a. Linear range. Analysis of eqn.(2.3) reveals that to achieve less than 1% nonlinearity, v,
must be restricted to |¥,] <02 [I;/K . Defining [I;;/K as the total dynamic v, range of M1
and M2 , the linear dynamic range given above is only 20% of the total dynamic range. -
b. Frequency response. The frequency domain (s = jw, » in radian/sec, j = J~1) transfer

function of Fig. 2.1 is given by

L(s) _ —g,(1-5C,u/z,) ) (2.4)
V:a(s) SR(Cp .+ Cog)+ g, =0

where g, is the transconductance, R, is the source resistance, C,,, C,, are parasitic capaci-
tances from gate to source and gate to drain respectively. For modern processes, c,, and
C,. can be very small and hence very high frequency performance can be obtained.

c. Noise performance. Consider only thermal noise. The equivalent input referred voltage

noise is given by

Vﬁ 16 kT Emb .
zfa = .:;_g_m(1 +?m.)(1 +N,) 2.5)

where ¥, is a constant depending on the topology and the #/L ratio of the transistors in the

current mirror circuit.

Although the source coupled differential pair transconductor can provide high frequency
performance, its extremely small linear range prevents it from being widely used. Efforts
have been put to develop transconductors possessing wider linear range as well as accept-

able frequency response and noise performance. Several such linearization techniques are

discussed in the following sections.

2.1.1.1 Adaptive biasing technique [7]-[9]

The principle of adaptive biasing technique is to replace the DC current source 7,, in Fig.
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2.1 by an input dependent current source. Figure 2.2 illustrates the conceptual circuit of
adaptively biased transconductor. The tail current of Fig. 2.2 consists of a DC constant cur-

rent term and an extra term which is proportional to the square of input differential signal.

CMSP

=

__‘ M1 M2
Vid
¢, Ipctk Vuz
v”

Fig. 2.2 Adaptively biased source coupled differential pair transconductor

The output current of Fig. 2.2 is given by

K-2K 2pc
2KIpcVia 1“%’;:2”?:1 IVidlsJT

Ipc+kVy qu’deJ'II?_C (2.6)

When & = k-2, the transconductor is perfectly linear. In addition, the linear range of each

{, =1Ip -Ip; =

transistor is increased by a factor /2 compared to that of Fig. 2.1 with 7, = 7,.. The trade-

off of this technique is the degraded high frequency response.

2.1.1.2 Cross coupling technique [8],[10]

Figure 2.3 shows the cross-coupled differential pair structure.
CMSP

Fig. 2.3 Cross-coupled differential pair transconductor
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The cross-coupled differential pair achieves higher linearity through the cancellation of the
odd order nonlinear terms of the two source coupled differential pairs. Analysis shows that
the odd order distortion term is proportional to x°// T, . The nonlinearity cancellation is

accomplished by scaling the w/L ratios and tail currents of the two pairs according to

Ws/L),3372 -7 1/2
[EW/L;I] = [[‘;I] Logy #Lgy, (W/L) 2 (W/L), (2_7)
2:

332;

The linear transconductance of Fig. 2.3 is given by

Em = gml ~&m2 T A/ZKIISJI _J2K213.|’2 - (2‘8)

where g,, and g, are the transconductance of outer and inner transistor pair respectively.
Therefore the transconductance of cross-coupled differential pair is lower than that of sin-
gle differential pair. Other performances such as frequency and noise of cross-coupled dif-

ferential pair are almost the same as those of single differential pair.

2.1.1.3 Class AB operation [11],[12]

The principle of class AB transconductors is based on the square law characteristic of

MOS transistors. Consider the two MOS transistors in figure 2.4.

-
* — [ M M2:] —

Vgsi Vas2

Fig. 2.4 Class-AB operation principle illustration

Assume M1 and M2 are perfectly matched and are operating in saturation region. Under
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the condition of constant sum of gate-source voltages, that is, Vg, + 745, = constant,
Fig. 2.4 possesses the following characteristics.

a. The differential drain current I, -1I,, is linearly proportional to the difference of the
gate-source voltages;

b. The sum of the drain current 7, +1,, is quadratically related to the difference of the

gate-source voltages.

For Fig. 2.4, the differential current is expressed by
I, = Ip;—Ipy; = 2K(V5) + V52— 2V XV as1 — Visa) (2.9)

The sum of the gate-source voltages in eqn.(2.9) reflects the common-mode input level. In
order to achieve constant common-mode level, fully-balanced differential-mode input sig-
nal is required for the transconductor. For the cases when such input drive is unavailable or
difficult to obtain, the linear transfer characteristic will not be reached. The modified struc-

ture in figure 2.5 can alleviate the requirement of fully-balanced differential-mode inputs.

-

VetV — VeV

Fig. 2.5 An alternative class-AB transconductor

The output current of Fig. 2.5 is given by
Ipy—Ipy = 4K(Vy+ V)V, = V3) (2.10)

From eqn.(2.10), one can see that the linear transconductance can be attained regardless of
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whether or not the input signals are ﬁ111y~ba1anced. In addition, the sum of the gate-source
voltage is no longer relying on the common-mode signal. Consequently, the performances
of the transconductor will not be affected by the common-mode input level. The transcon-

ductance of Fig. 2.5 is expressed by
Em = 4K(Vy+ V) 2.11)

and can be adjusted by changing the bias voltage 7,..

2.1.1.4 Cross~coupled class-AB technique [11]-[14]

We have known that cross-coupling source-coupled differential pair transconductor will
improve the linearity. Similarly, cross-coupling class-AB operating transconductor will
result in enhancement of linearity. Figure 2.6 illustrates the conceptual circuit of cross-

coupled class-AB transconductor.

Fig. 2.6 Conceptual circuit of cross-coupled class-AB transconductor
Assume the four transistors (M1,...,M4) are perfectly matched. The output current of Fig.

2.6 is given by

Zour = Ip1 ~Ipy = 2K(Vg=Vs5)V;y (2.12)

out

Coulr - . .
where K = '-‘-2';‘-'2—’ is the aspect ratio of the transistors. Cross-coupled class-AB transcon-
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ductor does not rely on the common-mode input level. If negative resistive load is used,
the CMRR (common-mode rejection ratio) can be very high. Another feature of cross-cou-
pled class-AB transconductor is the easy tuning capability. Transconductance can be
adjusted through changing v,. The drawback of this technique is the low PSRR (power

supply rejection ratio) because of the direct relation between transconductance and the

supply voltage ( 7y and 7).

2.1.1.5 CMOS double pair structures [10],[17],[18]

The MOS transistors in the aforementioned transconductor structures can be replaced by

CMOS double pair (shown in Fig. 2.7).

ThH T e

Fig. 2.7 Replace a single MOS by a CMOS double pair
The output current expression of a transconductor with MOS transistors being replaced by
CMOS double pair is identical to that of its original structure. However, the x and 7, in

the original equation should be replaced by k,, and 7, respectively. The k,, and 7,,,

are defined by
K, =~ —f (2.13)
J&, + JK,)
Viveg = |Verpl * Vern (2.14)

where K, = (uC, . W/2L)|,, 06 » Kn = WC, W/2L)| a0 Varp @Nd 7, are the threshold voltages
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of PMOS and NMOS transistors respectively.

We have mentioned that some linearization techniques (e.g., Fig.2.5) need tunable dc gate-
to-source voltage. When the source terminals of the pertinent transistors are connected to
the power supply, poor PSRR characteristic of that power supply will be resulted in. While
replacing single channel MOS transistor by a CMOS double pair, the gate-source voltage
of the original structure is replaced by the voltage between the two gate terminals of the
CMOS pair. The gate-gate bias voltage adjustment of a CMOS pair will not affect its sup-
ply voltages, which are connected to the drain terminals of the input MOS transistors, any
more (because of the large gate-source resistance). Therefore higher PSRR can be
achieved for the CMOS pair based transconductor. The disadvantage of CMOS pair based

transconductor is the reduction of input linear range due to the increase in the threshold

voltage (7, )-

2.1.1.6 Frequency response improvement technique {19].[20]

The principle of improving frequency performance of a transconductor is to reduce (or
eliminate if possible) the internal nodes. Without any internal nodes, the frequency
response of the transconductor will be determined by the capacitances at the input/output
nodes and the transconductor is able to operate probably up to f;, that is, the unity gain
frequency of MOS transistors. Circuits given in Fig. 2.8 are two examples of high fre-

quency transconductor.

Vaa
v, é Vo- L
i Va (Va Va Vaa v
cl
l_ _-{ I‘_Vc_z

Vas
Vi—'{' g
;7 VO,i. Iv* vl vll

(a) Nauta’s Structure (b) Singh’s Structure

Fig. 2.8 High frequency transconductor structures
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Fig. 2.8(a) has differential input and differential output. It is noticeable that except the two
input nodes (Vj; and V,), all the other nodes are either connected to the output node Vi, or
connected to V,_. Fig. 2.8(b) has single input and single output. The parasitic capacitances
that could affect the frequency performance are all connected with the input and output
nodes. By avoiding internal nodes, both Fig. 2.8(a) and (b) achieve high frequency opera-

tion.

2.1.2 Transconductors based on input transistors in linear region

So far we have been discussing transconductors with input-MOS transistors operating in
saturation region. Transconductors can also be implemented using MOS transistors operat-
ing in the linear region. The model equation was given in eqn.(2.2). Such type of transcon-

ductor has simple circuitry, easy tunability and zero quiescent power dissipation [1].

Vg X
v I; —— v Y1
1 | I
Vb ’__l Vs Y, VB
. Vg L] Vv
ID __—;( Y2
2

(a) triode operating MOS  (b) Two-MOS structure  (¢) Four-MOS structure

Fig. 2.9 Transconductors based on linearly operating MOS

Consider Fig. 2.9(a). The drain current 7, of a linearly operating MOS transistor is propor-
tional to its drain-source voltage ¥, (see eqn.(2.2)) and can be adjusted by the gate-source
voltage 7. Using more accurate transistor model, the drain current of Fig. 2.9(2) can be

related to the drain and source voltages of the transistor by

Iy = G(Vp-V5)-g(Vp)+g(Vs) (2.15)
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where G is the inverse of uC, (W/L)Vss, g( ) is 2 nonlinear function and can be further
expressed by g(x) = g,(x)-g,(x) . g,( ) and g,( ) represents odd function and even function
respectively. Fig. 2.9(a) sometimes is inserted in the source terminals of a source coupled
differential pair transconductor as an active resistor to improve the linearity of the
transconductor (source degeneration) [21],[22]. Fig. 2.9(b) and (c) can achieve a linear
transconductor themselves if designed properly. For Fig. 2.9(b), assuming v, = -%,,
X, = X,, and the two transistors are perfectly matched, the differential drain current is

given by

Lyt = Ipy ~Ipy = (-2mC, Kix, - v,,)¥, +2g,(¥)) (2.16)

out

where g,( ) is the odd part of g( ). Obviously, the even order nonlinear terms are cancelled
out in this structure. For Fig. 2.9(c), assuming M1 and M2 are matched, so are M3 and M4,

the differential current of Fig. 2.9(c) can be expressed by

L, =11, = uc, Bx, - x,)¥, -1y (2.17)

out

Fig. 2.9(c) possesses the following features:

a. Both even and odd nonlinear terms are eliminated.

b. Either X terminals or Y terminals can be used to input ac signals.
c. No fully-balanced requirement for the input ac signals.

d. The transconductance can be tuned by changing the DC bias voltages on X or Y termi-

nals.

The transconductors discussed in sections 2.1.1 and 2.1.2 are based on transistors that are
operating in the same region, that is, either saturation or triode region. It is also possible to
employ transistors of different operation region in a transconductor structure. Since such
implemented transconductors have distinctive I-V transfer characteristic and linearity per-

formance, it is better to consider them as a new transconductor class that is different from
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those described in sections 2.1.1 and 2.1.2.

2.1.3 Transconductors based on MOS transistors operating in satu-
ration and linear regions [23]-[25]

The conceptual structure of the transconductors which employ transistors operating in both
saturated and linear regions is given in Fig. 2.10(a). It consists of two stacked transistors,
M1 and M2. The upper transistor (M2) is operating in saturation region. The lower transis-
tor(M1) is in linear region. Input signal is fed into the gate terminal of M1, therefore M1 is
the dominant transistor of the structure. The transistor M2 is indispensable for the structure
because it controls the drain voltage of M1 via adjusting the dc voltage at its gate terminal
(i.e., V¢). By properly choosing V,, the drain-source voltage of M1 can be limited to

Vps< Vs - Vi, and hence the linear operation of M1 is attained.

M2 [ — L
Vi l M2 Ve
c l 1 L [2,
Y
vD M1 M3
Vi | !
VDS<VGS-Vth
Vin ___‘ [:Ml | |
Vs Vs I
(a) Cascode structure (b) Coben’s structure

Fig. 2.10 Conceptual circuit of transconductors with input-MOS in mixed operating
regions

In addition, after inserting M2, the output node becomes the drain of M2, thus the output

resistance of the transconductor can be greatly increased. Employing two identical Fig.

2.10(a) structures and using fully-balanced ac inputs to implement a transconductor, better

linearity can be achieved. The structures shown in Fig. 2.10(b) can provide higher linear-

ity than that of Fig. 2.10(a). In Fig. 2.10(b), M1-M2 branch is identical to Fig. 2.10(a), M3
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is parallel with M1-M2 branch and operating in saturation region. The higher linearity
results from the fact that the distortion terms of saturated and linearly-operating transistors
have opposite polarity [25]. Since the output current 7, is the summation of the current of
M1-M2 branch and M3 branch, the distortion of 7, will be lower than that of each single
branch. Cross-coupled connection of two units as in Fig. 2.10(b) and employing fully-bal-

anced input ac signals will result in even better linearity performance.

2.2 MOS operating in weak inversion region

The transfer characteristic of a MOS transistor in weak inversion region is given by

~Vas(¥/m)y-(1/V)] e‘VDSIVr)e(VGS’Vu)/(‘"yI) (2.18)

w
ID = EIDOe (1-

where I,, and » are process parameters. [I,,=pC, 2(n¥,)’/¢" , the typical value for » is 2.
v, = ":f in which & is the Boltzman constant, T is the temperature in Kelvin and ¢ is the
charge quantity of an electron. 7, is the threshold voltage. v, V)¢ and vV, are bulk to
source, drain to source and gate to source voltage respectively. W and L are the channel
width and length parameters.

Considering eqn.(2.18), one can see that the transfer characteristic of weakly inverted
MOS is similar to that of a BJT transistor. Thus by replacing BJT transistors in a circuit
with a weakly inverted MOS transistor, similar transfer function can be achieved. A simple

structure is source coupled differential pair of Fig. 2.11.
CMSP

o

Fig. 2.11 Transconductor with weakly inverted input-MOS
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Although Fig. 2.11 looks exactly the same as Fig. 2.1, the transfer characteristic of M1 and
M2 are completely different for Fig. 2.1 and Fig. 2.11. The former follows eqn.(2.1)

whereas the latter follows eqn.(2.18). The differential output current for Fig. 2.11 is given

by [26]

oy = fotanh 2 (2.19)

14

where v, is the differential input voltage, » and 7, are the same as those in eqn.(2.18). If
¥, is less than 3n¥,, I,,, can be approximately expressed by 10-2-% and hence is linearly

related to the differential input voltage v, .

2.3 Summary

In this chapter, various linear MOS transconductor structures existing in the literature
have been reviewed. The transfer characteristics of input-MOS transistors are employed as
the basis of transconductor classification. The emphasis is put on the transconductors with
input transistors working in strong inversion region. This is because the models of MOS
transistors in this region are well-established and transconductors based on MOS transis-
tors in strong inversion region are widely used in practical applications. As a consequence,
the following chapters will focus principally on the transconductors built from MOS tran-

sistors in strong inversion.
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Chapter 3

Transconductor Frequency-Power Efficiency
Optimization I: Unconstrained Single
variable Optimization

With the development of semiconductor technology, the component densities on a single
integrated chip are increasing dramatically. Currently, the integration level has reached
more than 15 million transistors per chip (Alpha 21264, 1996). Implementing a complete
system on a single chip (i.e., system-on-a-chip) is no longer a dream. However, the large
component count on a single chip will naturally lead to increased power dissipation of the
chip. It has been found that when power dissipation is over a particular limit, portability
will be a problem. This is because the power dissipation will result in heat accumulation
which will either make the chip malfunction or greatly reduce the lifetime of the chip.
Therefore, cooling component, which usually has big volume and heavy weight, must be
attached with the chip. The effective way of employing highly integrated chips without
losing the portability is either reducing the absolute power dissipation or improving the
power efficiency so that better performance can be achieved for certain amount power
consumption. There are two phases to accomplish the power dissipation reduction. One is
to develop completely new circuit topology in which low power is the major concem, for
instance, micropower systems. The other is to optimize the existing circuit topologies in
terms of power dissipation. Phase one is very promising because it can effectively exploit
the advanced features that the modern semiconductor technology can provide. But it usu-
ally requires longer design and test cycle before becoming a commercial product. On the
opposite, optimizing the existing designs may not lead to such a good result as method one

can achieve, but it has the advantages of low cost and short time-to-market. In addition, a
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systematic optimization methodology can be applied to newly developed topologies as
well.

What we are interested in here is the second phase: optimizing CMOS transconductors in
terms of their power dissipation. The objective of the optimization is the frequency-power
efficiency of CMOS transconductors. Section 3.1 introduces the criterion proposed for the
optimization. Section 3.2 presents the mathematical expressions and general results of the
optimization. Sections 3.3, 3.4 and 3.5 apply the optimization methodology to CMOS
transconductor structures with two- , four- and eight-input MOS transistors respectively.
While optimizing the transconductor structures, physical aspec;ts are also taken into con-
sideration. For each transconductor structure, only one of the design variables is used for
optimization and no constraints are set for the optimization. Therefore the optimization is

said to be unconstrained single variable optimization. Section 3.6 summarizes the conclu-

sion.

3.1  g,./Pgiss: frequency-power efficiency of transconductors

Optimizing CMOS transconductors with respect to a particular performance is not a new
idea. Some researchers have already taken optimization into consideration when they pro-
posed a transconductor structure[27]. However, none of the systematic CMOS transcon-

ductor optimization method discussed here has been reported in the literature.

It is known that delay-power product is a very important feature of a digital design. Mini-
mizing delay-power-product is always a goal no matter which digital system is under con-
sideration. Similarly, we can consider a specific performance parameter of the
transconductor structure with its power dissipation and define an optimizable figure of
merit. For example, one can define frequency-power ratio, linearity-power ratio and noise-
power product as design criteria. Then the right direction of performance improvement

will be maximizing the first two ratios and minimizing the last product. Our research is
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dealing with the criterion of frequency-power ratio which describes the frequency-power-
efficiency of a transconductor. The intrinsic operating bandwidth of an unloaded transcon-
ductor is determined by the ratio of its ac transconductance (g,_.) and the parasitic capaci-
tances associated with the output transistors. The parasitic capacitances of a fixed size
transistor depend only on the technology parameters, such as gate-drain or gate-source
overlap capacitors, and hence can be taken as a constant value. Therefore, the bandwidth
of a transconductor is eventually decided by its ac transconductance. So the frequency-
power-ratio of a transconductor can be represented by g,./P,., ratio. Assuming certain
amount of power dissipation, the transconductor with high g-ac/de-“ can achieve wider
bandwidth than the one with low g, /P, . ; alternatively, assuming certain operating band-
width is required, the transconductor with high g, _/P,. . will consume less power than the
one with low g, /P, . Maximizing the g,./P, . will result in highest frequency-power

efficiency, which is a very desirable feature of a transconductor.

3.2 General view on g, /P4 characteristic of CMOS transconduc-
tors

Assume the availability of a voltage or current variable (say, x) which determines g,. and
P, - By adjusting x optimally, the function fx)=g,./P,., can be maximized. Since in a
MOS transistor, the transconductance is proportional to the square root of the dc current
(saturated operation) or linearly proportional to the dc current (linear operation), and the
dc current is proportional to the square or higher power of voltages applied to the gate ter-
minal (i.e., ¥5¢-¥,;), so the transconductance will most naturally be proportional to the
voltage variable (i.e., x ). Similarly, being the product of a dc voltage and a dc current, the
P, Will be proportional to the square or higher power of y. Thus it is very reasonable to
assume that the dependence of P, on x will be at least one degree higher than that of g__.

In other words, the degree of the numerator of f{x) will be less than that of the denomina-
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tor by one or a higher number. Let us consider a few conceptual possibilities.

Case 1. Consider that f{x)= e/(ax+B) . Such expression occurs when the g, is a linear

function of the variable y (i.e., g,. = ex) while the P, has the form of P, = ax®+Bx.

a, B and e are constants. Following the routine of function maximization with respect to

x » it turns out that the extremum of {x) is =< at y = —-B/a.

Case 2. Consider f{x)= (x +e)/(ax’+Bx +7) , where o, B,v,5 and ¢ are constants. Mathe-

matical optimization shows that the two extremums of fyx) are located at
—aetyJ(ae)’—apse+ays’ . The x which has the positive sign before ./ symbol cor-

x =
ad
responds to the maximum f{x ). The other one leads to the minimum f{y). If e = 0, the

extremums appear at y = £ g . When o5 is positive, y = JZ will lead to the maximum of
Fx). Otherwise % = — Jg will lead to the maximum.

Case 3. Consider fly )= (ex” +nx+1)/( +Bx* +vx+8) . An example of the transconductor
structure which has such g, /P, . characteristic is the drain/source-biased saturated input-
MOS transconductor. Detailed analysis on such structure will be given in later sections.
Equating the first order derivative of f{x ) to zero, we find that the extremums of f{x ) hap-

pen at the solutions of the following equation:

ex’+2my’ + Br+nB-eyx” + (2BA-28e)x + (YA -8n) = 0 3.1)

The real roots (positive or negative) of eqn.(3.1) will be acceptable solutions. {x ) could be
maximum or minimum when y equals to one of the solutions.

The above analyses are at abstract level. Depending upon which of the three abstract cases
arises during the analysis of a particular transconductor structure, its optimization result
can be easily obtained by replacing the symbols in the abstract formulas with proper

design variables of the transconductor.

3.3 Optimizing g,./P4; for two-input-MOS transconductors

Now let us consider the linear transconductor structures, that is, the transconductors which

have linear voltage-current transfer characteristic. The simplest linear CMOS transconduc-
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tors are based on two-input-MOS transistors, for example, the source coupled differential
pair transconductor. The input transistors can operate in strong or weak inversion regions
(Chapter 2). Consequently, there can be four possible modes of operation: (i) saturated
two-input-MOS transconductor; (ii) linear-operating two-input-MOS transconductor; (iii)
weakly-inverted two-input-MOS transconductor and (iv) mixed-operating two-input-MOS
transconductor. In this section we will optimize the g, ./P,;,, for various two-input-MOS

transconductors.

3.3.1 Transconductors with gate-biased input MOS operating in
saturation region

Figure 3.1 shows the network under consideration.

Vgs1 —i k k ‘—— Vgs2
NS

Fig. 3.1 Conceptual diagram of the transconductor

The transconductor with this configuration has the following I ;; and P4 expressions

(ignoring channel length modulation):
= K(vgs1 *Ves2 =2V XVes1 —VGs2) (3.2)

Ioyr = L1 -1,

where K = %uCax(W/L), v,, is the threshold voltage, vgs, and vgs, are the instantaneous sig-

nals (ac plus dc¢), 1.e.

vast = Vas1 t Vga Ves: = Vesat Vge2 3.3)
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where v, are the dc components and v, . are the ac components.

xyz

2 2
Phiss = Kl(Vgs1 =V} + (Vs =V Y WV 3a= V) 3.4)
where v,, and v, are positive and negative power supplies respectively.

3.3.1.1 Equal input common-mode signal

ASSUME V5 = Vgsp = Vs s Vg = —Vge2 = Via/2 - Using eqns.(3.2)-(3.4) we can derive

8ac < a[out/(avid) = 2K( VGS - Vtk) - (3 '5)
Piies = 2'K(VG.S'_ tir)z(Va’d_ Ves) (3.6)

Therefore
Zac 1 3.7

Paiss Vos—Vip)Vga—Vy)

Taking v, as independent variable x, eqn.(3.7) has the same form as that of the abstract
Case 1. It has been known that for a MOS transistor to work in strong inversion region, its
gate-source voltage must be greater than the threshold voltage (i.e., v;¢> 7, ). Therefore,
eqn.(3.7) will monotonically decrease as v, increases. When »,; approaches 7, , the
8../P4ss goes toward infinity. Although the theoretical maximum of eqn.(3.7) (i.e., infin-

ity) is not physically reachable, it gives us an idea that for this kind of transconductor

structure, higher g,./P,... can be expected when v is getting closer to 7, .

3.3.1.2 Unequal input common-mode signal

Now it is assumed that ¥, = ¥g,, and v,,, = -v,,, = v,,72 . The ac transconductance and

dc power dissipation are found to be

al,
8ac = ﬁ =K[(Vgs,=Vend + (VG52 = Vn)] 3-8)

and
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Pyiss = Kl(Vgsy - V) + (Vgs2— rh)zl(V:;d_ Ves) 3.9

The g,./P,,, is obtained as

- - 2 2
Pdu: [(VGSI“ ) +(VG_5‘2_ h) ](Vdd—Vu)

ac Vas1 ¥ Vosa—2Vy, (3.10)

In eqn.(3.10), either 7, or 7,5, can be used as the independent variable for g,./P,. ., opti-
mization while the rest of the voltages are assumed to be constants. Comparing eqn.(3.10)
with the expression of general Case 2 in section 3.2, the similarity is obvious. Replacing
the symbols in the optimization result of general Case 2 by proper voltages of eqn.(3.10)
and assuming ¥;;, and Vg, are independent, the optimal 7, , can be determined from

eqns.(3.11) and (3.12).
Vastjope = —Wgsa =2V ) + 2(Vgss = Vi) (3.11)
O Vgsapope = — (Vas1 =2V + 2(Vgs, = Vip) (3.12)

If v, and vy, are related to another control voltage v, by Vg = o,V , Vg = 0, Vcs

eqn.(3.10) can be re-written as

8ac _ (a1+°'2)Vc‘2Vlt
o : z (3.13)
diss  [(4 V.=V, ) + (V. -V, ) WV - V)

Eqn.(3.13) can also be optimized according to general case 2 and the optimal ». can be

expressed by

clopt
I @@ NG Fa)  (glrad)

= 2V, +j 2V1h )2_ 2V:rzh (3_14)
A (

The above case, i.e., Vg /¥, = @,/a,, arises when vV, and v, are obtained from a
potential division network over which the total potential is ¥, . Quite often, in a MOS
voltage division network, 7. is generated by a bias current [y, in a biasing MOS tran-
sistor, that is, ¥V =Jls.s/K"*V,x, where k- is the aspect ratio of the pertinent transistor.
Under such circumstance, the g,./P, . optimization can be carried out with respect to

Tsias . The optimal 7., can be expressed by
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V)’ (3.15)

= K‘(Vc tk)

Ibia.r]op: lope —

where 7, is given in eqn.(3.14).

Considering the feasibility of the optimal results, the optimal 7, , and v, obtained from
above equations must satisfy the requirement of v;;> ¥,,. When the optimization is done
with respect to I,,,,, only positive Iyaspope 18 acceptable. Transconductors with two-input-
MOS transistors and having unequal input common-mode signals have not been studied
extensively in the open literature. This is mainly due to the poor linearity characteristic of

such kind of structure. This will be discussed in more details in Chapter 5.

3.3.2 Transconductors with Drain/Source-biased input MOS oper-
ating in saturation region

The control voltage of a saturated-operating transconductor can also be applied to the
drain or source terminal of a MOS transistor. While biased at drain/source terminal, the
instantaneous voltages (dc plus ac) on the gate terminals are fixed. The tuning of the
transconductor’s performances will be achieved by adjusting the drain/source biases. The
conceptual diagrams of PMOS and NMOS structures are shown in Fig. 3.2(2) and (b). For
PMOS structure, ¥;; and V4, are the source bias voltages; for NMOS structure, ¥;; and
V.

s2 are the source bias voltages.

Va1 1 f|Ve
\j v
M1 M2 !-—— VG1=Ve1t+via/2 Vea=Ver-vig/2
le:vCl+vid/2 VGZ::ch'vid/Z " M2 '_
CMsP I Izl
Vg Vsl VSZ
(a) ®)

Fig. 3.2 Drain/Source-biased saturated-operating transconductor

Applying the square-law model to M1 and M2 and assuming M1 and M2 are perfectly
matched, the g,/P ;. of Fig. 3.2(a) and (b) can be expressed by eqn.(3.16) and (3.17)
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respectively.

8ac x+2V‘,2-—V — V=2V, (3.16)
Pdi:s box —blx -#b:,_x-PbJ

for PMOS structure and

8ac _ ~(X 2y -V = V5 )2V, ‘ (3.17)
Pdi” bnox +bn1x +bn2x+bn3

for NMOS structure.
In eqn.(3.16), A » (3.18)
by = 1 (3.19)
by = 2V gy =V = V) + (Vga= V) (3.20)
by = (Vya= Vo VY +2(V gy =V =V )V = V) (3.21)
by = (V- V, —V,_) (Fya= V)% (Vya= Vg = VY gy — V) (3.22)

The x of eqn.(3.17) is defined as ¥,,-¥,,. The 5,,,,; of eqn.(3.17) are similar to
eqns.(3.19)-(3.22) with v,-v,, v,,-¥., and ¥,-¥, being replaced by -v,-v,) ,
~(V,,—V.,) and ¥,- ¥,, respectively. In the following, we will show the optimization proce-
dures for PMOS structure . NMOS structure can be optimized similarly.

The g,/P 45s of PMOS source-biased transconductor (i.e., eqn.(3.16)) has the same form
as that of abstract case 3 with € = (. Replacing the symbols in eqn.(3.1) by proper voltages

in eqn.(3.16), the following equation can be derived.

b (3.23)
3, G300 g oy e L2000 z_b‘) =0
where
C=2Vp-V,-V,-2V, (3.24)
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For the PMOS source-biased transconductor to operate properly, the inequalities of

Var-Ve-Viu>0 s Vi —-Vey-V,>0 (3.25)

must be satisfied. The solution of eqn.(3.23) which meets the requirement of (3.25) will

be the acceptable optimization result.

3.3.3 Mixed saturated-triode-operating input-MOS transconductor

We have explained the operating principle of mixed input-MOS transconductor structure
in Chapter 2. Here we will study its g, /P ;;, ratio and find out the biasing condition which
can lead to highest g, /P ;. ratio. Figure 3.3(a) and (b) are the conceptual structures of
mixed input-MOS transconductors. The drain current 7,,, can be mirrored out by employ-

ing a current mirror as the active load of the structures.

Fig. 3.3 Mixed saturated-triode-operating transconductor

Since the cascoded transistor M1 is mainly used to ensure linear operation of M2, the
branch current (i.e., 7,,,) is determined by the voltage-current transfer characteristic of M2.
Using the linear operation model for M2, the ac transconductance and dc power dissipa-

tion of Fig. 3.3(a) are obtained as
8gc = 2KVps (3.26)

P,.=2KVac— v VZSV-V
diss Vos= Vi)V ps— 5= |(Vaa=Vss) (3.27)
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where Vg and V¢ are the gate-source and drain-source voltage of transistor M2 respec-

tively. According to eqns.(3.26) and (3.27), the g, /P ;;,s ratio is obtained as

8ac _ 1 3.28
Pyics  [Vgs—Vip)~Vps/2XVaa— V) ( )

Consider optimizing eqn.(3.28) with respect to ¥, . Theoretically, when 7,5 = 2(Vgs-¥,,),

84/Pjiss Will be infinity. However, for M2 to remain in linear operation, it must have
0< Vps< Fgs—V,, . With this restriction, g, /P 4. becomes a monotonically increasing func-

tion of v,;. Moving v, towards V-7, will lead to higher g,/P ;s

Because Fig.3.3 (b) needs to be paired to implement a linear H@sconductor, its optimiza-

tion will be discussed in the four input-MOS section.

3.3.4 Linearly-operating input-MOS transconductors

In section 2.1.2, a linear transconductor structure consisting of two input MOS transistors

operating in linear region (Fig. 2.9(b)) were studied. The structure is re-drawn as follows.

X1
Ipy ———

Yl 2_|~:‘_X
B

Y2 Ipo Vv
X5

The output current of such transconductor was given by eqn.(2.16) and is repeated below.

Loy = Ipy—1Ipy = (‘Z)ucazZ(XI = V)Y +28,(Y,) (3.29)

out

at the condition v, = -¥, and X, = X,.

The dc power dissipation of this transconductor structure is given by

Pyiys = uC, (W/L)Yy— V2 +2V(X, ~ ¥,)] (3.30)
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Because the bias voltage can be input into either gate (x, ) or the drain/source (¥, ) termi-
nal, the g,/P ;s can be optimized with respect to x, or v, depending on where the bias

voltage is fed.

3.3.4.1 Drain/source-biased

Assume ac input signals are fed into Y terminals of the transconductor, i.e., ¥, = ¥,.+v and

X, is fixed . Neglecting the odd order nonlinear term g (¥,) in eqn.(3.29), we obtained

8o = KX -V,,) (331)
The g,./P j;;c optimization reveals that when

Voe = JP-2vi,-¥,)  and  vs206,-7,) (3.32)

84/Piss 1s maximized. However, physical restrictions for the transconductor to operate
properly require v<X,-¥, and v<v¥, <x -V, Therefore, the optimization result of

eqn.(3.32) is not feasible. Under the circumstance of r<x, -V, , smaller 7, will lead to

higher g, /P jjgs-

3.3.4.2 Gate-biased
Assuming the input signals are fed into X, terminals, that is, x, = ¥, +v, and neglecting

third and higher order nonlinear terms g,(v,) in eqn.(3.29), we get
8ac = KY, (3.33)

The maximal g,/P;;, is found at

Vie = 2V = V) (3.34)

The feasibility of eqn.(3.34) must be examined by the inequalities of (3.35).

Vg V,>max(¥,,-Y,) , V<min(¥,,~Y;) (3.35)
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3.3.5 Weakly-inverted input-MOS Transconductor

According to eqn.(2.19), for |vj<3n¥,, linear transconductance can be achieved by
weakly-inverted two-input-MOS transconductor structure. The ac transconductance is
expressed by g,. = I,/(2n¥,). The power dissipation of weakly-inverted two-input-MOS
transconductor has the expression of 7, =Iyv,,-7,). Thus, the g, /Py, of this

transconductor structure is a constant and hence can not be optimized.

3.4 Optimizing g, /P 4;, for four input-MOS transconductors

Two-input-MOS transconductors have very simple architectures but usually suffer from
very small linear range. Many circuit design techniques which can be used to improve the
linearity of the basic two-input-MOS transconductors were discussed in Chapter 2. One of
the effective methods for improving linearity is cross-coupled connection of a pair of two-
input-MOS transconductors. This technique leads to four-input-MOS transconductors,
which can provide better linearity as well as simple circuit architecture. Four-input-MOS

transconductors are widely used in literature.

3.4.1 Transconductors with input MOS operating in saturation
region

When operating in saturation region, MOS transistors can carry large current (in the range
of tens of uA). Many linear transconductor structures are implemented using saturated-
operating input-MOS transistors to achieve higher output current. Fig. 3.4 shows the con-
ceptual circuit of a saturated-operating gate-biased four-input-MOS transconductor. The
term "gate-biased" refers to that the adjustable bias voltages are fed into the gate terminals

of the input transistors.
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Fig. 3.4 Conceptual diagram of Four-input-MOS transconductor

Ignoring channel length modulation, we can write:
L = K(vy—vp-Vy s I = K(vy-vy-Vy 5 Iy = Ky =vyy= V), I, = K(vg—vp-V,)° (3.36)

The output differential current /,,,, and the power dissipation P ;¢ are expressed as

Loy = W+ D)=+ 1) = (I, - 1)+ (1= 43)
= K(vy +vg—vp=vp=2V )y - vp+vo—vp) + KWyt v —vy—vy=2V) (v~ vy + vy —Vy) (3.37)
Paigs = W+ L+ i+ L) (Vg — V) (3.38)
Let vis/=V4-Vp, Ves2=VEVQ s VGs3=VI-VaM » VGs4~=Vrvy, €qn.(3.37) can be re-written as
Lour = K(vgs1 * Vas2 = 2V )VGs1 —Vos2) + KVGs3 * VG54 = 2Vis)(VGss —Vass) (3.39)

In order for the transconductor to have linear ac transconductance, vgg -vgss > Vasi —Vasa

should be linearly related to the differential ac signal v, . This can be achieved, for exam-

ple, by setting
vest = Va1 EVvia/? (3.40)
ves2 = Vesa ¥ via/2 (3.41)
vsy = Vosstvia/? (3.42)
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(3.43)

Vess = Vosa FVig/2

In the above, Vg, Vigso, Vgsy and Vg, are adjustable dc bias voltages. By properly
choosing the dc bias voltages and the phases of ac signals, transconductors governed by
different g,. expressions can be realized. Considering all the possible conditions, there
emerges eighteen different ac input phase combinations in total. These eighteen phase
combinations can be grouped to nine sets in terms of their similarity of g, /P j;s €Xpres-

sions. Table 3.1 lists the phase sets concerned.

Table 3.1 Polarity of ac component vi;l/z

Phase set phasing No. Vost Ves2 Ves3 Vesd
1 1&2 + - + -
- + -~ +
2 3 &4 + - - +
- + + -
3 5&6 + + + -
- - - +
4 7&8 + + - +
- - + -
5 9& 10 + - + +
- + - -
6 11& 12 + - - -
- + + +
7 13& 14 + + -
- - + +
8 I5&16 + - 0 0
- + 0 0
9 17& 18 0 0 + -
0 0 - +

The dc biases within each of the two transistor pairs (M1,M2),(M3,M4) can be balanced or
unbalanced. The g,./P ;s expressions and the corresponding optimization results will be

different for balance-biased and unbalance-biased cases. Both cases are discussed in the
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following sections.

3.4.1.1 By pair balanced input common-mode signal

In this case, we assume Vg = Ve, = V. , Vgs; = Vgse = ¥, - Four different expressions are

possible for 1,,,. They are

I, =RKFV_ -V,)vy (3.44)

or I, =22K(V, +V,-2V,)v, (3.45)
or I,,=2KWV,-V,vy (3.46)
or I,,==RKW_-V,)vy, (3.47)

Eqn.(3.44) holds for phase set 1 in Table 3.1. Eqn.(3.45) holds for phase set 2, eqn.(3.46)
holds for phase sets 3,4 and 9 while eqn.(3.47) holds for phase sets 5,6 and 8. Obviously,
phase set 1 is ideal if dependence of 1, on ¥}, of the transistors is undesirable.

The dc power dissipation expressions for all cases are the same and is given by
Pyies = 2K[( Vc'— Vlh)z + (Vb - Vrh)2 I Vda'_ Vs:) (3'48)

where & = %ucox( wsL) for the corresponding MOS transistor.

The two voltage variables, ¥, and ¥}, , can be independently controlled or be dependent on
each other through another voltage v, by 7, = «,¥,, ¥, = «,¥,. The optimization results
for independent (¥, V}) and dependent (¥, V}) cases are provided in Table 3.2 (a).
Because a bias voltage can be generated by passing a bias current through a diode-con-
nected MOS transistor, the g, /P ;¢ of a transconductor can also be optimized with respect
to the bias cumrent 7,,,,. The relation between the bias voltage and the bias current is
Lias = K(Vyias - Vip)? , where K is the aspect ratio of the diode-connected transistor. The
optimal bias current of each phase set which will lead to optimal g, /P4 is also given in

Table 3.2. For some transconductor structures [25]-[27], the total current of the circuit
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needs to be held as a constant, that is, 37 = ,, . In such case, the P can be expressed by

(I, +nl, XV 44— V,,) , Where I is the bias current which generates the necessary bias voltage

and n is a constant representing the number of biasing nodes needed in the transconductor.

Taking [, as the optimizable variable, the optimal /;, is decided by n, I, and the aspect ratio

k of the bias transistor. Table 3.2(b) lists the optimization results of 7, for all the phase

sets as well. Since phase set 7 works as a linear transconductor only when input common-

mode signals are unbalanced, the analyses conducted and the results obtained in this sec-

tion are not applicable to it. The optimization on phase set 7 will be discussed in the fol-

lowing section.

Table 3.2 (a) Optimum dc bias voltage expressions for balance-biased four-input-

MOS transconductors
Phase set | Optimum control voltage Optimum control current
Independent Case Dependent Case
Vc(apr = Vb * “ﬁ(Vb - Vtk) if Vclapt < Vt}r +1
1&2 or ropr = 2 Vo
Velope = ¥er if Yelope™> Ve ™! A Tn
Vb[apt = Vc+ﬁ(yc_r,th) if Vblapt>yth+l
or
Vc[apr = Y if Vb[oyt <Vep*!
Independent Case Dependent Case
3&4 Y etope = ~(:{b-z;’n“)+.‘/E(Vﬁ— » ay (« +a2)2
Va‘=———-"’ 1+ |—————'2 3
rop +
Vblope = ~ (Fe—27y) * ﬁ(yc' Ver) %TE 2oy * o)
Independent Case (5-8,17,18) Dependent Case (5-8,17,18)
Vbiopr =7 Vc[opr = Vi v B Vo Le b 2&10.2
5-8,17,18 Independent Case (9-12,15,16) TPty (@ +al)
& 9-12,15,16 Dependent Case (9-12,15,16)
Ylort = % Vyjope = Vin 2a
_ Lh(‘ + h- 1%
AN @+ )
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Table 3.2 (b) Optimum dc bias current expressions for balance-biased four-input-
MOS transconductors

Phase set | Optimum control current Optimum control current
1&2 Independent Case Dependent Case
itz = € o= 1) Jotope = £ rop =)
I being constant:
Fotape = K Cajope ") ./r,,—,;=%* %*1—
3&4 Independent Case Dependent Case

= - 7 = K(F, -V
n/’b[cpt K'(Vc[ap( Vir) o rlopt ( ropt ~ Ven)

I, being constant:
oope = K10 = Vi)

22
(al —“Z)Vu; + (al —“2) Vrk + I.u
Tr1ope Je 2 £
("-l+“2) K (cr.!"’:zz) .

5-8,17,18 & | Dependent Case Dependent Case
9“12,15,16 m _ K_(Vblapl_yzh) ‘Ir|apt = K'(“’rapt—V(h)
o I being constant:
lojopt = K Fetops ™ Par) For phases 5-8,17,18

’I
f = |[ss
Irlop{ T Nx

For phases 9-12,15,16
22
e U G Tl VRS DR
rlert (e +°"2)“/E (CH +°‘2)2K' "

Assuming ¥, is a constant, when v, = Y eopt the optimal g 2c"Paiss Of the four phase set

groups in Table 3.2 are obtained and shown below.

8ac) _ 2 3.49)
di;)l.z (4+22)Vy ~ V)V yg— V) (

when V>V ;

£ 1
or £c = 3.50
(‘sz':)l,z (Vo= Ver)(Vag— V) ( )
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when V <V, .

Fac) 2 3.51)

diss’3.4 (8 =2J2)V, =V )V gy= V)

Eac _ 1 3.52
)5-8‘ 17,18 ( )

dis Fy=VepdVyg— Vo)

Bac. 1 (3.53)

dx‘.u)9 c1zs06 2= VYV ay— V)

Comparing eqns.(3.49) to (3.53), we find: If all phase groups have the same value of V},

max(g, /P,

1555 )9-12,15,16<max(abs (g, /P ))1&2,5.8,17,18<MaX(g, /P y;. . )384

when V <V, or

max(g, /P i )182<M2X(8,1 /P 4155 19-12,15,16 008X (2, /P gy )5-8,17,18 08X, P g V3814
when V >V
Therefore the four-input-MOS by-pair balanced common-mode-signal transconductor

structure with ac inputs satisfying phase 3 or 4 will give the highest optimal g, /P ;..

3.4.1.2 By pair unbalanced input common-mode signal

Assume each transistor pair in Fig. 3.1 is unbalance-biased, that is, V=V, »
Vess * Vgse- The output current which was defined in eqn.(3.40) needs to be modified for
each ac phase set in Table 3.1. To ensure linear ac transconductance, additional conditions
of the bias voltages are needed for some phase sets. In general, the output current will
consist of a term which is linearly dependent upon the input differential signal plus a term
which is not dependent upon the input signal (i.e., dc offset). The g,./P ;s optimization of
unbalance-biased four-input-MOS transconductors can be carried out with respect to any
one of the four bias voltages V. Vgs2» Vosy and Vg5, - To obtain a flavor of the scenario,
the analysis on phase 1 is given below.

AsSume Vgg, - Vgsy = Voss—Vosa = Vayr fOr phasing 1. The g /Py has the expression of

Eac 2Vgs1 —2V5s3 (3.54)

o 2 2 2 2
Paiss WWosi = Vayr= V) + Vgs1~ Vi) + Vgss = Vayg—Vin) + (Pgsy = Vip) Waa— Vo)
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VGSI’ Vcs3 are independent

Taking 7, as the independent variable and other DC voltages as constants, eqn.(3.54)

can be optimized with respect to 75, and the resultis

p) 2
Vesilope = Vas3 ™ A/(T,GSJ V) + (Voss—Vin~ Vagy) (3.55)

If v, is chosen as the independent variable for the optimization, the result is

2 2
Vossjope = Ves1 ™ J(ch Vi) *+ Wgs1 = Vir = Vayy) (3.56)
Optimization can also be done with respectto ¥, = Vg, ~Vas2 = Voss - Vase and the result
is

Vesi * Vass =2V 3.57
Vdrmopr = L ;-'53 . ( )

Vgsi1s Ygs3 are dependent
Assume Vg, and Vg, are both linearly dependent on another DC voltage 7, . ¥sq to

Vsss are then expressed as

Ves1 = MV, Voo = &V —Vyyrs Vgsz = %V, Vose = @aVi=Vayr (3.58)

r?

where «, =, . Substituting eqn.(3.58) into eqn.(3.54) , we have got

Lac 2((}'1 _a?.)Vr

) 2 2
Faiss (g7~ Vagr—™ Vzk)z @y ¥,~7) + (¥, = Vagr= Vo) + (0¥, - Vtk)’ WVyq=Ves)

r

(3.59)

There are two dc control voltages :¥; and Vs in eqn.(3.59). Their optimal values are

given by eqns.(3.60) and (3.61) respectively.

V2, 4 (W gt Vo)
Vyope = |—2—52 L2 (3.60)
@)
(o, +a,)V, (361)
Vdimopl =1 2 > 2 Vin

Similar analyses can be applied to other phase sets. Taking one of the four bias voltages as

the independent variable at a time, the formulas of optimal ¥g; to Vg4 can be obtained.
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Appendix A lists the optimal bias voltage formulas for all phase sets in Table 3.1. Table
3.3 presents the expressions of maximum g,/P ;.. with respect to Vg;. Similar results

can be obtained for bias voltages V552 ~ Visy -

Table 3.3 Maximum g,/Pg4i,; expressions for unbalance-biased four-input-MOS

transconductors
Bac/Pdis Bac/Pdiss
Ph(1,2) = 1/12 [T} +(c+ )NV g4V ,) Ph(3,4) = V12 [T} ~ (e + DV yg= V)
Ph(5,8) = 1/[2J272+2(b+c+d)](vdd-r/“) PR(6,T) = 1/{zﬁ;+z(b-c-d)1(rfdd-vﬂ)
PR(9,12) = 1/[2ﬁ+2(c-b-d)1(vdd-vss) PR(10,11) = l/[ZJITS-!—Z(d-b—c)](Vdd- )
PR(13,14) = l/[ZJF6+2(b—c + )V Vo) PR(15,16) = l/[?‘ﬁ;*zb](ydd” Veg)
Ph(17,18) = (c+d)/((b2+c2)+d2)(rf i Vo)

InTable3.3, 6=vg,~¥y » c=Vos3-V » 4= Vgsa=Vi » 1, = +ds

Ty=b P rd v (brcd) | Ty = borcted +(bmc-d) , Ty = boncied +(c-b-d),

Tg= b+ +da(d-bc) , Tg=b P +d +(bcrd) , T, = 262 +cFed JTg = 265+ adt
Since all the b, ¢ and 4 have positive values (due to the physical restrictions for MO S tran-
sistors to operate properly), assuming Vg~V ;s have the same values for all phase sets,
it can be easily found that

(&ac’Paiss) 1,2 < Qac/Pdiss)3,4
©ac/Piss)s5,8< Bac'Puiss)s.9-14

However, due to the overwhelming 3-D searching space introduced by the changes of b, ¢
and 4, it is prohibitive to obtain a simple relation among all the optimal g, /P ;s in Table
3.3. Hence, numerical-based comparison is necessary and one example will be presented
in later Chapters.

Previous analyses have clearly revealed that the optimum g, /P ;. can be different for the
same transconductor structure at different phase combinations of the ac input signals. In
reality, the net small signal differential output current varies with respect to the relative
phase of the input small signal differential voltages. This is illustrated in Fig. 3.5(a)-(c) for

phase sets 1, 2 and 3.
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l ! l | I iy ill i l 1 T 1 ! 1 is 1 ip
' ol . f i S
ch [‘\1‘5—3 ;-],lc; J Ves2 vG_j ;LE gl; :”—Gsz Vs L'Vc.ss ;J i; ] l—‘;csz
(2) phasing 1 Lou=(i1 Hg)-(ixH;3) (b) phasing 3 loul=(11+l4)‘(12+13) () phasing 5

Fig. 3.5 Physical relation between ac phasing and output current

Assuming the absolute values of i},i,,...i, are the same for Fig. 3.5(a)-(¢), different g, for
the three cases can be obtained as a result of different current directions. The different val-
ues of g, gives rise to different g, /P ;s because the amount of power dissipation of the
three cases are the same.

At this point, it may be interesting to elaborate on the concept of dc offset and relative
phasings of the input ac signals. Difference in the phasings of the ac signal can be con-
ceived of as a de facto offset, but it does not constitute a dc offset. From the above discus-
sions, it becomes clear that a dc offset between the two halves of the transconductor
structure (between the transistors in the two-MOS structure and between the pairs of tran-
sistors in the four-MOS structure) facilitates maximization of the g,/P ;. ratio. This
observation may not be very novel since changed bias conditions are likely to change the
dc power dissipations and hence lead to changed values of g,/P ;. . A more novel infor-
mation is the knowledge that the maximal values of g,/P ;;, can be increased by suitable
choice of the relative phasing of the input ac signals. This phenomenon can be observed
clearly in Chapter 4 when numerical analyses are conducted. This finding and its signifi-
cance can be expressed as follows: Assuming the dc biases are the same for all phase sets,
the corresponding g,/Py ;s Of each ac phase set is different. So the designer has two
degrees of freedom to maximize the g,/P z; ratio, that is, (i) choose an optimum dc offset

value; and/or (i) choose an optimum ac signal phasing.
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3.4.2 Transconductors with drain/source-biased input MOS oper-
ating in saturation region

The control voltages of a four-input MOS transistors can also be applied to the drain or
source terminals and hence leads to drain/source-biased saturated-operating transconduc-
tor structures. Fig. 3.6 depicts the schematic of drain/source-biased transconductor struc-

ture with PMOS transistors being the input transistors.

V4 Va2 Vai Va
I, l IzlL | gU ’ u’L
\
VGi r—l L VG2 ' VG1
~ — ' ' . -
CMSP CMSP

Tvs lvs

Fig. 3.6 Drain/Source-biased transconductor

By combining the four branch currents of Fig. 3.6 in different ways and deriving the corre-
sponding ac transconductance expressions, three combinations are found to be able to
result in linear transconductor implementation. The g, /P, . expressions and the ac phase

arrangements of these three linear transconductors are given in Table 3.4.

Table 3.4 g, /P 4;s for drain/source-biased transconductors

Current Combination 8ac'Paiss ac phase assignment

lowe = Lt -5-1, - 2 vest = Ve Tvig/?
box” T b2 toyx t by

ves2 = Y2~ via/?

Toye = L+ -1-1, -k ve1 = Yer T Via”?
box” T o x" Foxtb = +
° 1 2 3 B ver ¥y vid/z
I =1 +I.-I -1 =V tv.,/
our = Htig—1h-13 _ _ _ vGs1 ot T Vi’ ?
2[l+2yd2 (Vcl + ch) 2 VIPI]
b + byt + byx + by vGs2 = Vo2~ via’?

The definition of variables y and the coefficients in the power dissipation expressions of the three
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combinations are given below:

by = 2[(2¥y; - Vel = Pea=2VF) + (Vyy - V:)]

o2 2
by = Wga =V =¥ T W= ¥y =¥y ) +202¥ 55— ¥ =V =2V, N¥yp —7,)

by = Wy = Ve V) iy =V )+ 20y Vg = 1) gy = 7))
For NMOS based four-input-MOS drain/source-biased transconductors, the g, /P jiss
expressions are similar to those of PMOS based structures but with the following modifi-
cations: i) x is now becoming v, - v,,; ii) ¥,,-¥.,, ¥, ¥., and 7, -7, are replaced by
~(Vyu—=Vo) » -(Vya—V,,) and v,-¥,, respectively. Due to the similarity between NMOS and
PMOS structures, we will only study PMOS structures in the following context. The
results obtained for PMOS structures can be modified properly to produce the results of
NMOS structures.

Looking at the g, /P ;.. expressions in Table 3.4, we see that they all have the similar form
as that of the abstract case 3 in section 3.2. The first and second combinations correspond
to € = 0 and A = O of abstract case 3, while the third combination corresponds to € = 0
of abstract case 3. Replacing the symbols in eqn.(3.1) by the proper design variables, three
fourth-order equations can be obtained for the three output current combinations. The
acceptable solution for each of the three equations is the optimal y of that corresponding
8a/P jiss €Xpression.

Because the g,/P ;5. Optimization concerns only the absolute value of the ratio, the g,/
P ;5 expressions of the first and second current combinations can be regarded as identical
because they are only opposite in sign. Thus the optimization results of these two combi-
nations are the same. For the third current combination, it is easy to prove that
2= (Vo + V) -2V, | >0 . Therefore, when x>0, the third combination will give higher
optimal g,./Py.; when x<o, the optimal g,/P j;.c of the third combination could be

higher or lower than the first and second combinations depending on the values of

@V~ Vo + V) -2|V,|) and x ..
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3.4.3 Transconductors with input MOS operating in mixed region

In section 2.1.3, we have discussed transconductors which are based on MOS transistors
operating in saturation and linear regions. In this section and the rest context, we will use
"input MOS in mixed region" to represent transconductors in this category. One of the
commonly used four-input-MOS transconductors of this kind consists of two blocks of

Fig. 3.3(a) and uses differential ac input signals. This is shown in Fig. 3.7.

Tout  Towz
Ve — M1 M2 — Ve

Vp V2

1
Va1 — % M3 M4 {:} F— Va
VSS

Fig. 3.7 Conceptual diagram of four-input MOS transconductor based on Fig.3.3(a)

Assume Vg = Vge+vy/2, Vgsy = Vgs—vig72 . The output current of Fig. 3.7 is expressed by

= Lyt —Louwez = 2BVpsVia (3.62)

outl ~ “outl

I

out

where B = uco,(%/)m , vy represents the differential ac input signal. Simple derivation
shows that if v, is the same as that of the two-MOS structure (i.e., Fig. 3.3(a) ), the g,/
P ;s expression of Fig. 3.7 will be the same as that of Fig. 3.3(a) . Therefore the maximum
Zac/Psss for both two-MOS and four-MOS mixed saturated-triode-operating transconduc-

tor structures are (by substituting V. by Vigs-Vy)

Sac| - 2 (3.63)

Prisslmar (V65— VerdVaa— Ves)

Employing two Fig. 3.3(b) (Coban 94) structures and using differential ac input signals, it
is possible to implement another transconductor structure which has four-input MOS tran-

sistors operating in mixed region. This is shown in Fig. 3.8. Strictly speaking, Fig. 3.8 is
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not a four-input-MOS transconductor. But if only the dominant transistor in each branch is

considered, it can be looked upon as four-input-MOS structure.

Fig. 3.8 Conceptual diagram of four-input MOS transconductor based on Fig.3.3(b)
Assuming all NMOS transistors are matched and neglecting channel length modulation,

the differential output current can be derived as
Lowr = Loy =1 = KV + Vs =V Wia (3.64)
The dc power dissipation is expressed by
Pyiye = KR(Vgs— V)V gy~ Vag+ Vs =Vl Wy = V) (3.65)

where x = ucox;—" for eqns.(3.64) and (3.65), 74 is the dc gate-source voltage of transis-
tors M1 and M1’, v, is the drain-source voltage of M1 and MI’. Optimizing g,/P s

with respect to 7, , we get
Vasjopr = (Pas—V) 0r0 (3.66)

and the corresponding optimal g,./P ;.. 1S

Zec| _ 1 (3.67)

Piioslmar  Vos— Vi) Vaa—Vs,)

If same v is applied to Fig. 3.7 and Fig. 3.8, comparing eqns.(3.63) and (3.67) we see
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that Fig. 3.7 gives the higher optimal g /P j;.. -

3.4.4 Transconductors with input MOS operating in linear region

The transconductor structure which consists of four linearly operating input-MOS transis-

tors is shown in Fig. 2.9(c) and re-drawn in Fig. 3.9.

I X1 I
D1 [ M 1
Y, xlz \'%
IDZ\ — M2
Ips M3
[ \"%2
X
Yz —_— w M4 —_—
ID4 X l IZ

Fig. 3.9 Linearly operating transconductor

Assuming M1 and M2, M3 and M4 are matched, we can obtain from eqn.(2.17) (section
2.1.2)

lowe =51y = MCM%’(XI -X)(¥; - Y3) (3.68)
The power dissipation of Fig. 3.9 can be expressed by

- PdisL=7uCM%[({ldC+’{24cf_ ZY—;Vm)(Zldr+ detf—z‘y)’ (Yidc’_ qu *(Yﬂc‘Vyz] . 63'69)

The x,,.X,. and v,,.Y,, refer to dc biases on the X and Y terminals. Depending on the

terminals to which the ac input signals are fed, we will have
Xy = XigetVim Xy T Xy tVigy OF Yy = Yigetvy, ¥y = Yyt vy, (3.70)

Looking at eqn.(3.68) and (3.69), we see that the X variables of the two equations are in

the same order. We can prove that the g, /P ;;, can not be optimized with respect to Xs. So
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the optimization of the g, /P ;. can only be performed with respect to ¥s. The optimal ¥s

are derived as

(3.71)
Yiope = deciJz)'gdc"‘Vdec‘z(dec‘V)(dec*'dec‘ZV’ZVm)
3.72
Yoope = Yldci‘jzﬁdc—4VY\dc_2(Yldc'V)(dec+X24c—2V_2Vrh) ( )
for X-driving cases and
YXoPt = YZopt = (dec'{—dec—ZVIh)/z (3'73)

for Y-driving cases. The feasibility of above optimization results needs to be examined by

physical restrictions of the transistors. For Fig.3.9, the restrictions are
Y-v<x-v-v, and x-v>v, (3.74)

where Xrefers to X, .., X,,. and Yrefersto v,,. ¥,,..

3.5 Optimizing g,./P 4;s for eight input-MOS transconductors
Transconductors with eight major input MOS transistors have also been proposed and

studied in literature. They are mostly gate-biased structures. In this section, we will give a

closer look at some important eight input-MOS transconductors and find out their optimal

8ac/Piss -

3.5.1 Four-input-MOS based eight-input-MOS transconductors

In section 2.1.1, we mentioned CMOS double pair. By replacing the single MOS transis-
tors in four-input-MOS transconductor structures by CMOS double pairs, eight-input-
MOS transconductors can be easily implemented. Fig.3.10 shows the diagram of such kind

of the eight-input-MOS transconductor. Defining
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VGSl = Vl - Va_ Vm_lylpl VGSz = VZ— Vb- Vm_thpI VGS; = V3 - V‘.— Vm"lytpl
Vose = Ve Ve Vin =Vl (3.75)

the output current of Fig.3.10 is obtained as

Lowe = Keqgs1 * Va2 = 2V iheg)Vas1 — Ves2) * KogWGs3 * Vase = 2Vineg Va3 ~ Vass) (3.76)

P SR PR

Fig. 3.10 Conceptual diagram of eight input-MOS transconductor

In eqn.(3.76) «,, = (K &,)/(JK,+ Jff;)z and v, =¥, +|¥,|- Comparing eqn.(3.76) with
eqn.(3.39), the similarity can be observed. Therefore, the analyses given in section 3.4.1
can be applied to Fig. 3.10 directly with 7, being replaced by v,,,, and ¥ by x,, .

The advantage of using CMOS double pair is that each bias voltage is connected between
the two gate terminals of a CMOS double pair. Thus a bias voltage can be adjusted through
any of the two gate terminals. In addition, since the bias voltages are isolated from the
source terminals of the transistors due to the large gate-source resistance, the potential
fluctuations of the source terminals will not affect the operation of the circuit as long as the
gate voltages remain unchanged. Thus the PSRR performance of CMOS double pair struc-
ture is much better than that of single MOS structures. The disadvantage of using CMOS
double pair is that the threshold voltage (i.e., ¥jz,) is bigger than the ¥, of single MOS
structure and hence larger bias voltages and higher supply voltages are needed. These

drawbacks prevent the CMOS double pair transconductors from operating at low power
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and low voltage environment. So such kind of eight input-MOS transconductors are used

in the cases when low voltage and low power operations are not of major concerns.

3.5.2 Other eight-input-MOS transconductors

There also are eight-input-MOS transconductors which do not have corresponding four-
input-MOS structure. The transconductances of these eight-input-MOS transconductors
need to be derived from the I-V relationship of the structures. Fig. 3.11 shows the basic
circuit of the eight-input-MOS structures.

Assume all NMOS transistors are matched and so are all PMOS transistors. Using the

square-law model for the transistors and neglecting channel length modulation, we have

2 2 2
Il = Keq(Vl - Va— Vrheq) Il = Keq(VZ_ Vb_ Vtheq) 13 = Keq(V3“ Vc" Vrlxeq)

I = Keq(V4 - Vd'— Vrheq)2 (3'77)

Fig. 3.11 Basic structure of eight input-MOS transconductor
If the output current of Fig. 3.11 is defined by one of the six combinations in Table 3.6, a

linear transconductor structure can be achieved.
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Table 3.5 Output current expressions of eight input-MOS linear transconductor

Iom = [(!l - Ig)-(lg +14)] I,_,,,, B '[(ll = 12)— ([3 - [4)]
Ly = WL+ 1) -+ )] Toue = W + ) -+ 1))
[oul = [(11 + 4)-(12+I3)] Iou( = _[([l +14)‘“([2+13)]

Substituting eqn.(3.77) into the output current expressions of Table 3.6 and replacing the

voltage variables by Xs and ¥s of eqn.(3.78), we obtained the voltage expressions of Table

3.6.
Table 3.6 Voltage expressions corresponding to Table 3.5
Current Combinations Corresponding Voltage expressions
L+L-(I3H) =1 - I +p-Ig =Iy-Ig DI ZKeq[(K1+Y1-2Vine X1~ Y )Xo+ Y 2-2Vipeq)(X2-Y)]
=Keq[(X1+Y2-2Vineg) X 1-Y2) HXo Y 1-2Vineg)(Xo-Y ]
LHG-(t L) =1 -HH Ty =1 It | =Keg UK +XK -2 Vipeg) (K -X)HY 1 1Y 2-2Vige (Y1 -Y2)]
=K (X1 +Y 22 Vipegl (X - Yo)-(Xo+ Y 1-2Vipeg)(X2-Y1)]
L+ R)=L -+ -I=1 -3, T, Keq[(X11X2-2Vineq)(X1-X2)-(Y11Y2-2Vipeg) (Y1-Y2)]
=Keq[(X1+Y1-2Vipeq) XY 1)-(X2HY2-2Vipe)(X2-Y2)]

From Table 3.6 one can see that by properly arranging the Xs and ¥s, linear transconduc-
tors governed by different ac transconductance expressions can be achieved.
Czarnul and Takagi [29] implemented and analyzed five different linear transconductor

structures based on a sub-set of Fig. 3.11.This is shown in Fig. 3.12.

Fig. 3.12 Czarnul and Takagi’s CMOS differential transconductor cell
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The connection of Fig.3.12 leads to
X1+1‘,2=Y1+Y2 or XI-Y1=-(X2-Yy (3.79)

The five transconductor types are defined as follows.

I. 1«

out

=1,-1, with ¥,-V, = V,-V, = V_ = const

Ma iz, =n-1, or I, =IL-I, with I,+I,—-1,-I, =1 = const and 7,-V, = V. = const;

Ib.1,, =6,-1, or I, =I-I, with I,+I,-1,-I, =1I_= const and ¥, -V, = ¥, = const ;

. . we = h*fy=fy=t, OC I ~r 1 _r1 -1, With U+ L =L =LV (V= ¥y) = Uy~ Ly == 1)/ (V- V) ;

Q (4

IVa. r

0.

w=h+l-L-I with L +L-L,-1, =1 =const and v,-¥, = ¥, = const

const and V-V, = V.= const;

]

IVb. 1, =nL+6,-1-1, with 1, +L,-L-1, = 1I_
According to the definitions of Xs and Ys in eqn.(3.78), we can replace the output current
expressions of the above five transconductor types by voltage expressions.

I 1

aout

KooK ~ X)X, + X, -2V, ) With X, +X, = Y, +Y, = V, = const ;

ILa. 7, = K (X - )X, + Y, =2V, )

with X, -Y, = ¥,-X, = ¥, = const and X, +Y,-2V,,, = U /2K, V)+V,
OF [oue = KoV =X )Y, + X, =2V,.0)

with X, -¥, = ¥,-X, = ¥, = const and ¥, +X,-2V,, = (I /2K, V)-V,;

c eq’ ¢
ILb. [cut = Keq(Xl - Yl )(XI * Yl _2Vrh:q)

with X, -¥, = ¥,-X, = ¥, = const and X, +Y,-2V,, = /2K, V)+V,;

or Iaut = Keq(Xz"Yz)(Xz‘*' Y2_2Vrheq)
with X,-Y, = ¥,-X, = ¥, = const and X, +¥,-2V,,, = U /2K, V)+V,_;

Ma. s ut Keq('Yl * Yl +X2+Y2_4Vrheq)(Xl _Yl)

o

= I/K, V) ;

€

with X, - ¥, = ¥,-X, = V. = cons: and X, +¥,+X,+Y,~4V,,

(4

mb. s wt Keq(XI * Yl +X2 * Y2_4Vrheq)(xl —Yl)

with X, -v, = ¥,-X, = V_=const and X, +Y,+X,+ ¥, -4V,

theq = [c/(K ch) ;

e

IVa. 1, =2K,,X-Y)X-F,) wWith X,-Y, =Y,-X, = V. = consr ;

<

IVb. r

out

2K, (Y, - X\ )Y, -X,) With X, -¥, = ¥, -X, = ¥, = const ;

<
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V. Similar to IV.

The total dc power dissipation for each transconductor type can be expressed by
L Piss = Kogl(Xyge— Vtkeq)z + (Xpge — threq) T Xige = Vineg ¥~ Yage- threq)zl(Vdd" Vss)
Ma.  Pgy = K [2006G4.— V(heq)z +2(Y g - Vrkeq)z LY Vye— V)

ILb.  Puse = Kegl2oue—Vineg) * 2¥age = Vineg) + L 1Vag= V)

. Piss = Koql2(Xp4.— Vtkeq)2+ 2(Yya.— tlreq) + IV NV q-V,,)

IV, Pyis = Kegl2(X40 = Vigeq ) +2(¥yg.— Vtheq)z V- V,,)

V.  Similar to IV.

Having the expressions of output currents and dc power dissipations, it is possible to study
the g, /P ;s of each transconductor type proposed by Czarnul et al.

I. Assume X,-X, = nv,; , in which 7 is a constant, we have

B m U D) (3.80)
dtes (2K +2Y o= 2K gt Vige ® 2V oW+ 6V KV gg= Vi)

Optimizing eqn.(3.80) with respect to ¥, we get

Vcop:

Krge™ Viget 2V pes) - Xoge— Vig
keq+2J (I-eq heg tde l c = theq 1de ~ *1dc (3-81)

[I.a Assume X,-Y, =nv, Or Y,-X, =nv, wehave

ac P3P T Kege) (3.82)

Paiss K, (20X .~ theq) T2(Y 4. - theq) IV g = Vo)

and Veope = 1+ 1+ (137CK,) (3.83)

II.b Assume X,-Y, =nv,, O X,-Y, = nv;, wehave

&ac n(l./(2V.)+K, V) (3.84)

Pdi:: Keq[z(Xz‘k— theq) +2(Y2dc- gkeq) "'Ic](Vd;{- Vx:)

and v, =1+ i +(rl)/(2K,) (3.85)

II. Assume X,-Y, = nv;; Or X,-Y, =nv,; ,wehave
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8ac _ 5 n(I'-'/V‘) 3 (3.86)

P‘ﬁ“ Keq [Z(XZG'C - Vrheq) + Z(YZA'::_' Vtheq) + [/ Vc]( Vdd - V::)
Eqn.(3.86) is monotonically decreasing with ¥ and increasing with /. Thus the lowest
acceptable ¥, will correspond to highest g, /P ;.. or the highest acceptable I, will lead to

highest gac/P diss-

IV. Assume X,-Y, = nv,; Or Y,-X, = nv,; , We have

8ac 2nV, (3.87)

o 2 2
Paiss  (20uc~Vineg) + 2Va0e= Vineg) + LdVag= V.

Eqn.(3.87) is monotonically increasing with ¥, and decreasing with /.. Maximal g, /P ;..
will be decided by the highest acceptable ¥, or the lowest acceptable /..

The above analyses on Czarnul’s differential transconductor cells give an example of opti-
mizing g,./P ;s for eight-input-MOS transconductors. Several other eight-input-MOS lin-
ear transconductors can be implemented by properly setting Xs and ¥s in Table 3.6.
Exhaustively exploring all possible eight-input-MOS linear transconductors is possible but
is going to be too time and space consuming. Since our concentration is the frequency-
power -efficiency optimization methodology and the procedures of the optimization are
similar no matter which transconductor structure is studied, so we will restrict our g, /P ;s
optimization analyses to the transconductor structures which have already been addressed
by other researchers.

Instead of employing bias voltages to adjust g,/P;;., some transconductors achieve g,/
P, adjustment by changing bias currents. Seevinck and Wassenaar [17] proposed a

transconductor structure as shown in Fig. 3.13.
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v, Vi
:Jl—r: @ CP :—lr:

Fig. 3.13 Seevinck and Wassenaar transconductor
It has: Vi=V; V=V, Vo=Vy Vy=V. I3=I4=Iy=const
and the output current is defined by 7,,, = 7, -7, . Employing bias current as the indepen-

dent control variable, the g,./P ;s of Fig. 3.13 is obtained as

See . _d2Kegls (3.88)

Pass 4L, (Vgg—Vy)
when ac input signal is defined as »,-v, = v, .
Eqn.(3.88) is a monotonically decreasing function of 7, . So the highest g,/P ;. is corre-

sponding to the lowest acceptable 7, .

A modified structure of Fig. 3.13 was proposed by Walker and Green[27]. The circuit dia-

gram is shown in Fig. 3.14.

Fig. 3.14 Walker and Green transconductor
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Assuming (V,_+V_.)-(V,+V_)=0, the output current of Fig. 3.14 is

Ly=h-IL= 2K 0 [V -V )-(V_ -V, )] (3.89)

ou

The g, /P s expression as well as the optimization result of Fig. 3.14 are the same as

those of Fig. 3.13.

3.6 Summary

In this chapter, the g, /P4, ratio which reflects the frequency-power-efficiency character-
istic of a CMOS linear transconductor structure has been studi;ad very carefully. The gen-
eral mathematical expressions of the possible g,./P;;, functions and their respective
optimization results have been provided first. Transconductor structures consisting of up to
eight major input MOS transistors were studied in detail. Their analytical g, /P ;s expres-
sions are obtained and optimized employing the optimization results of general mathemat-
ical expressions. All the optimization performed is based on the assumption that the
objective function is an single variable function and no constraints are required to be satis-
fied for the optimization.

However, looking at the analytical g,/P;;, expressions obtained from most of the
transconductor structures, precisely, they are multi-variable functions (for example,
eqn.(3.10) is a function of V;g; and V55;). In addition, we have mentioned before that lin-
earity, noise, etc are also very important characteristics of a CMOS transconductor. There-
fore a practical frequency-power-efficiency optimization should involve multi-variable
search with given constraints. The constraints could reflect the specifications of other
characteristics such as linearity and harmonic distortion.

The significance of this chapter lies in the derivation of the analytical expressions for g,/
P55 of various transconductor structures and illustrating the possibility of improving the

frequency-power efficiency of a transconductor by selecting dc biases and ac signal phases
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properly. The optimization results obtained in this chapter are effective for the situations
that only one bias voltage (current) of the transconductor is tuned. Besides, the results of
this chapter can also be used as a starting point for the more complicated multi-variable

constrained optimization method which will be addressed in Chapter 6.
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Chapter 4

Simulations and Experiments for frequency-
power Efficiency Optimization I :
Unconstrained single variable Optimization

In this chapter, the g, /P ;. characteristic of transconductor structures discussed in previ-
ous chapters will be analyzed numerically. Optimal bias voltages are obtained on the basis
of unconstrained single variable optimization procedure which has been studied in detail
in Chapter 3. To evaluate the effectiveness of the numerical results, HSPICE simulation as
well as experiments on a test chip are being conducted. In addition, the linearity character-

istics of the transconductors at different biasing conditions are simulated and measured as

well.

4.1 Assumptions used

In chapter 3 we have shown that the objective function (g,/P ;) of a transconductor usu-
ally consists of several bias voltages. Assume n bias variables appear in a g,/P ;s func-
tion. To ensure that the function is determined by only one of the variables, it is necessary
to assign fixed values to the other n-/ variables. In order to compare the optimization
results among different transconductor structures, the bias conditions used for the
transconductors of the same category should be as close as possible. Table 4.1 lists the
assumptions made for the simulations and experiments of the g,./P ;.. optimizations of the

CMOS transconductors. The technology considered is Mitel 1.5um CMOS technology.

Page 58 of 160



Simulations and Experiments for frequency-power Efficiency Optimization I : Unconstrained single variable

Table 4.1 Biasing conditions for the transconductors

Transconductor Assumptions (Vgg=V,=2.5V V;,=0.84V if not specified)
Two-MOS balanced Vas=1.6V

Two-MOS unbalanced Ves1=1.6V

Four-MOS balanced For all phases: Vi=1.6V

Four-MOS unbalanced phaseset 1 : Vgg3=1.2V  V4u5=0.32V

phase set 2 : Vgg4=24V Vy4g=04V

phase set 3 : V52=V553=0.96V Vgg4=1.2V
phase set 4,5: Vggo=Vs3=1.2V Vggs=1.6V
phase set 6 : Vggo=1.6V Vg3=Vgss=1.2V
phase set 7 : Vggr=Vgs3=1.6V Vggs=1.2V
phase set 8 : Vgso=Vgss=1.6V Vgg3=1.2V
phase set 9 : Vggr=1.2V Vgg3=Vgss=1.6V

Two-MOS (PMOS) Vir=2.5V V=V =0.5V

Source-biased Vs=2.5V Vip=-0.72V

Four-MOS(PMOS) source-biased Var=2.5V V=V ,=0.5V V=25V Vy,=0.72V
Two-MOS mixed operating Vgs=1.6V

Four-MOS mixed operating Vagsi=Vgsr=1.6V

Linearly operating

1. * Since Fig. 2.9(b) and Fig.3.9 are rarely used on their own as linearly operating transconduc-
tors, the biasing conditions and the simulation results will strongly depend on the actual structure
(for example, [28]). Therefore, we will not simulate and test structures of Fig.2.9(b) and Fig.3.9. In
the case that a linearly operating transconductor structure must be analyzed, similar procedures as
those used by other transconductor structures can be followed.

From Table 4.1, one can see that for balanced gate-biased transconductor structures and
the mixed-operating input-MOS structures, the fixed bias voltages used are /.6¥. For
unbalanced gate-biased structures, most of the cases use either 1.6V or 1.2V as their fixed
bias voltages. However, for bhase sets 1 and 2, the bias voltages are correlated (see
Appendix A) and hence can not be set to arbitrary values; for phase set 3, the variable bias
voltage Vg, can not be optimized if the fixed bias voltages used are 7.2V and /.6V. Thus,

bias voltages employed for these phase sets are different from /.6¥ and 1.2V, The bias

voltages used for two-MOS and four-MOS source-biased transconductor structures are
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identical.

4.2 Numerical Analyses

Employing the analytical formulas obtained in Chapter 3 and the values in Table 4.1, the
relations between the g, /P ;s of the CMOS transconductors discussed previously and
the corresponding adjustable bias voltages are shown in Figures 4.1(a)-(e).

The y-axes of Fig.4.1(a)-(e) are the absolute g, /P ;. values. The reason of using absolute

8ac/P diss 1S because the amount of transconductance that can be obtained from per unit DC
power consumption(i.e., transconductance’s power efficiency) are the same for (g, /P j;sc
is) and (-24o/Piss)-

Due to the usage of absolute g, /P ;.,, special care should be given while searching for the
maximum of the curves. For transconductors where transconductance changes sign, the
point that has zero g,/P ;;; becomes a discontinuous point. The optimum g, /P ;. of 2
transconductor should be decided by inspecting the absolute g,./Py;. curve. Taking Fig.
4.1(d) as an example, the g, /P ;- has a maxima at V;;-V;,=1.0V. However, when abso-
lute g,/P ;s is considered, the value is monotonically increasing when (¥;;-¥;,) chang-
ing from -0.5V to -1.0¥. And the values are bigger than the maxima of the non-absolute
84c/Pgiss- Therefore, the bias voltage which corresponds to highest g /P ;¢ should be
close to -1.0V. The optimum g,./P ;s and the respective bias value of other transconductor

categories can be obtained similarly.

4.3 HSPICE simulation

In order to verify the accuracy of the results predicted by numerical calculations, circuit
simulations using HSPICE have been conducted. The technology used isa 1.5 pm CMOS
technology. For each transconductor structure, at least three different bias voltage values
are used to show the trend of variation of g, /P ., except for two-input-MOS balance-
biased structure. The balance-biased two-input-MOS transconductor has only one bias

voltage variable, and with the assumption in Table 4.1, the bias voltage is fixed.
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Fig. 4.1 g,/P4iss of CMOS transconductors
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Fig.4.1 g,./P 4 of CMOS transconductors(cont’d)
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(e) Mixed operating input-MOS structures

Fig.4.1 g,/P4is of CMOS transconductors(cont’d)
The bias voltages, the calculated g,/P ;s and the simulated g, /P4, s corresponded to
the given biases are presented in Table 4.2. The optimal bias values and the respective g,/
P ;558 are represented by bold numbers. From Table 4.2, one can see that most transcon-
ductors present consistent calculation and simulation results. However, larger deviations
(i.e., >10%) are observed for four-MOS unbalanced structures with phase sets 1 and 3,
four-MOS source-biased structures of combinations 1&2. The reason is that the g,/P ;¢
expressions of these particular structures are more sensitive to the process parameters,
especially the threshold voltages of the input transistors. The calculations are based on the
ideal situations, that is, the input transistors are perfectly matching. Thus, the threshold
voltage, aspect ratio and other process parameters of each input transistor are having ideal
values. However, the transistor models used by the HSPICE (level=3) simulator are much-

more complicated. The threshold voltage and other process parameters of the input transis-
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tors are non-linearilyy related with their bias voltages. Therefore, for certain transconductor
structure and under certain bias conditions, the discrepancy between the calculated and
simulated optimal g /P ;s can be more distinguishable. It reveals that for those comner
cases, the simplified transistor models are not adequate to describe the performances of
those transconductor structures precisely.

Table 4.2 Calculated, Simulated and measured g, /P 4;¢,

s | vt | et | St [ B
Two-MOS 1.6 0.25 0.2586 0.24
balanced
Two-MOS 1.0 0.287 0.291 0.282
unbalanced 1.13 0.301 0.314 0.288

12 0.292 03 0.295
15 0.28 027 0.285
Four-MOS 0.9 0.215 0.236 0.259
?;éi’s‘ges‘ét ) 1.0 0.177 0.19 0.22
12 0.1 0.1 0.141
1.0 0.294 0.3 0.282
(phase set 2) 1.13 0.301 0314 0.288
12 0.3 0313 0.295
1.5 0.265 0.276 0.285
0.9 0.246 0.257 0.236
(phase set 3,4,9) 1.0 0.235 0.247 0.226
12 0.2 0.21 0.2
(phase set 5,6,8) 1.0 0.0588 0.0542 0.113
1.6 0.125 0.129 0.118
2.0 0.115 0.078 0.113
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Table 4.2 Calculated, Simulated and measured g, /P4, (Continued)

s | v | g | St [ geens
Four-MOS 1.4 0.132 0.164 0.037
g;:slg‘;f‘}) 1.6 0.154 0.177 0.144
18 0.147 0.161 0.143
(phase set 2) 1.5 0.165 0.166 0.198
1.6 0.167 0.167 0.201
1.8 0.164 0.164 0.204
(phase set 2) 2.0 0.162 0.158 0.202
1.0 0.414 0.486 0.446
(phase set 3) 1.1 0.279 0303 0.402
12 0.172 0.167 0352
12 0.214 0.228 0214
(phase 56 4.5.6) 13 0.2148 0.2294 0217
1.4 0212 0.227 0.221
15 0.207 0.219 0.220
2.0 0.055 0.056 0.079
(phase 5ot 7) 22 0.058 0.058 0.0806
2.4 0.06006 0.0589 0.0805
25 0.06004 0.0585 -
12 0.15 0.1568 -
(phase set 8.9) 1.4 0.1556 0.163 0.17
16 0.1538 0.16 0.175
1.8 0.147 0.152 0.117
19 0.189 0.184 0.197
;ﬁg’fgi o 2.0 0.191 0.1855 0.2
2.1 0.189 0.182 0.196
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Table 4.2 Calculated, Simulated and measured g, /P4;s (Continued)

Calculated Simulated Experimental
Structure Vi:
bias(V) 8ac’Pyiss 8ac'Pdiss Zac/Pdiss
Four-MOS 1.5 0.179 0.1466 0.153
source-biased
(combination 1.6 0.162 0.145 0.141
L,2) 1.7 0.142 0.123 0.129
Four-MOS 1.9 0.193 0.184 0.187
source-biased
(combination 3) 2.0 0.1944 0.1856 0.1931
2.1 0.191 0.182 0.1932
2.2 0.185 0.175 0.19
0.6 04 045 0.397
Two-MOS
mixed-operating 0.7 0.444 0.52 0412
0.8 0.5 0.52 0.435
Four-MOS 0.6 0.4 0.34 0.492
mixed-operating
(Fig.3.7) 0.7 0.444 0.412 0.5
0.8 0.5 0.514 0.504
Four-MOS 0.6 0.226 0.244 0.246
mixed-operat-
ing(Fig.3.8) 0.7 0.236 0.26 0.248
0.8 0.25 0.26 0.25

4.4 Linearity characteristics

An important characteristic of transconductors is the range of linear operation. The linear
range of a transconductor is strongly dependent on the operating point, which is deter-
mined by the biasing conditions, of the transconductor. Only when the transconductors are
biased properly, they offer linear operation over wider range of the ac input signals. Since
the frequency-power-efficiency optimization of a transconductor is achieved by adjusting
the bias voltages, the linearity characteristic of the transconductor is unavoidably affected

by the adjustment. If the transconductor which is biased optimally in terms of its g, /P ;..
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ratio also has acceptable linearity characteristic, one should always try using the optimal
biases for the design. However, if the optimal biases could not meet the linearity require-
ment, one should try using the bias condition which can satisfy the linearity requirement
and also provide higher g,/P ;. ratio. Fig. 4.2 illustrates the simulated linearity perfor-
mance of balance-biased four-input-MOS transconductor structures. The x-axis is the
large signal input voltage. The curves with different symbols (solid line, dash line, etc.)
correspond to different bias voltage values (given by the legends). The y-axes of Fig.
4.2(a)-(d) depict the percentage nonlinearity. In Fig. 4.1(a), the solid line represents the
bias condition at which optimal g, /P s can be obtained. One can see that the input range
in which the nonlinearity is less than 2% at this bias condition is very small.

Fig. 4.1(a) also reveals that the linearity of the balance-biased four-input-MOS transcon-
ductor with phase set 1 is degrading as ¥, increases. The best linearity happens at ¥V,=2.0V
(the curve represented by the circles). We have known from previous sections that smaller
V. corresponds to higher g,/P ;.. In order to obtain higher g, /P, as well as meet the
linearity requirement, one can choose the smallest ¥, from the bias voltages which can
provide desired linearity for the transconductor . For example, if 1% nonlinearity is
acceptable for input signal range of (-0.8%, 0.8¥). It can be seen from Fig. 4.2(a) that
V.=1.8V is the lowest bias voltage which meets the requirement. Since for four MOS gate-
biased transconductor with ac phase set 1, the g, /P ;. increases as bias voltage decreases.
Thus V_.=1.8V is the best bias voltage among the voltages which can provide desired lin-
earity. The solid lines in Fig. 4.2(b),(c) and the thick solid line in Fig. 4.2(d) represent the
optimal bias condition of these three phase groups respectively. By inspecting the graphs,
the bias voltages which lead to better linearity in figures 4.2(b) to (d) are 1.4¥, 0.85V and

1.6V respectively.
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Fig. 4.2 Linearity characteristic of balance-biased four-input-MOS transconductors

(a) percentage nonlinearity of ac phase set 1  (b) percentage nonlinearity of ac phase set 2
(c) percentage nonlinearity of ac phase sets 3.4 and 9
(d) perentage nonlinearity of ac phase sets 5,6 and 8

Page 68 of 160



Simulations and Experiments for frequency-power Efficiency Optimization I : Unconstrained single variable

No nlinaarity of ba b noe-biased 1our~inpui-MGOS 1z nsco nd uclo sfphases set 3,48 PW=1.6WV)

m L} L] T v ) §
: : : : [— -7
. : : — — Vom1.0V
: : : + vomizv @
: : : O  Vom1.4V
g R i R L LR R TP T P e T R it LT e T =
7 ISR SR T U SRS SRR o
£ : : % :
E 7 R f..-.-.-.-.-.-....f ........................ pASbly
5 ; : : +
2 : H : s
: : ’
Of oo et a3 ONT < =
—10 i - i i i
5 - —0.6 o 0.6 1 1.6

win(v)
(c) Phase set 3,4 and 9

Nonlinearity characierisiic o ta hnos—biasad tou~inpul~-MOS fransoo nduco rs(phasa sat 5,68 P VbmT18V)

T T i L | ) &=
: : : : —— V=16V
: H v : — = Vo=1.0V
: ; : : + V=12V [
E : : O Vom=14V
: : : T dr'
Of--ece- = 'C’".“' (PR = N
o © o ¥ + + I b4 ~ + ? oo
¢ © Pt s : AP e
+ - : ~ + T
+ 19 : N Do+ +
+ ¥ : b : < : + +
+ : - : i :
R B Lomtormomemisiacone. D Seccimemc i mte et nan ..{
z : A : N :
= : . : : AN :
= : ’ H : :
& : ., : : : ~ :
= : , : : : ~ :
: : : < ¢
a ’ : : : <3
RO - e e e T T e Srmrmremmm s -
P v . PR
- : : : DS
ot : : : Py
- : : : : N
. . . ~
I’ : M : : : ~=7
GO e m e e ferecmcmcascconas Errrerormrmcmnas §emcererermeeceas SN -
, : : : : :
, : : : :
4 H H H H
200 1 I 1 1 L
[ X 1 15

s —1 -05 o
vin(¥)
(d) Phase set 5,6 and 8

Fig.4.2 Linearity characteristic of balance-biased four-input-MOS transconductors
(a) percentage nonlinearity of ac phaseset1 (b) percentage nonlinearity of ac phase set 2
(c¢) percentage nonlinearity of ac phase sets 3,4 and 9
(d) perentage nonlinearity of ac phase sets 5,6and 8 (Cont’d)
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If the required linearity is 1% in the input range (-1V,1V), one can see that the balance-
biased four-input-MOS transconductor with phase sets 2 to 9 can meet this requirement at
their respective optimal bias condition. Thus, by biasing these transconductors at their
optimal voltages, the desired linearity performance and the highest g, /P ;; ratio can be
achieved at the same time.

Table 4.3 presents the simulated input linear ranges and the total harmonic distortions for
all the transconductor structures discussed in Chapter 3. Each transconductor is biased at
the optimal condition so that highest g, /P ;.. can be obtained. Consistent to what we have
observed in Fig. 4.2, the phase sets 2 to 9 of balance-biased foﬁr—input—MOS transconduc-
tor provide wider linear ranges and less total harmonic distortions, (see Table 4.3). By
studying Table 4.3, it is noticed that unbalance-biased structures generally have poorer lin-
earity compared to the balance-biased counterparts. This will be discussed further in Chap-

ter 5.

4.5 Experimental Measurements

4.5.1 The structure of the test Chip

The results given in Table 4.2 showed that the theoretical predictions of the optimal g,/
Piss comply very well with the values obtained from HSPICE simulation. However,
although the transistor models and process parameters used in HSPICE (level=3) are based
on empirical measurements, they are not exactly the same as those of a physical device.
Therefore, the only way to prove that the analyses we have done so far are effective is to
physically implement the transconductor structures we have studied in previous sections
and measure their g,/P ;s characteristics experimentally to obtain the relation between

the bias voltages and the g, /P, ratios.
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Table 4.3 Linearity characteristic of optimally biased transconductor structures
Transconductor Linear Range(2% nonlinearity) | Linear Range(5% nonlinearity)
Two-MOS balanced : -1V~ 1V balanced : -1.4V ~14V

unbalanced: -1V~ 0.3V unbalanced: -1.1V ~0.2V
Four-MOS Blsetl:-0.16V~0.16V Blsetl:-03V~0.3V
(B.1- balance Blset2:-06V~06V Blset2:-08V~0.7V

B.2-unbalance)

Blset3,49:-1.1V~1.1V
Blset568:-1.1V~I1.1V
B2set1:-05V~0.1V
B2set2: 0.7V ~-0.96V
B2set3:-04V~04V
B2set4:-04V~02V
B2set5:-02V~0.1V
B2set6:-0.1V ~0.1V
B2.set7:-02V~ 02V
B2set8:-02V~02V
B2set9:-05V~02V

Blset3,49:-14V~15V
Blset568:-14V~15V
B2setl:-05V~0.1V
B2set2: -0.7V~0.1V
B2set3:-02V~04V
B2set4:-03V~0.1V

| B2set5:-03V~0.1V

B2set6:-03V ~0.1V
B2.set7:-0.1V~ 0.1V
B2set8:-03V~0.1V
B2set9:-03V~0.1V

Drain/Source-biased

(1,2,3 represents
combinations 1,2
and 3)

two-MOS : -03V~0.7V
four-MOS 1,2:-06V~06V
four-MOS 3:-03V~03V

two-MOS : -1.5 V~ 0.8V
four-MOS 1,2:-0.1V~02V
four-MOS 3:-06V~08V

Mixed-operating

Fig.3.7: 0.1V ~ 0.1V
Fig.3.8: -0.2V ~ 0.2V

Fig.3.7. -04V ~ 0V
Fig.3.8:-0.7V ~ 0.6V

Due to the above reason, a test chip was designed and fabricated using Mitel 1.5 um

CMOS technology. By using the same technology as that of the HSPICE simulation, the

test results can be compared with the simulation results directly.

The test chip consists of three current mirrors and six NMOS and PMOS transistors as

shown in Fig. 4.3. All the six NMOS transistors and the six PMOS transistors are sized

identically.
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Fig. 4.3 Schematic of the test chip
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Employing the structure of Fig. 4.3 makes the design very compact and hence less pins can
be used. However, a performance issue comes up with the structure. That is the body effect
of the PMOS transistor pairs. Since 1.5 um Mitel CMOS is P-well technology, all PMOS
transistors share the common n-substrate which must be connected to the highest potential
of the circuit. For the structure of Fig. 4.3, if both current mirror and the PMOS pair
underneath are needed in a transconductor circuit, the body effect of the PMOS pair must
be taken into account. We will try to avoid body effect when implementing the transcon-
ductors. But if it is unavoidable, we will take that into consideration while comparing with
the simulation results.

The structure of Fig. 4.3 has thirty-six terminals in total. Using a forty pin DIP package,
each of the thirty-six terminals can be connected to a pin and hence can be extemally con-
trolled. Two of the extra four pins are used for positive and negative power supply (i.e.,

V44 and V). The other two pins are floating. The layout of the test chip is shown in Fig.

44.
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Fig. 4.4 Layout of the test chip (3008x3008micron? )

4.5.2 Experimental results of g, /P ;. Optimization

Using the structure of Fig. 4.3, different transconductor structures can be implemented by
changing the connection among the pins. The bias voltages employed in the experiments
and the corresponding g, /Py, values obtained from the measurements for different
transconductors are presented in Table 4.2. The bias voltages are chosen to be close to
those used in the calculations and the simulations.

Comparing the experimental results in Table 4.2 with the calculation and simulation
results, the experimental optimal bias conditions and g, /P ;s of most transconductor
structures are within + /0% range of the values predicted by the calculation and simula-
tion. Larger disparities (>+ 10%) happened for the structures which have near threshold
optimal bias voltage and the structures which are highly unbalanced. When being biased at
near threshold voltage, the transistor works at the margin of saturation and weakly inver-
sion regions. A small threshold voltage variation will make the transistor move from one
operation region to another. Since both calculation and simulation are based on the satu-

rated operating transistor model, if the transistor actually operates in weakly inversion
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region, its physical g,/P s Will be much different from the predicted values. For highly
unbalanced structures, more distortion terms will be presented in the g, and P ;. expres-
sions (see Chapter 5). These terms are not included in the .AC analysis of the simulations.
But they do appear in the measured results because the measured values are transient val-

ues which are obtained by inputing a sinusoid signal to the structures.

4.5.3 Experimental results of the linearity characteristics for opti-
mally biased transconductors

The linearity performance of the transconductor structures of interest have been studied as
well. The assumptions given in Table 4.1 are employed while conducting measurements.
The linear ranges obtained from the experiments are also given in Table 4.3. Comparing
the simulated linearity characteristic and the experimental results, one can see that for
input signals in the range of less than 2% simulated nonlinearity, the measured nonlinear-
ity is less than 5%. This degradation of the linearity is because of the process and environ-
ment variations, the systematic errors of the equipments and human errors of the

measurements.

4.6 Summary

In this chapter, numerical calculations, HSPICE simulations and experimental measure-
ments have been conducted to quantitatively study the g,./P ;s and linearity characteris-
tics of various CMOS transconductor structures. The results obtained in this chapter
proved that the frequency-power efficiency optimization methodology for CMOS
transconductor structures is effective. However, when considering the feasibility of the
analytical optimal results, the linearity performance of a transconductor needs to be taken
into account. If linearity performance is used as a constraint for the g, /P ;. Optimization,
the optimization results, if exist, will automatically satisfy the linearity requirements. The

case of constrained optimization will be studied in Chapters 5 and 6.
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Chapter 5

Transconductor Frequency-Power Efficiency
optimization II: Constrained multivariable

Optimization

The objective functions (i.e., g,/P ;) We have obtained in Chapter 3 are based on the
assumptions that the MOS transistors of the same type are perfectly matched and their
operations can be effectively described by the first order transistor models. However, in
order to describe a transconductor’s performance precisely, second order factors such as
transistor mismatches, channel length modulation, mobility reduction and body effect
should be taken into consideration. The body effect of a transistor is usually because of the
potential difference between its source and substrate terminals. Such effect can be avoided
by connecting the source and substrate terminals of a transistor to the same potential point.
This design technique can easily be achieved using modern semiconductor technology and
hence the subsequent discussions will not include body effect. In the following, we are
going to review the g, /P ;. functions of CMOS transconductors using more accurate

transistor models, which consider important second order effects, and then perform the

optimization on the revised g, /P ;.. functions.

5.1 Second order factors of MOS transistors

S.1.1 Mobility reduction (ueff)
The mobility of carriers in the channel of a MOS transistor decreases as the carriers’
velocity approaches the saturation value limited by scattering. The empirical expression of

the effective mobility of a transistor is given by [5]
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i (5.1)
Herr = 1+8(Fgs- Vi)
where y, is the low field bulk mobility, e is mobility degradation factor, ¥, is the gate-

source voltage of the transistor.

5.1.2 Channel length modulation (1)

The channel length modulation of a MOS transistor is represented by a parameter . If A is
nonzero, the drain current 7, will rely on the drain-source voltage 7, by a factor of

1 +AVps. The voltage-to-current transfer characteristics of a saturated MOS transistor can

be expressed as
Ip = (WC, W/ 2L)(vgs— V) (1 A¥ps) Vs>V and ¥ps2Vgs—V, (5.2)

where v o = Vpo+v g5 1S the instantenous gate-source voltage.

5.1.3 Mismatch (av,, and sK)

The analyses in Chapter 3 were based on the assumption that transistors of the same type
are perfectly matched. In fact, no two transistors can be exactly the same after being phys-
ically implemented. The mask layout of transistors can be designed to have the same sizes,
but when physical fabrication process is concerned, different location on a wafer and dif-
ferent surroundings of other devices will result in different environment parameters of
transistors and further will lead to various mismatches among transistors. Even though
particular layout design technique can be employed to make the environment of matched
transistors as identical as possible, random process variation can also cause parameter mis-
match among transistors. The two important transistor mismatches are threshold voltage
mismatch and X mismatch.

Taking the two mismatches into consideration, the current-voltage relation of a MOS tran-

sistor in saturation or in linear operating region can be expressed as
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2
Ip = (K£AK)(Vgs~ Vep £ 8V y) Vos>Vy and Vps2Ves-V, (5.3)
Ip = (KE£AK) Vs -V, 2AV =V s/ 2)¥ s Ves>V, and  Vpe<Vgs-V, (5.4)

where X = uc, w/L, AV, and ax represent the threshold mismatch and x mismatch
respectively.

Eqns.(5.1)-(5.4) express the three nonideal features of a MOS transistor one at a time. If
the three factors are in effect simultaneously, the I-V expression of the transistor can be
obtained by combining eqn.(5.1) with (5.3) and (5.2) with (5.4) while replacing 1 in the K
by u,, for all equations. '

The influence of these nonideal factors on a transconductor structure is the degradation of
linear performance. More complicated DC offset and higher order distortions will appear
in the expressions of ac transconductances of the transconductors. The following sections
will re-analyze transconductor structures discussed in Chapter 3 using the equations (5.1)-
(5.4) and derive the analytical formula to describe the linearity of the transconductors.
Since each nonideal factor affects the linearity of a transistor independently, the overall
distortions in the ac transconductance of a transconductor can be expressed by the root-
mean-square of the distortion introduced by each factor. The quantitative linear character-

istic can then be used as constraints for g, /P ;s Optimization.

5.2 Optimizing g,./P 4 for two-input-MOS transconductors

Let us consider the three nonideal factors one by one and find out their corresponding

effects on the I-V equation and the dc power dissipation expression of a transconductor

structure.

5.2.1 Gate-biased saturated-operating input-MOS transconductors

Consider Fig. 3.1. The 1, -7, equations with each nonideal factor being considered are

Page 77 of 160



Transconductor Frequency-Power Efficiency optimization H: Constrained multivariable Optimization

given below.

When mobility reduction is in effect,

[ =1 I =K Vst~ V) Vgs2 = Vi) (5.5)
our T2 1+8(vgg ~ Vrh)-l"e("csz" ox) )

Ves1 = V) Vos2= V) (5.6)
. = . .
P‘i“" K[l +6( VGSI -V * 1+ e(VGS2 - V) (Vdd ss)

where & = u,C, . (Ww/L). When 6(vg-7,,)<1, Taylor series expansion around 6(vgg, - V)

and e(¥s, - ¥,,) can be used to replace the two terms in the brackets of eqns.(5.5)-(5.6)

2 2 3 3
Loue = Kl(vgst ~ Vi) —(VGs2 = Vin) —08Wvgs1 — Vi) *8(vgsa = Vi) -
a2 4 .2 s .3 s
+ 8% (vgs1 = Vi)' = 0" (VG52 = Vi)' =0 (vgsy = Vi) + 87 (Vg2 = Vi) ) .7
- KT(T 2 2 o0y ecw 3
Phiss = Kl(Vgs1 Vi) + (Vos2—Vip) -0(Vs) = Vi ) -8(Vgs2 = Vi)
a2 2 3 3 s
= 8% (Vgsy — V) +0° (Vasa ~ V)' -0 (Vg ~ V-0 (V52 = VY WWaa = Vo) (5.8)

Where terms up to third order in o have been retained.

When channel length modulation is considered,

_es2— Vi ) Vusz] (5.9)

2 2 2
Loue = Kl(VGs1 = Vin) = (VGs2 = Vi) 1+ MKV pg1 (Vs = Vi) [1 2
es1 = Vi) Vosi

2

2 2 2 Ves2= V)V,

Pyiss = Kl(Vg51 = Vi) + (Vs = Vi) 1+ MKV psy (V51 = V) {1 R 3 b2\(v,,- v, (5:10)
(VGSI - Vrh) VDSI

When mismatches are considered, assuming ¥, =V, +AV, V,,=7V,-aV and

K, =K+AK , K,=K-AK

Ipye = KI5y~ Vop = AVY = (Vgsy — Viw+ AV 1+ (AK) (v, - zh‘AV)2+("Gsz"’zh‘AV)2] (5-11)

[

Pgiss = [(K+AK)(vgs; ~ Vi — AV + (K= BK)(vgsy =V — AV WV gg= V) (5.12)

In order to quantitatively describe how the linearity is degraded because of the nonideal

factors, we need to find out the dc offset, coefficient of the linear term and coefficients of
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the second and third order distortion terms for each 1, given above. Let
Vas1 = Vgs1 ™ Via’2> Vasa = Ves2—(via’2). The dc offsets and the coefficients are listed in

Table 5.1. For balance-biased case, X, = x,. All terms of the form x;-x; can be elimi-

nated.

Table 5.1 DC offsets and 1st, 2nd, 3rd order Coefficients of the input signals
(Gate-biased Saturated operating structures; x;, = Vg5, -V, Xo = Vgso— Ve )

Nonideality dc offset 1st order 2nd order 3rd
order

Mobility Ky - X3) Ko(X, +Xy) 30K, K8
reduction 6K - 1) 3 X, -X3) “+

- o\t T2

‘KDB—;‘(X% +X3)
Channel KX, + X)X, - X,) KX, +X,) AK(Vpsi +Vpsa) | O
length > 4
mo%itu.lation + AK(Vps1 X; = VpsaX) +AK(X, Vs - X3 Vpsa)
mismatch KX, + X)X, - X, -247) (X + AK)(X, + X) AK 0
2
+ AK[(X, - APY + (X, - APY]

Using long-channel transistors and properly laying out the matched transistors, the nonlin-
earity of a transconductor will mainly come from mobility reduction. If short-channel tran-
sistors are employed, all three nonideal factors become significant. Analysis have shown
[5] that the square-law and linear models which were developed from long-channel tran-
sistors are inaccurate for short-channel transistors. However, as long as analytical models
of transistors are existent, the idea and methodology of optimizing frequency-power ratio
of CMOS transconductors will still be valid. Certainly, the optimal values obtained will
vary for different transistor models.

Since our primary concern is the effectiveness of the frequency-power ratio optimization
methodology, it is reasonable to use the well-understood long-channel transistor models
initially and then extend the analysis toward complicated short-channel transistor cases.

Short-channel effects will be briefly discussed in Chapter 8.
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From Table 5.1, one can see that the dc offset and second order distortion of balance-
biased structure are much smaller than unbalance-biased structure. This phenomenon has
also been clearly shown in the simulation resuits in Chapter 4. To reduce (or eliminate) the
dc offset of the unbalance-biased structure, usually, an identical unbalance-biased structure
is used. The ac input phases of the second structure are opposite to those of the original
structure. This modification results in the phase set 2 of four-input-MOS gate-biased
transconductor structure and will be discussed later. Two-input-MOS unbalance-biased
transconductor is rarely used because of its poor linearity. We only use it as a sample for
the multivariable constrained optimization. -

Generally, for two-input-MOS transconductors, the frequency-power efficiency optimiza-
tion problem can be modeled as follows:

max fiX,,X,)

subject to: YUB>X,, X,> VLB
max(Coef(2nd)v/Coef(1st), Coef(3rd)+’ /Coef(Ist}))<n%  (5.13)

where fx,, X,) =Coef(1st)/P z;, , Coef(Ist), Coef(2nd) and Coef(3rd) are the coefficients of
linear term, second and third order distortions respectively, vZ8 and vUB are the lower and
upper bound respectively, n% is desired percentage nonlinearity. Setting the upper and
lower bounds are necessary because the transconductor will not function properly when
the input biases are out of these bounds .

Assuming the channels of the transistors are long enough (six times minimum feature size)
and mismatches among same type transistors are tolerable, the nonlinear terms introduced
by channel length modulation and transistor mismatches can be neglected. Since o is usu-
ally very small (i.e., <0.1) , we can further ignore second and higher order ¢ terms in
eqn.(5.8). Substituting the expressions into (5.13), we obtained

X, + X, - ((38)/2)(X; + X5)
(X + 5 - 80X, + X5) 1V aa= Vi)

max
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subject to

max ( abs( 30X, - %) \, abs( 8 ] )<l’l°/o
40X, < X,) - 600 ~ X)) 40X, + X,) - 680X + X2)

VUB>X,,X,>VLB

It is a complicated nonlinear optimization problem and a Matlab® function has been used

to solve the problem.

5.2.2 Drain/Source-biased saturated-operating input-MOS transc-
onductors '

This kind of transconductor structures have adjustable source-biased input transistors. If
the bulk terminals of the input transistors can not be connected to their corresponding
source terminals, the transconductor’s linearity will be greatly deteriorated by the body
effect of the input transistors. In order to suppress body effect, we should choose proper
type of input transistors according to the technology available. Suppose n-well technology
is used, the input transistors then should be PMOS. The reason is that the bulk voltage of a
PMOS transistor, which is the potential of the corresponding n-well, is controllable and
can be set to the same potential as that of the source terminal of the PMOS transistor. Sim-
ilarly, if p-well technology is used, NMOS input transistors will be preferred. But if a
NMOS (PMOS) structure must be used with n-well (p-well) technology, nonlinearity
caused by the body effect of each input transistor must be studied carefully. Table 5.2
shows the four nonideal factors and their influence on the output current of the drain/
source-biased transconductor structure with p-type input MOS transistors.

Using long channel transistors and employing special layout technique to eliminate body
effect as well as restrict the mismatch and channel length modulation to a tolerable range,

the transconductor’s linearity distortion wil! be mainly resulted from mobility reduction.
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Table 5.2 DC offsets and 1st, 2nd, 3rd order Coefficients of the input signals
(Source-biased saturated operating structure; v, - v, -V, -|V, | Y. =¥, -V, |[V,])

Nonide
onideal DC offset 1st Coeff. 2nd Coeff. 3rd Coeff.
factor
mobility Ko(Yi— Y%) —2K4(Y, + ¥5) -3Kg0(Y; - ¥,) 2K,8
reduction
-8Ky(¥; - 1;) +36(; + 13)
AK
chanpel K +5,)(Y, - T,) -K(Y, +Y,) 2 ps1—Vpsa) 0
length
modulation - )J((VD - ’%"'Dsz yi) “AK(Vpsi ¥y * Fpsata)
mismatch K(Y, +Yy)(Y; ~ Yy ~24F) —K(¥, + Y,) Ak 0
2
. AK[(YI N (YZ—AV)Z] -AK(Y, - ¥} +28F)
body effect K+ ¥, - 1) K(¥, +¥,") 0 0
where
0= V=Y = [%epi]
Yy = V= Vea—|Yipal

The objective function and constraints are given as
—2(¥, + Y,)+30(F; + ¥2)

max
(¥ =01} )(Fyy ~ Vo) + (Y2 =013 (V gy — V)
subject to
max( abs( 3e(Y, -Y2)1 _ J , abs[ 20 _ - J )<n%
2(Y1+Y2)—36(T|+Y§) 2(Y1+Y2)—39(Y'1'+Y§)

VUB>Y, Y,>VLB

Using sequential quadratic programming to solve the above optimization problem, optimal

biasing set (Y, Y,) can be obtained.

5.2.3 Other two-input-MOS transconductor structures

In sections 3.3.3 and 3.3.4 we have discussed another two types of two-input-MOS
transconductors. The mixed saturated-triode structure has one input transistor operating in
saturation region and another one in linear region. The linearly operating structure has

both input transistors work in the linear region. For linearly operating transconductor, even
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without considering second order effects, the odd order nonlinear terms exist. These odd
order nonlinear terms can be cancelled out by properly connecting two such structures to
arrive at the four input-MOS structure. Because of the poor linearity, transconductor with
input transistors operating in linear region are rarely used on its own unless nonlinearity is
not a serious concern or extra circuits are employed to compensate the nonlinearity. In this
section, we will only study the second order effects of mixed saturated-triode transconduc-
tor structure and defer the analysis of linearly operating transconductor to the four-input-
MOS structure section.

Table 5.3 lists the nonideal factors and their effects on the mixed saturated-triode transcon-
ductor. Using p-well CMOS technology, the body effect of a NMOS transistor can be elim-

inated by connecting the source terminal of the transistor to its bulk terminal.

Table 5.3 DC offsets and 1st, 2nd, 3rd order Coefficients of the input signals
(X =V55-Vy)

Nonideal DC offset 1st Coeft. 2nd Coeff. 3rd Coeff.
megblh.ty 2K, (XV s Vis/z) 2KV, + Ky vi —2Kq07,;, 0
I

uction +Kyp Vi X-2K,07, 2 -4K 8V, X
channel }ength zK(XV - Vi/z)(x AWy, 2KV, (1 +AV, ) 0 0
modulation
mismatch z(K+AK)[(x_ av, v, - V2, 72| 2k-eKy 0 0

The optimization to this transconductor structure can be conducted following similar pro-

cedures as we have described in previous sections.

5.3 Optimizing g, /P 4 for four-input-MOS transconductors
Considering second order factors for the input transistors, the output currents and dc power
dissipations of four-input-MOS transconductor structures need to be revised. Taking each

nonideal factor into account, eqns.(5.1) to (5.4) should be used to replace expressions of I,
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to7,.

5.3.1 Gate-biased saturated-operating input-MOS transconductors

The diagram of gate-biased saturated-operating transconductor is re-drawn as follows.

llz i
N

\J I i k k(j_] } Vo
vp M v vQ

N

Fig. 5.1 Gate-biased saturated-operating transconductor

When mobility reduction is in effect, we have

Iour

2 2 2 2
. Yesi =V’ VesamVipFvi/2) (Vgsa=Ver FVi/2) Y53~V £vi/2) (5.14)
0 = .

V87 ag —Vip V72 1+ 0(F gy Vi Fv/2) 1 +80(Fgg~Fp#,/2) 1+0(Vgey ~Vp 2v/2)

where X, = p,C,.#W/(2L) .
Using Taylor series to expand eqn.(5.14) around 1 +e( ) and re-arranging the right side of

the equation in the increasing order of ac input signal v,, the following approximation is

obtained

IM,Eaa+alvi+azv?+a3v?+... ) (5.15)

o

In eqn.(5.15), a,...a; represent DC offset, coefficients of linear term, 2nd order and 3rd

order distortion respectively.

When channel length modulation is considered, the output current can be written as
7 - [ . *LK[V ({4 -V, :vrll)z- (¥, - Fv, /2)2-0-7 v, - Fv Z)ZwV (v, -V, =xv )z]
our = ltideal) as1Gs1™Ven as2¥es2~ Y™ 454V Gsa =V ~Vas3Wes3— V= | (5.16)

The mismatch of four-input-MOS structure is complicated compared to two-input-MOS
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structure. Consider the two paired transistors (M1,M2) and (M3,M4). Assume the thresh-
old voltages of the two pairs are 7, +a¥; and v, +aF,, the aspect ratios are & = ak; and

K+ AK, , the output current has the expression of
Tout = Tideat 2KIOY | (VG = Vs £V~ AV (Vigy - Vg3 )]
+aK [(V VL AV, v I + (Ve V., + AV q:v./Z)z]
11V GS1™ ek 1-7% GS2  "th 1 3

-V, +a, ;v‘./z)z] (5.17)

-a¥, tvs2) (v,

- 2[( Vess—Vu G54

Equations (5.16) and (5.17) can also be modified to the form of eqn.(5.15) with different
expressions of ay...a;. )

We have discussed in section 3.4.1 that there are overall 18 ac input phase combinations.
Different combination will lead to different q,...a,. It is also well-known that unbalance-
biased structures will present worse linearity compared to their balance-biased counter-
parts. This has been clearly shown by the nonlinearity simulation results in Chapter 4.
Therefore we will focus on the analysis of balance-biased structures and find out the a,...a,
associated with each of the three nonideal factors and tabulate them in Table 5.4. The
a,...a; for unbalance-biased structures are given in Appendix B. The v s for paired tran-
sistors are assumed to be equal in Table 5.4. If they are not equal, the results of channel
length modulation need to be revised. As we have mentioned before, through careful lay-
out design, the nonlinearity of a transconductor will mainly result from mobility reduction.
Therefore, the assumption we have made will not affect our further analysis on the nonlin-
ear characteristic of transconductors.

The power dissipations for above four phase sets are the same and can be revised from
eqn.(3.48) using eqns.(5.1) to (5.4) depending on which non-ideal factor is in effect. Since
the dc power dissipation only involves dc variables, its modification is simpler compared
to the modifications on the output current expressions of the transconductors. The modi-
fied dc power dissipation expressions will be presented in Chapter 6 when numerical sim-

ulations are conducted.
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Table 5.4 DC offsets and 1st, 2nd, 3rd order Coefficients of the input signals

(X = Yo=Y Xy = Vg50-V)
Phase .
Nonideality de offset 1st order 2nd order 3rd
set order
Mobility 2Ko(X; = X5)
reduction 0 0 0
(6 -5)
l Channel 2K(x) -Xz) 0 0
length 0 +2AK
(X, Vo =X Vo)
modulation 1"ps1 %2V ps2
mismatch 4K (X, 8V, - X,AV,) 2K(X; —X) Ak, +aK, 0
28K, AV, -24K,A 2
20, (a2t )| TR,
Mobility 2K +X,) K0
reduction 0 0 _o-
“3"09("‘3 "'X;) 2
, | Chamnel 2KCX, + Xy) 0 0
length 0 + 20K
X, Vv, +X. V )
modulation 1Yps1 %27 ps2
mismatch 4K, A(V, + X,AF,) 2K(X,) +X) aKy + AK, 0
2
+ZAK1(X12+AV$)+2AK2(X§"AV§) -EAKIAV]—ZAKzAVz
Mobility
. K8
reduction 0 —2Kp X, + 3K09X§ 0 TO
349 | Channel Y 0
length Y ~2KQ + MV o)y
modulation
mismatch 4K (X[ AV] - X,AV,) -2K(X, + AF}) 4K, rok, 0
2AK, AV, ~2AK. AV. 2
+ 28K, (x‘:'+uf)+2m2(x§+u§) it bl 272
Mobility 2K,X, -3K09xf 2.0
reduction 0 0 —%
5:6:8 | Channel 0 o
Iength 0 2K
(1 + AV )X,
modulation bs2™
mismatch KX, 8V, - X,4V,) 2K(X, +4V,) oK, raky 0
~2AK, AV, + 28K, AV, 2
2 (2 2] ona o) | OIS

Having obtained the analytical formulas to describe the nonlinearity performance, we can

derive the objective function and constraints for each phase set and then solve them using
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computer programs.

5.3.2 Drain/Source-biased saturated-operating input-MOS
transconductors

Table 5.5 lists the dc offsets and coefficients of 1st to 3rd order ac input signal for the three
output current expressions in Table 3.4.

Table 5.5 DC offsets and Coefficients of 1st, 2nd, 3rd order input signals for I of
drain/source-biased transconductor ( ¥y, = ¥, -V, |V, | Y1, = Vs -Vea—|¥,,)
Y, = de“Vcl‘[V:pl Y, = VdZ'ch’lV(p')

ideal 3nd
I pont DC offset 1st Coeff. 2nd Coeff. | Coefr
aut factor .
mobility 2KV =V WV gy~ V1) KoV ~ 4,2)(2-3927) 0 0
reduction

ZY LR TR (PES A

Ipely | el KA1 -Rp v 1p- 1) 2Ky =V gy) 0 0
3l

modulation *mpdgl( 1 ‘Ygl) ARV (Y =)

ALY 2 (Fa5 ¥ 5)

mismatch 2KV gy =¥ 4y~ AV - AF)) 2R(V -V 40— AV, ~AV)) 0 0
x(Yn-Yzl—Ayl‘v"AVz) ‘«AKI(YII*'YH)
+AK) (1)) + Yo W¥yy = Fyy ~28F) —aK (Y13 +1y))
Ky (Fyy + Iy Xy — Yy ~2877)
iti 18
mobmyy 2Ko(F) 1 + Yoo )V gy =¥ go) 2KV gy — Vo) By -V | O
reduction
- _ _ 30
I+ oky(1 - By + 1, - 13 ) -1 - P+ 1ha- 1)
I
channel 2K(Y) ) + Y30V gy = Vya) 2K(Fy1 = Vg,) Y 0
length
modulation | +AKV; (’%; - ”;1) FAKV o (- Typ)
*‘-K”dsz(”%z"’;z) FAKY 4oaYip=Tpp)

mismatch 2K(V gy ~ ¥ gy = AV =BV, )Xy + Yos) 2K(V 4y — V4o~ AV ~4V,) 0
R 2 + 8K (Y1, +Ty5)
waky [y, - a7+ 1y - a7y )2:[ kP Y

2
+ sz[afu -8V, (T - sz)z]
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Table 5.5 DC offsets and Coefficients of 1st, 2nd, 3rd order input signals for I, of

drain/source-biased transconductor ( v,, -

le _Vcl —|VI

pl le =

Vd'l - VCZ —lVrpl

Yo =Var—Va |Vl Yo = Vi -Vea=|V,l)
nonideal 3rd
! o DC offset st Coeff. 2nd Coeff. | Coeff
out factor N
I+l mgbili‘ty 2Kgtryy + 15)(Vea = Pey) 2oy * Pogh=F 00 Ty~ ¥y V)] 3 K40
.12.[3 reduction 1; 1; f f - ) 2 ‘?Ko("ﬂ“’cz) —
‘°Ko( n-fat+¥- 12) ‘(3‘)‘0[(711"’22) +‘Yzl"'lz’]
channel 2K (Y + V) (g =¥ o) 2K(r), + ¥y0) _ 0
AK(V oy =V )
Iength Yz Yz dsl ~ "ds2
modulation *7"""1:1( nt 21) FAKV (T ) 2
—desz(YgZ+ 12) a2 T2 ")
I+, mismatch 2K(V gy —V o — 8 + 8V )Ty + Fya) T AN A AK. AR 0
-Irl3 + 8K (¥) ) + V) L2
2 2 1Y 7 Y22
- + AV 2
+ax o, AV1)2+(722 a 1)2] s o)
+uc2[(ru-zw2) +(Tyy + AV,) ]

5.3.3 Other four-input-MOS transconductors

Now we consider transconductors with input transistors operating in non-saturation region

and both saturation and non-saturation regions. Employing the basic equations of (5.1) to

(5.4), the DC offset and coefficients of the output current for mixed saturated-triode input-

MOS (Fig. 3.8) transconductor and linearly operating transconductor (Fig. 3.9) are given

in Table 5.6. Since Fig. 3.8 and Fig. 3.9 do not have third order distortion term, Table 5.6

only shows the coefficients of second order distortion terms.

Table 5.6 DC offsets and Coefficients of 1st, 2nd, 3rd order input signals for I, of
drain/source-biased transconductor( x = V-V, X, =X -V, X, =X,-V,)

structure nonideal DC offset 1st coeff. 2nd
factor coeff.
mobility 0 KV, (2X-20X+8V;,/2) 0
reduction
. channel 0 KV4,(1 +AVy,) 0

Fig.3.8 length
modulation
mismatch AK(Z VX~ Vi) 2KV, &V KV, 0
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Table 5.6 DC offsets and Coefficients of 1st, 2nd, 3rd order input signals for I ;; of
drain/source-biased transconductor( x = v .-V, X, =X,-V,, X, = X2-V,)

nonideal 2nd
structure DC offset 1st coeff.
factor coeff.
mobility Ko(F; - E)00, X ) Ky, -X_) 0
) reduction (7, + % -20)(F, - Ty) L1 Nper-a)
Fig.3.9 z 78X, -7 1-80,,-7) 1 2
< 1 1 J
[1 "0, - 1300, -P) X XV
X,,-¥ 'l = TSR
- ? -8, -7
ot T TR o
m2 1+8@ 2= ") X . = eV
m2 1»9(,\'2'-7)
channel KU, - X,)(F, < Fy) KU - X5)(1+ A(E; + Fy =2V)) 0
length X (1 4X(F, +7,-27)
modulation
Fig.3.9 »
mismatch KX, X, ~AF| - AV, XY, - T,) KX —X)+ AR O =)+ 8Ky, =) .
+AK X = VN + 1, =27 —(AV 8K - AV, AKy) _Z(Ml +aK,)
+ AKX — VXY [+, =2V) _%(AK1+AK2)(Y‘—Y-_,)
~(8¥, &K, - AV, 8K,)(Y, - ¥)
“Sax, +amfer, _n2+(,.2_,,)1]

In Chapter 3, we also discussed transconductor structures with eight input transistors.
Because of the similarity between four and eight input-MOS transconductors, analytical
expressions of DC offsets, linear terms, 2nd and 3rd order distortions for eight input-MOS
transconductors can be obtained easily. It will be tedious if we studied all possible eight
input-MOS transconductors. So we will omit the detailed analyses on eight-input-MOS
transconductors in this thesis. When the analytical details of eight-input-MOS transcon-
ductors are needed, they can be obtained following the same procedures as we have been

presented for two- and four-input-MOS structures.

5.3.4 Optimization Using MATLAB
Due to the complicity of the multivariable constrained optimization problem, MATLAB

programs are created to solve the problems. MATLAB has an Optimization Toolbox which

provides tools for both general and large-scale optimization of nonlinear functions. The
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Optimization Toolbox contains routines that implement the most widely used methods for
performing minimization or maximization. It includes several nonlinear optimization
functions. The function that we used is fmincon. fmincon has two algorithm options for
nonlinear constrained optimization problem [34]. One is called large-scale optimization,
the other is medium-scale optimization. Large-scale optimization algorithm is applied
when the gradient of the objective function is supplied by the user and if only upper and
lower bounds exists or only linear constraints exist. Medium-scale algorithm uses Sequen-
tial Quadratic Programming (SQP) method. It represents state-of-the-art nonlinear pro-
gramming method. In SQP method, a Quadratic Programming (QP) subproblem is solved
at each iteration. An estimation of the Hessian of the Lagrangian is updated at each itera-
tion using the BFGS formula. SQP has good efficiency, accuracy and higher percentage of
successful solutions.

Since the MATLAB® function fmincon intends to minimize the objective function

whereas our objective function needs to be maximized, we first must modify the objective

function to a minimization problem. By simply inverting If;: , the original maximization

problem is changed to a minimization problem. It has been known that the ac transconduc-

tance of a transconductor (g, ) can be positive or negative and our goal is to maximize the

absolute value of % . Therefore, (1%5)2 is used as the final target objective function for
iss ac

the optimization. The optimization procedures are:

1. Initialize o, v, 7, and n;

2. Define the objective function, constraints;

3. Set upper and lower bounds for the searching space;

4. Set starting point x(0) for the search;

5. Call fmincon ;

6. If no feasible solution exists for current constraints, increase the acceptable nonlinearity

range and repeat 5.

7. If no feasible solution can be obtained even for the maximum acceptable nonlinearity,
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the structure is not optimizable when both g, /P ;.. and linearity requirements are con-

cemned.

5.4 Summary

Since linearity is a very important design specification of a CMOS transconductor, we can
not optimize frequency-power efficiency without considering its influence on the linearity.
In order to obtain both good linearity and high frequency-power efficiency, the uncon-
strained single variable optimization method in the previous Chapters has been modified
to a multivariable constrained optimization algorithm in this cixapter. The objective func-
tion is still g,/Pz;.,. The constraints are on the second and third order distortions of the
transconductor’s output current. The result of such kind of optimization, if exists, will be
the bias voltages that can provide highest g,/P;;.c among all other bias voltages which
meet the linearity specification. To formulate the objective function and the constraints,
second order effects of two and four input-MOS transconductor structures have been stud-
ied in detail and the analytical expressions related to each non-ideal factor have been
derived. The optimization problem can be solved employing MATLAB optimization func-

tion.
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Chapter 6

Simulations and Experiments for frequency-
power efficiency optimization II:
Constrained Multivariable Optimization

Having studied the non-linear factors of various transconductor categories, we will modify
the power efficiency optimization which we have discussed in the previous chapters so
that the linearity characteristics can also be included in the optimization methodology. By
doing so, the optimal operating condition obtained through the optimization can not only
provide higher frequency-power efficiency but also achieve the desired linearity character-
istic.

The expressions of the objective function and the constraints of the constrained multivari-
able optimization scheme have been defined in chapter 5. We have also mentioned that
MATLAB programs need to be employed to perform the optimization. In this chapter, we
will present the optimization results obtained from executing MATLAB programs.

In addition, experiments are performed to measure transconductors’ g,_/P,, s and the lin-

earities. The set up of the experiments and the resuits obtained will be presented as well.

6.1 MATLAB Optimization Programs

Unlike the single variable optimization of chapter 3, it is not necessary to make assump-
tions for the bias voltages of a transconductor structure while performing multivariable
optimization. All the bias voltages are variables and the searching space of the optimiza-
tion is n-dimension, where n is the number of biases of a transconductor structure.

In chapter 5, we have mentioned that the objective function and the constraints of the mul-

tivariable optimization problem are pretty complicated. Thus, mathematical tool-MAT-
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LAB has to be employed to solve the problem. Using MATLAB optimization function, the
program of gate-biased two-input MOS transconductor optimization (mos2_ub.m) is pre-
sented as an example in Appendix C.

In mos2_ub.m, the mobility reduction factor is assumed to be 8 = 0.041. It is a process
dependent parameter, the smaller the minimum feature size of a technology, the higher o
will be. For example, 6, = 0041, 6, =0.1 for a 1.5um CMOS technology; s, = 0.26,
8, = 0.18 fora 0.5 pm CMOS technology. Since we have used a 1.5 pm CMOS technol-
ogy for the simulations and experiments in Chapter 4, we are going to stay with the same
technology for the simulations and experiments in this chapter so that the results obtained
in these two chapters are comparable.

The objective function in mos2_ub.m is (#,,,, /g,.)*. This is because that the optimization
provided by MATLAB is to minimize an objective function. Maximizing g, /P, , Which
is the goal of our optimization, can be implemented by minimizing its inverse function
(ie., Py,,/g,.)- However, g,./P,.. can be positive or negative and our concern is its abso-
lute value, so we took (7,,,,/g,.)° as our objective function. There are two nonlinear con-
straints are used for the optimization. One of them is the coefficient of the second-order
nonlinear term over the coefficient of linear term ratio, named DIS2. The other one is the
coefficient of the third-order nonlinear term over the coefficient of linear term ratio, named
DIS3. Since both ac transconductance and DC power dissipation can not be zero, the opti-
mization program also performs feasibility check once a solution is reached. If the solution
obtained is acceptable, it will be printed out. Otherwise, the information of why the result
is infeasible will be explained briefly.

The program also includes a part to modify the constraints to some extent. The initial con-
straints for both distortions are 1%. If no optimal result comes out, the constraints will be
adjusted to 2% and the optimization will be repeated. If no feasible optimal result can be
achieved even when the percentage nonlinearity is set to its highest acceptable value, the

transconductor will be regarded as non-optimizable when both distortion and g,./P,,,, are
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considered together. Similar programs can be written for other transconductor structures.

6.2 g,/P i results obtained from analytical calculations, HSPICE
simulations and experimental measurements

Analytical results can be obtained through running MATLAB optimization programs.
Take two-MOS gate-biased transconductor as an example. After executing the program in
section 6.1, the analytical results are presented and explained as follows.

Result of PART ONE : Theoretical graph of the objective function. (not including the con-

straints).

Fig. 6.1 Theoretical g, /Pg4;,, graph of Two-input-MOS transconductor

From Fig.6.1, one can see that it is a 2-D function. X; = Vo ~V,ps X5 = Viger =¥y
Both X; and X are in the range of [0 2.5]. Without constraints, the g,/P;.c of two-MOS
gate-biased transconductor is monotonically decreasing when X; and X, are increasing.

Results obtained from PART TWO and PART THREE : Optimization process and results.

terminate successfully
x =

0.7686 0.4352
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fout =

0.3044
iter_pum =

50
cu =

1.0e-07 ®

0.4716 0.0000
cueq =

g

n=

0.0100 .
The above results show that the optimal biases are Vq;-¥,,=0.7686V, Vs,V =0.4352V.

The optimal g, /P ;. equals to 0.3044. The second order distortion (DIS2)=0.4716e-07,
the third order distortion (DIS3)=0.

Following similar procedures, the analytical optimization results for other transconductor
structures are obtained and listed in the third column of Table 6.1.

Using the analytical optimal bias voltages obtained from MATLAB programs, HSPICE
netlists are created for each transconductor structure. The simulated g, /P .S are pre-
sented in the fourth column of Table 6.1.

To physically evaluate the optimization scheme, the test chip which was described in chap-
ter 4 (see layout of Fig. 4.4) is measured. The g,/P;, of the transconductors biased by the
optimal voltages obtained through the optimization programs are obtained and given in the
last column of Table 6.1. The set up of the testing circuits are shown in Appendix C.

In Table 6.1, for each transconductor structure, the upper rows in columns 2 and 3 are the
optimal bias condition and the g, /P ratios obtained from single variable unconstrained
optimization(chapter 4), while the lower rows present the same quantities obtained from
multivariable constrained optimization. It can be seen from Table 6.1 that the three optimal
8ac/P jiss T2t10s, that is, analytical, simulated and measured g, /P ;. ratios, are consistent

to each other for most structures except for the structures which have near threshold opti-
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mal bias voltages and the structures which are highly unbalanced. The reason of high dis-

parity between simulated and experimental results for these two cases have been addressed

In section 4.

Table 6.1 Calculated and Simulated (g,./P 4;ss )s at Single variable optimums and

Multivariable Optimums
Calculated Simulated Measured
Structure Vi
biasS(V) 8ac/Pdiss 8ac/Paiss Zac'Pdiss
Vs1=0.85 Vgso=1.6 0.25 0.257 0.259
Four-MOS balanced
(phase set 1) Vs1=0-9 Vgs,=0.85 3.406 3.029 3.25
(phase set 2) Vgsi=1.13 Vggo=1.6 0.301 0.314 0.295
VGSI=1'376 VGSZ=1376 03733 0.3719 0.3642
Vgs1=0.9 Vgso=1.6 0.246 0.257 0.236
hase set 3,4,9
(phase set 3,4,9) Vs1=0.85 Vgso=1.37 0.3732 0.374 035
(phase set 5,6,8) Vgs1=1.6 Vgso=1.6 0.125 0.129 0.118
Vgs1=1.37 V55,=0.85 0.3732 0.374 0.35
Four-MOS unbal- vGSI=1 .6 Vcsz=l .28 0.154 0.177 0.144
anced Vigs3=1.2 Vg54=0.88
ha t1
(phase st 1) Vgs1=0.856 Vgso=0.856 |  1.1767 1.003 0.8545
VGS3=1'013
VGs4=0.8676
Vgs1=1.6 Vggo=1.2 0.167 0.167 0.204
(phase set 2) Vgs3=2.0 Vgs4=2.4
Vgs1=1.376 Vgg,=1.376 0.3733 0.3719 0.3642
VG53=[.376 sz4=1.376
Vas1=1.0 Vgs2=0.96 0414 0.486 0.446
(phase set 3) VGS3=0'96 VGS4=1'2
VGSI=0'856 VGSZ=1-2 0.5573 0.5533 0.5412
Vgs3=1.2 Vgse=1.2
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Table 6.1 Calculated and Simulated (g, /P4;, )s at Single variable optimums and
Multivariable Optimums

Calculated Simulated Measured
Structure ViiasS(V
biasS(V) 8a/Pdiss Zac/Paiss 8ac/Paiss

(phase set 4,5,6) Vgsi=1.26 Vgso=1.2 0.215 0.2297 0.221

Vgs3=1.2 Vgsa=1.6

(set 4) 0.739 0.694 0.7046

vGSI=1 07 VGSZ=O‘856

VGS3=I’20 Vcs4=1.07

(sets)

VGSI=1‘07 VGS2=1'2

VGs3=0.856 VGS4=1‘07

(set 6)

VGSI=1'O7 VGSZ=1'07

VGS3=1'2 VGs4=O.856

Vgs1=2.4 Vgso=1.6 0.06 0.0589 0.0806
(phase set 7) VGS3=1'6 VGS4=1 2

Vgs1=2.8 Vsp=0.856 0.095 0.095 0.0723

VGS3=2'8 VGs4=0.856 *

(set 8) 0.1556 0.163 0.175
(_phase set 8,9) VGSI=1'4 VG52=1.6

VGS3=1‘2 VG54=1.6

(set 9)

VGSI=1'4 VGSZ=1’2

VG$3=1.6 VGS4=1'6

(set 8) 0.1165 0.1151 0.0938

VGSl=2'5 VGSZ=2'5

VGs3=0.856

Vcs4=0.856

(set9)

VGSI=0‘856 VG32=0'856

VGS3=2'5 VGS4=2'5
Two-MOS source- V41=2.0 Vgp=2.5 0.1916 0.1855 0.2
biased Vc1=Vc2=0.5 Vss=-2.5

NA
Four-MOS source- Vai=l5 V=25 0.179 0.1466 0.153
biased Vcl= c2=0'5 VSS;Z’S

bination 1,2

(combination 1,2) NA
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Table 6.1 Calculated and Simulated (g, /P ;,; )s at Single variable optimums and
Multivariable Optimums (Cont’d)

Calculated I Simulated Measured

Structure ViiasS
bias V) gac/P diss gac/P diss gac/P diss
Four-MOS source- Vg1=2.0 V=25 0.1944 0.1856 0.1933
biased Ve=Vo=0.5V =25
-
(combination 3) Vg=2.5 Vg=2.5 0.3859 0.3375 0.35
Ve =V=1.2 V=25
Two-MOS mixed- Vg=0.8 Vgs=1.6 0.5 0.52 0.435
ot
operating NA
Four-MOS mixed- | V4=0.8 0.5 L 0514 0.5
operating (FIg.3.7) | Vgs1=Vgs2=1.6
NA
Four-MOS mixed- Vge=0.8 0.25 0.26 0.25
operating(Fig.3.8) Vgsi=Vgs>=1.6
V4=1.47 V5g=2.316 0.2682 0.26 0.226

1. NA means that no practical optimal values can be obtained by the optimization procedures.

Since the expressions of the distortion constraints are obtained specifically for the input
range of (-1V, +1V), for the structures which have small linear ranges, it is possible that
the linearity is poorer than the highest acceptable constraints at the input range of (-1V,
+1V). This is the reason that no practical optimal values are obtained for certain transcon-
ductor structures (see the note of Table 6.1). In order to overcome the input range limita-
tion, the expressions of the constraints need to be made more general. Since the
optimization methodology and the procedures are the same for all the transconductor
structures, we will focus on the structures which can be optimized using current optimiza-
tion programs. The modification of the optimization program can be addressed as a future

improvement.
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6.3 Linearity characteristic

6.3.1 Linearity Comparison between single variable and multivari-
able optimization results

To compare the nonlinearity characteristic of the transconductors which are biased accord-
ing to single variable optimization results or multivariable optimization results, HSPICE
netlists for nonlineanty simulation were created and executed. Fig.6.2. presents the simu-
lated nonlinearity characteristics of two and four input-MOS gate-biased transconductors.

For each graph, the x-axis represents the difference of the two input voltages. .

nonlinasrrifiax 3 {hw iwo optimal bEsing condi b ne
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(b) four input-MOS: phase set 1

1h

Fig. 6.2 Linearity characteristics of gate-biased four input-MOS transconductor (bal-
ance-biased)
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Fig. 6.2 Linearity characteristics of gate-biased four-input-MOS transconductor
(balance-biased) (Cont’d)
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Fig. 6.2 Linearity characteristics of gate-biased four input-MOS transconductor (bal-
ance-biased)

The y-axis shows the percentage nonlinearity of the transconductance. In chapter 4 we
have discussed the linearity characteristic of the transconductor structures. In chapter 5, we
also analytically proved that balance-biased structures have less nonlinear terms than their
unbalance-biased counterparts. Since the even order nonlinear terms are proportional to
the difference of the input biases, they will cancel out when the biases are equal. There-
fore, from a designer’s point of view, balance-biased structures are preferred.

Since the multivariable optimization uses linearity characteristics as constraints for the
optimization, the feasible results obtained from the optimization should satisfy the require-
ment of the linearity. Compared to the unconstrained single variable optimized transcon-
ductor, the linearity performance of the transconductor which is biased at the results of
multivariable constrained optimization should be more predictable.

The constraints employed for the optimization of section 6.1 are :

second order nonlinear term (DIS2) < 1%
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third order nonlinear term (DIS3) <1%
If no feasible optimal results can meet these constraints, the constraints can be increased
up to 10%. The Fp;,s listed in Table 6.1 conceptually satisfy these linearity requirements.
But because of the simplification of the formulas in chapter 5, the simulated percentage
nonlinearity of the transconductors can be higher than the expected 1%, as shown in Fig.

6.2. The formula employed to obtain the nonlinearity from the simulation is given

below[13].

e=(

out ~Lour(©) — € (0)¥,)/(g,,(0)¥ ;) X 100

It can be seen from Fig.6.2(b)-(e) that the percentage nonlinedrities at multivariable con-
strained optimal biases are better for the first two phase sets but worse for the later two
phase sets. Excepting phase set 1, the nonlinearity of each phase set is less than 6% if the
transconductors are biased at the optimal voltages obtained from multivariable constrained
optimization. Phase set 1 shows high nonlinearity due to the following reasons: (i) The
ideal optimal biases equal to the transistors’ threshold voltage, which are not reachable.
(ii) The ideal optimal biases result in zero transconductance and zero power dissipation
which is not practical. Therefore, the actual biases used for the simulation can only be
approximately "optimal" and hence lead to higher nonlinearity. Comparing with the non-
linearities of multivariable optimal cases, transconductors biased at the single variable
optimal conditions have unpredictable nonlinearity. For example, the nonlinearities of
phase sets 1 and 2 present to be much worse whereas the nonlinearity is much better for

phasesets 3t0 9.

6.3.2 Experimental Linearity Characteristic

To experimentally measure the linearity characteristics of the transconductor structures,
the transconductors are biased at their corresponding optimal bias conditions. The set up of
the linearity measurement circuit is also shown in Appendix C. The experimentally
obtained linear characteristics of the transconductors which are biased at the multivariable

constrained optimal voltages are presented in Fig. 6.3
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(d) Gate-biased four input MOS transconductor with phase set 4,5,6

Fig. 6.3 Experimental results of the transconductors’ linearity characteristics
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Fig.6.3 Experimental results of the transconductors’ linearity characteristics

(cont’d)

Page 104 of 160



Simulations and Experiments for frequency-power efficiency optimization II: Constrained Multivariable

30 r =

20 M

10 l ———t !
0 !.__.__--- /b.—/ f

-10

20 | M

-30

nonlinearily (%)

-1 -0.5 0 0.5 1
Vin (V)

(h) Mixed operating four input MOS transconductor of the structure Fig.3.8

Fig.6.3 Experimental results of the transconductors’ linearity characteristics
(Cont’d)

Except for Fig. 6.3(2) and (g), the nonlinearities of the studied transconductor structures
are varying from -20% to +20% for the input DC voltage range of -1¥ to +IV. The reason
that the gate-biased four input MOS transconductor with phase set 1 has very poor linear-
ity (Fig. 6.3(a)) is as follows. The optimal bias voltages of this structure are all close to the
threshold voltage of the input MOS transistor. Since differential input signals are
employed for the structure, a small negative DC voltage will cause the input MOS transis-
tor fall into weak inversion operating region. We have mentioned before that in weak
inversion operating region, the drain/source current of 2 MOS transistor is exponentially
related to its gate voltage and hence has very poor linearity.

For drain/source-biased four input MOS transconductor (case 3), the optimal gate voltage
of the input PMOS transconductors are equal to 1.2V, In order to ensure that the input
PMOS transistors are operating in the saturation region, the differential DC input voltage
should be lower than 0.6V, In addition, since the optimal V; is different from ¥;; which is
the substrate potential of the transconductor, the threshold voltage of the two PMOS input
transistors which have source voltage of ¥; are higher due to the body effect (negative

Vsp for PMOS transistor). Thus the input range in which the input MOS transistors can
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operate properly is further reduced.

6.4 Summary

This chapter presents the numernical and HSPICE simulation results of the multivariable
constrained frequency-power-efficiency optimization of the transconductor structures. The
linearity characteristics of the optimally biased transconductors are studied as well. Exper-
imental measurements are also conducted using the fabricated transistor array. It is
revealed that the experimented optimal g,/P ;. ratios are within + 0% range of the sim-
ulated values. However, the measured linearities of the transc;onductors are much worse
than the predictions. This is because the transistor models and the formulas employed by
the optimization programs are simplified. The accuracy of the prediction could be
improved if more precise formulas are used in the optimization program. Since our goal at
the current stage is to prove the existence of the optimal bias conditions and propose a sys-
tematic methodology for the optimization, developing a more rigorous optimization algo-

rithm could be an undertaking of the future.
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Chapter 7

Applications of Transconductor Frequency-
Power-efficiency Optimization

On the basis of transconductors (also named the operational transconductance amplifier:
OTA), many important signal processing systems can be implemented [35]. Among them,
the transconductor-C (or OTA-C) filters attracted a lot of attentions and have found appli-
cations in telecommunication, multimedia, consumer electronics, etc. In this chapter we
shall investigate how the frequency-power efficiency optimization of CMOS transconduc-
tors will affect the performance of transconductor-C filters which are built with the

transconductors of interest.

7.1 Frequency-Power-efficiency optimization on Transconductor-C
filters

7.1.1 Transconductor-C filter Implementation
Since higher order filters can be achieved by cascading first- and second-order filters, we
will focus on the analysis of first- and second- order transconductor-C filters. Figure 7.1

shows the diagram of first-order transconductor-C filters.

vi o——+\‘ Vo Vi
gm o °© € + Vo
T TR e
= c :
(a) LPF (b) HPF

Fig. 7.1 First order transconductor-C filter block
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The voltage transfer functions of Fig.7.1 are

Vo _ _ 8m

V: sC+g, (7.D)
for Fig. 7.1(a) and

Vo _  sC

A (7.2)

for Fig. 7.1(b).

The transconductor used in Fig. 7.1 is single-input and single-output structure. However,
most of the transconductor structures we have discussed in the previous chapters use dif-
ferential ac input signals and their output signals are also taken differentially. Thus, the

structures in Fig. 7.1 need to be modified as shown in Fig. 7.2(a) and (b).

~ yor , Vo+
Vi+
+ € B 0 o \L > o
gm Vi C gm
- —0 - ( + 0
Cl v o—i¢ ) Vo-
T ‘
(a) LPF (b) HPF

Fig. 7.2 Fully-balanced first order transconductor-C filters
The transfer functions of the fully-balanced first-order transconductor-C filters are the
same as those of eqns.(7.1) and (7.2).
There are different structures of second-order transconductor-C filters [34]. The diagram
of the second-order transconductor-C filter that we are going to discuss is given in Fig. 7.3.
Other kinds of structures can be analyzed similarly. Fig. 7.3 achieves bandpass frequency

characteristic at the output port of the last stage. If the output signal is taken at the output
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port of the third stage, a lowpass frequency characteristic will be observed. The transfer

functions of the lowpass and bandpass filters are given below.

—‘\ T 1 ~—~— —— £ ZCZ\

Tt et + i+ + t 4=

Yo Ba 8n G | VLPF| g Vioee
‘L/ l L — ;;2(:1;

Fig. 7.3 Second-order transconductor-C filter

2
Em

HLPS(S) = P 2 (7-3)
C1 Czs + sngm tg,
and
sC,g
2
Hpps(s) = ——5—1 (7:4)
C1 C2s + sngm +g,

When considering cascade of fully-balanced transconductors, an important issue arises,
that is, output DC offset elimination for each transconductor block. One advantage of
adopting differential-output structure is to reduce the DC offset of the output signal. Ide-
ally, the DC offset at each of the two output terminals should be equal and hence will can-
cel out while their difference is taken. However, when loaded by another differential-input
transconductor structure, the output offset at each terminal will act as extra input bias to
the load transconductor. Therefore the bias condition of the load transconductor will be
changed from its original setup. This phenomenon becomes more severe when more stages
are being cascaded and in the end, it will either lead to a malfunctional circuit or a circuit
that does not function at all. To overcome the DC offset problem, common-mode feedback
technique is developed. The principle of common-mode feedback is introducing a negative

feedback which is controlled by the common-mode signal of the output stage(i.e., the DC
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offset at each terminal of the differential-out structure). Figure 7.4 illustrates the concept

of common-mode feedback.

out+
Structure that > 5
needs to be out- CN[FltB |
stabilized feedback . circui
el —

Fig. 7.4 Concept of common-mode feedback

Many different common-mode feedback circuits have been proposed. The one which is
most suitable for reducing the DC offset of CMOS transconductors is shown in Fig. 7.5

[36] and it will be adopted in our transconductor-C filter structures.

,]’

vbias
.____‘
‘ feedback
out+ — [E——‘—E ’-— out- :
| feedback outt E— te
vbias I EJ—E’ ._{ - i'_ ou
-
(a) NMOS structure (b) PMOS structure

Fig. 7.5 Common-mode feedback circuit used by fully-balanced transconductors
Another extra circuit that must be included in transconductor blocks when implementing
transconductor-C filters is the input-bias circuit. The main reasons of using input-bias cir-
cuit are : i) simultaneously adjusting biases of multi-transcondﬁctors; il) preventing ac

input signal from being affected by DC adjustment; iii) combining the ac input with the
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desired DC biases and applying them into the transconductor. The input-bias circuit is used
to add a dc level shift to the ac signal much like the dc level shift circuit in an operational
amplifier system. Therefore, for two-input-MOS transconductors, two input-bias circuits
are used, for four-input-MOS transconductors, four input-bias circuits are needed for cach

transconductor block. Figure 7.6 presents the schematic diagram of the input-bias circuit.

=N

Vac

Vdc+Vac

Vref — |=

pd

Fig. 7.6 Input-bias circuit
The input of the middle transistor (i.e., V) is pure ac signal for the first transconductor
block. For the rest transconductor blocks, 7. is the output of the preceding adjacent block.
The DC voltage at the gate of the lowest transistor can be externally adjusted so that the
DC biases of the transconductor(i.e., ¥;.) can be tuned to an expected value.

Taking common-mode feedback and input-bias into account, the fully-balanced transcon-
ductor blocks of gate-biased, drain/source-biased structures are shown in Fig. 7.7(a)-(c).

F'Vdd

e B

J

R —
"eols oo PP
L

(a) Two-input-MOS transconductor

= Vs

Fig.7.7 Fully-balanced transconductor block of transconductor-C filters (con’t)
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(b) Four-input-MOS balance-biased transconductor
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(¢) Four-input-MOS drain/source-biased transconductor

'

Fig. 7.7 Fully-balanced transconductor block of transconductor-C filters

The input-bias box of Fig. 7.7(b) consists of four input-bias circuits of Fig. 7.6. The Vrerof
two input-biases are connected to Vrefl, the other two are connected to Vref2. The ac input
to each input-bias circuit is set to v+ or v- depending on the desired input phase arrange-
ment of the transconductor. The input-bias box of Fig. 7.7(c) consists of two input-bias cir-
cuits with ¥,.rand ac input being Vrefl, v+ and Vref2, v- respectively. Although Fig. 7.7
only presents three kinds of transconductor blocks, other kinds of fully-balanced transcon-
ductor blocks can be easily obtained in the similar manner.

In the following sections, we will study the frequency-power performance of the transcon-

ductor-C filters on the basis of the transconductor blocks given in Fig. 7.7. Similar analysis
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can also be done with respect to other transconductor-based filters but they will not be

addressed here.

7.1.2 Frequency-power-efficiency characteristic of transconductor-
C filters
In order to study the frequency-power efficiency of a CMOS transconductor-C filter, the

analytical formulas of -3dB bandwidth (for lowpass/highpass filters) or fj (for bandpass

filters) and the DC power dissipation must be derived first. For Fig. 7.2, the expressions

are

S3a8 = Em (7-5)

P diss|LPF = 4P di::ltransconducror+ 2p bias * 2PCMFB a‘nd

PoissittpF = 2P gigsjtransconductor ™ Poias * Pours (7.6)
For Fig. 7.3, the expressions are
Em
Sfsa8 =fo = 7.7
a8 ~Jo T = ce,
Pgissirar = PaisqBPF = BPaissjtransconductor ¥ 4Cpias * 4Poprp (7.8)

In eqns.(7.5) and (7.7), the frequency performance is considered to be external-capacitor-
dependent function. Practically, the CMFB circuits will introduce parasitic capacitors to
the corresponding transconductors. Using Fig. 7.5 CMFB structure, the gate-to-source and
gate-to-drain capacitors will be in parallel with exterhal capacitors. Thus the entire load
capacitance of the transconductors will be bigger and hence the bandwidth or center fre-
quency of the filters will be lower than those predicted by eqns.(7.5) and (7.7). When
smaller transistors are used for the CMFB circuits, the effect of parasitic capacitances will

be smaller and the overall frequency characteristic of the filters should be closer to the pre-
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dictions of eqns.(7.5) and (7.7).
Consider the ratio of equations (7.5) to (7.6) and (7.7) to (7.8). They represent the fre-

quency-power efficiency of first- and second-order transconductor-C filters and are

expressed by

(ﬁf_) Em (7.9)

= ’ - -
diss’ filter 2rC ("Pdi:sllranscandycmr m'PbiaJ mPCMFB)

where ¢’ = ¢ for first-order filters and ¢’ = C,C, for second-order filters; » = 2,4,8 and
m = 1,2,4 for highpass first-order, lowpass first-order and second-order respectively. If
¢, = ¢, = ¢ for second-order filters, the expressions of the freduency characteristic of the
first- and second-order filters become identical. In this case, the frequency-power-effi-
ciency of the first- and second-order transconductor-C filters will only be different by a

constant factor (i.e., 0.5 or 0.25).

7.1.3 Numerical and HSPICE simulations

In section 7.1.2 we have found that the frequency-power efficiency of a transconductor-C
filter is proportional to the frequency-power efficiency of the transconductor on which the
filter is built. This observation implicates that if the frequency-power efficiency of a
transconductor can be improved, the frequency-power efficiency of the filter can also be
improved. In the previous chapters, we have developed a systematic methodology to opti-
mize frequency-power efficiency characteristic of several kinds of CMOS transconduc-
tors. By employing optimized transconductor structures in the filters, the filters should
also present optimal frequency-power efficiency characteristic.

To verify the above prediction, three types of CMOS transconductor structures are taken to
build first- and second-order transconductor-C filters. They are: gate-biased two-input-
MOS transconductor, gate-biased four-input-MOS transconductor and drain/source-biased

four-input-MOS transconductor. For the first two types of transconductors, balanced DC
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exaimined.

as those described in Chapter 6.

biases are used. Both single variable unconstrained and multivariable constrained optimi-
zation results are employed for the transonductors used to implement the filters. To illus-
trate the existence of optimal frequency-power efficiency of a transconductor-C filter, the

frequency-power efficiency of the filters at non-optimal adjacent biases are also

During the course of investigating transconductor-C filters, the 1.5 pm CMOS technology
became unavailable for fabrication. In order to verify our optimization methodology phys-
ically, we made a test chip using a 0.35 um CMOS technology. The following calculations
and simulations are obtained on the basis of a 0.35 um CMOS technology parameters.

The procedures followed to derive the optimal biases of the transconductors are the same

Frequency/P g of optimally biased transconductor-C filters' (single

Table 7.1
variable optimization)

Transconductor Filter biases(V) ﬁ;uj;% Sif{rr:;lj?d
Gate-biased 1st-order LPF 5.278e9 0.839¢9
Two-MOS (5.3e9) (0.84¢9)

It
(balanced) Ist-order HPF 10.556€9 9.235¢9
1.6 (10.6e9) (9.27¢9)
2nd-order LPF 2.638e9 0.654¢e9
(2.65€9) (0.65¢9)
2nd-order BPF 2.638e9 0.839¢9
(2.65€9) (0.84¢9)
Four-MOS 1st-order LPF 2.8e9 1.266€9
(phase set 1) (4.70e9) (2.12¢9)
1st-order HPF 5.6e9 5.3¢9
V. .=0.6
Vz=l.6 (9.41¢9) (8.8¢9)
2nd-order LPF 1.4¢9 0.393e9
(2.35€9) (0.65¢9)
2nd-order BPF 1.4e9 1.173e9
(2.35€9) (2.03¢9)
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Table 7.1  Frequency/P 4, of optimally biased transconductor-C filters! (single
variable optimization)

Transconductor Filter biases(V) ﬁeb;uge&% Sig; 1?/;3(1
Four-MOS Ist-order LPF V=12 5.6e9 5.50e9
(phase set 2) Viy=1.6 (6.07¢9) (6.01e9)

1st-order HPF 11.2¢9 10.88e9
(12.14¢9) (11.86e9)
2nd-order LPF 2.8¢9 1.30e9
(3.03¢9) (1.43e9)
2nd-order BPF 2.8¢9 1.92¢9
(3.03¢9) (2.11e9)
Four-MOS 1st-order LPF V=1.0 3.34e9 3.12¢9
(phase set 3) Vp=1.6 (4.10e9) (3.84e9)
Ist-order HPF 6.68¢9 6.21e9
(8.21e9) (7.65e9)
2nd-order LPF 1.67¢9 0.82¢9
(2.05¢9) (1.01e9)
2nd-order BPF 1.67e9 1.03e9
-1 (2.05¢9) (1.27¢9)
Four-MOS 1st-order LPF V=l4 2.58¢9 2.3e9
(phase set 4) V=16 (2.64¢9) (2.56e9)
1st-order HPF 5.17¢9 5.02¢9
(5.28¢9) (5.14¢9)
2nd-order LPF 1.29¢9 0.64e9
(1.32¢9) (0.66¢9)
2nd-order BPF 1.29e9 1.25e9
) (1.32¢9) (1.27¢9)
Drain/Source- Ist-order LPF Va=1.2 4.63¢9 1.13e9
biased (set 1) V=0.5 (4.76€9) (1.16e9)
1st-order HPF 9.27¢9 2.52¢9
(9.52¢9) (2.59¢9)
2nd-order LPF 2.31e9 0.29¢9
(2.38¢9) (0.30e9)
2nd-order BPF 2.31e9 0.59¢9
(2.38¢9) (0.60e9)
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Table 7.1 Frequency/Pg; of optimally biased transconductor-C filters! (single
variable optimization) (Cont’d)
. . Numerical Simulated
Transconductor Filter biases(V) freq /P(HZ/W) freq./P

Drain/Source- 1st-order LPF Vg=1.8 6.41e9 1.40e9

biased(case 3) V,=0.5 (6.46€9) (1.42¢9)
1st-order HPF 12.82e9 3.18¢e9

(12.93¢9) (3.21¢9)
2nd-order LPF 3.20e9 0.32¢9

(3.25¢9) (0.32¢9)
2nd-order BPF 3.20e9 0.93e9

(3.23¢9) (0.94¢9)

1.
consumed by the transconductor-C parts of each filter circuit.

The values inside the brackets are obtained by dividing the frequency by the power which is

Table 7.2 Frequency/P 4 of optimally biased transconductor-C filters!
(multivariable optimization)

Transconductor Filter biases (V) Numerical Simulated
freq./P freq./P
1st-order LPF V=0.6 0.98¢9 0.68¢e9
Four-MOS Vp=0.8 (11.93e9) (7.69¢9)
t 1
(phase set 1) 1st-order HPF 1.96e9 1.95¢9
(23.86¢€9) (23.72¢9)
2nd-order LPF 0.49¢9 0.18¢9
(5.965¢9) (1.84¢9)
2nd-order BPF 0.49¢9 0.33e9
(5.965¢9) (5.4¢9)
Four-MOS 1st-order LPF V.=0.6 0.51¢e9 0.42¢9
(phase set 2) Vp=0.6 (25.43¢9) (26.9¢9)
1st-order HPF 1.035¢9 0.68¢e9
(50.86¢9) (73.72¢9)
2nd-order LPF 0.25e9 0.12e9
(12.71e9) (6.21€9)
2nd-order BPF 0.25e9 0.24¢9
(12.71e9) (12.39¢9)
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Four-MOS Ist-order LPF V0.6 0.25e9 0.18e9
(phase set 3-18) V,=0.6 (12.7¢9) (11.54¢9)
1st-order HPF 0.51e9 0.27¢9
(25.4e9) (29.8¢9)
2nd-order LPF 0.12e9 0.06e9
(6.35¢9) (3.01¢9)
2nd-order BPF 0.12¢9 0.12¢9
(6.35¢9) (6.28e9)
Drain/Source- 1st-order LPF V41=2.35 0.21855e9 0.15¢9
biased (case 1,2) V.=1.85 (9.27¢9) (8.13¢9)
1st-order HPF 0.437e9 0.05e9
(18.54¢9) (24.13¢9)
2nd-order LPF 0.109¢9 0.04¢e9
(4.63e9) (1.89¢9)
2nd-order BPF 0.109e9 0.097e9
(4.63¢9) (4.04¢9)

1. The values inside the brackets are obtained by dividing the frequency by the power which is

consumed by the transconductor-C parts of each filter circuit.
2. There are no practical optimal biases can be obtained for the drain/source biased case 3 struc-

ture.

The simulated frequency-power ratio of the filters are obtained from post-layout simula-
tion. A lot of parasitic capacitances and resistances are extracted while generating the
HSPICE netlists of the filters. These parasitic components result in the deviation of the fil-
ters’ critical frequencies and the DC power consumptions. In addition, the periphary cir-
cuits also increase the parasitic capacitances and consume DC power, and hence make the
frequency-power efficiency of the filters even smaller. Comparing the optimal frequency/
power ratio for single variable optimized structure and multivariable optimzed structure, it
is found that excluding the impacts of periphary circuits, multivariable optimized struc-
tures present better frequency-power efficiency. However, since the bias conditions
obtained from multivariable optimization result in higher DC power consumption for the
input-biasing circuits and the CMFB circuits (i.e., the two peripheral circuits), the overall

frequency-power ratios turns out to be worse.
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The results presented in this section reveal that by optimizing the g, /P ;. of transconduc-
tor structures, the frequency-power efficiency of the transconductor-C filters which are
based on that transconductor can be improved as well. But due to the existence of the
periphery circuits employed in the filter circuits, the optimal biases obtained from multi-
variable optimization on the transconductors do not necessarily lead to better frequency-

power cfficiency of the filters implemented with these transconductors.

7.1.4 Experimental measurement

In order to study the impact of the transconductor Optimizatic.m on the frequency-power
ratio of the transconductor-C filters, a test chip which consists of four transconductor-C
filter structures is fabricated using TSMC 0.35 um CMOS technology. The four filters are
based on gate-biased two input-MOS transconductor, four input-MOS transconductor with
ac phase being (+ - - +), four input-MOS drain/source biased transconductor and mixed-
operating four input-MOS transconductor respectively. All the four filters are second-

order BPF fitlers.. The layout of the chip is shown in Fig.7.8.

7.1.5 Test settings and experimental results

Since the expected center frequency of the filters are tens of mega hertz, a printed circuit
board is used for testing the filter chip. A 40-pin socket is soldered on the board and large
capacitors are used to decouple the ac interferences on the DC supplies and biases. In order
to obtain differential ac input, a general purpose transistor array chip MC3346 is used to

implement single input to differential output transformation.
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Fig. 7.8 Layout of the fabricated filter chip (3008x3008micron2)

Table 7.3.

Table 7.3 Measured frequency-power efficiency of transconductor-C filter

(refl=-1.97V Vdd=-Vss=2.5V)

The MC3346 is inserted in a 14-DIP socket which is also soldered on the board. The input
ac signal is generated by a Rhode & Shwartz RF signal generator. The frequency range of
the input signal is 100KHz to 3GHz. The filter which is based on the gate-biased four

input-MOS transconductor with phase set 2 is tested. The results obtained are given in

Ref2(V) Bias(V) foMHz) | Pgiss(mW) fo/Pdiss
-1.0 -1.61 383 320.95 0.119e9
-1.25 -1.65 46.1 320.55 0.1438e9
-1.5 -1.76 60.9 319.85 0.1904€9
-1.6 -1.82 429 319 0.1344¢9
-1.85 -1.91 41 318 0.1289¢9

= -1.97V corresponds to 1.6V gate-source voltage of input transistor, Ref2 = -1.5V

corresponds to 1.2V gate-source voltage of input transistor. Comparing with the values
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given in Table 7.1, we can see that the experimental optimal bias voltage is consistent with
the simulated result. However, the measured power dissipation is much more than the sim-
ulated values. This could because that the measured power dissipations include the power
consumed by the pads. And since four filters are integrated on the chip, there may have
some parasitic paths which also result in extra power consumption. The center frequency
obtained by the measurements are much higher than the simulated v'alues. This may
because what we observed is 2nd harmonic of the actual center frequency. It is also noticed
that the transient response of the filter’s output showed some distinguishable distortaions
at some frequencies. Since the design is not self-testable, it is difficult to figure out the
exact reason of the distortions. Either morc diagnostic measurements need to be conducted

or a new filter chip which includes self-testing mechanism needs to be fabricated.

7.2 Applying frequency-power efficiency optimization to a
transconductor-based system: Case study

It is known that the goal of a circuit design is to achieve certain specifications. Thus a
design process usually start from a set of specifications. For a transconductor design, the
important specifications include the range of transconductance, power dissipation limit,
area limit, linearity, noise figure, etc. In addition, tunability is also a desired feature. In this
section, we will use a particular transconductor structure [27] to show step by step how the
proposed frequency-power efficiency optimization technique can be fit into a design flow

and its influence on the design specifications of the system built with the transconductor.

7.2.1 The transconductor structure
Figure 7.9 is the transconductor sfructure that is going to be used in the case study. From
Fig. 7.9 one can see that it consists of two series CMOS-pairs. Assume transistors of the

same type (NMOS or PMOS) are sized identically, the output current and power dissipa-
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tion expressions of Fig. 7.9 can be derived as eqns.(7.10) and (7.11).

/( Vd d

in R
Vs —] éj M4
— Vg
Fig. 7.9 Transconductor structure for the case study
[oul = ZKefj(VGl + IVG4I - ZVt)Vx‘n (7' 10)
Phiss = Ke/j[(VGl ~Vim “IVrp2l)2](Vdd_ Ves) (7-11)
where x,, = -—K-'Llfz—, s IV, = V1 *|Vipa| * Vons +|¥,pe - The transconductance of this lin-
K+ JE)

ear transconductor is
8ac = ej](VGl ?IVG«tI'—er) (7’12)

The structure shown in Fig. 7.9 does not have body effect because the source-bulk voltage

of each transistor is zero. In order to obtain zero offset for zero input signal, the following

condition must be satisfied,

=7 (7.13)

123

v

a1tV

G4

* IVIpZI - VMS -lVrp4|

Without body effect, all NMOS transistors have the same threshold voltage and so do the
PMOS transistors. Thus eqn.(7.13) becomes zero, which means that v, = -¥.,. Let

Vg, = Vg, = V The g, 7P, of transconductor Fig. 7.9 has the expression of

Bae - d 7.14
Phise  (Vaq= Vi )2Ve-ZV)) ( )

Page 122 of 160



Applications of Transconductor Frequency-Power-efficiency Optimization

Obviously, eqn.(7.14) is a monotonically decreasing function with respect to r; and the

lowest applicable value of v is =v,/2.

7.2.2 The design flow

Take the filter design given in [37] as an example. The goal is to design a bandpass filter
with center-frequency of 4MHz and bandwidth of 800KHz. The passband ripple is 0.5 dB.
Analyses showed that the nominal operation of this filter can be achieved by an eighth-
order Chebyshev bandpass filter. The circuit can be built by cascading four second-order
transconductor-C bandpass sections. The nominal pole frequencies and Q factors (f,/MHz,
O, i=1, ...,4) of the four second-order bandpass sections are 3.5807/23.9, 3.8090/9.83,
4.1586/9.83, and 4.4237/239, respectively. Employing the same filter architecture as
given in {38] (re-drawn in Fig. 7.10), the transfer function of each constituent second order

bandpass filter is given in eqn.(7.15).

grnf

' #m }o—
4:—HC2_— }o—r Vour

Fig. 7.10 Diagram of second-order transconductor-C bandpass filter

- . (7.15)
CXCZS * C! (ng_gm)'v +gm

Hgpp(s) =

The center frequency and the Q factor of filter Fig. 7.10 are o, = Jg"'_c and
12

C .
- g,,,g j;_; . Assuming ¢, = C, = 1pF, the g, and g,, for each second order bandpass
mQ " &m 2
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section are derived and listed in Table 7 4.

Table 74 g, and g, for biquad BPF sections

section 1 section 2 section 3 section 4

go=224982u | g, =23.9326u | gn=26.2192u | g,=27.795u
BnQ=23.4395u | gng=26.3673u | gng=28.7873u | g;,=28.958u

Now the task becomes : find the proper transistor aspect ratio (W/L) to achieve expected
transconductance. According to eqn.(7.12), except aspect ratio, which is independent from
the technology, the transconductance also depends on the X, and £¥,, which are process
related parameters. Therefore, before choosing aspect ratios for the transistors, the tech-
nology parameters need to be specified first. The whole procedure of implementing the

eighth-order bandpass filter is shown in the following flow-chart.

(s ) 1
Build the four second
order BPF sections
Specify technology
arameters (V;;,K)
P : r Simulate and revise
Choose (V) for
M1 and M4
(Fig.7.8) gﬁﬂd the eight-order
! cr
Obtain (W/L)s for
M1~M4
repeat for all eight g, (8mQ)s C End )
I Simulate and revise |
Transconductor design Filter design

Fig. 7.11 Filter Design flow

In Fig. 7.11, the third step, where ¥; for M1 and M4 are defined, is where the optimiza-

tion methodology can fit in.
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7.2.3 Theoretical calculations and HSPICE simulations

According to the design flow of Fig. 7.11, we first choosc 1.5 wm CMOS technology to do
the design. The process parameters are obtained as
¥, = 084045 ¥, = -0.7281¥ w,C, = 25.03p4/%° 1,C,, = 68.16pd /5"

Assume (-'9 = n(%/) . We found
" .

n(w, C, )1, C,.) ( 1706n
K. = n ~ox)\Fp —ox L4 = 7.16
& 2n(n,C,. ) +2(1,C,,) + 4.Jn /(u,,co,)(upcox)\g’)n 50.06n + 13632 + 165.2./1_1(,:1: ( )

The total threshold voltage =¥, of the transconductor (see Fig. 7.9) equals to 3./37V. In

section 7.2.1 we have found that the ¥V, which will lead to best g,./P,;.., 1s 1.5685V. In the
following, we will choose two different V; to design the transconductor and compare the
power consumption of the eighth-order Chebyshev filter which is based on the transcon-
ductor. Since the supply voltages used by the original paper are +5V, we keep the same
value for our analysis.

First trial, using »; = 27 and » = 2 (for eqn.(7.16)). Table 7.5 shows the calculated W/L
ratios which correspond to the transconductances in Table 7.4.

Table 7.5 Calculated aspect ratios for the transconductances in Table 7.4

section 1 section 2 section 3 section 4
Bm: (W/L),=1.796 | gm: (W/L),=1.91 gm: (W/L),=2.085 | gn: (W/L);=2.218
(W/L)p=3 492 (W/L)p=3 .82 (W/L)p=4. 17 (W/L)p=4.436
ng:(W/L)n=l 871 ng:(W/L)n=2.1 ng:(W/L)n=2.298 ng:(W/L)n=2.3 11
(W/L)p=3.742 (W/L)p=4.2 (W/L)p=4.596 (W/L)p=4.622

Choosing L=3u for all NMOS and PMOS transistors and doing HSPICE simulation, the
simulated transistor aspect ratios and their corresponding transconductances are listed in

Table 7.5.
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Table 7.6 HSPICE simulated aspect ratios and corresponding transconductances

section 1 section 2 section 3 section 4
gm: (W/L),=1.886 | gmn: (W/L),=1.99 8m: (W/L)=2.17 m: (W/L),=2.28
(W/L),=3.772 (W/L),=3.98 (W/L),=4.34 (W/L),=4.56
8mQ@(W/L);=1.96 | gnQ(W/L)y=2.19 | guq:(W/L);=2.34 | gno:(W/L),=2.36
(W/L),=3.92 (W/L),=4.38 (W/L),=4.68 (W/L),=4.72
gm= 22.555umho | g,=23.965umho gm=26.468umho 8m=27.924umho
gmQ=23.556umho | g,,=26.695umho | g,,=28.78%umho | gy=29.062umho

When above simulated aspect ratios are used to implement the second order BPF sections,
it is found that the location of the center frequency of each BPF is lower than the expected
value. This is mainly due to the existence of the input parasitic capacitors of the input tran-
sistors. These parasitic capacitors are, in effect, parallel with the external capacitors (C1
and C2). Thus the effective capacitance of the filter becomes higher than the designed val-
ues. This phenomenon will be more obvious when larger transistors are used for the design
as shown by the second trial. In order to achieve expected frequency performance, the
transistors’ aspect ratios are increased from the original ones to raise the transconduc-
tances. Table 7.6 gives the modified aspect ratios and the center frequency of each second
order BPF section.

Table 7.7 Transistor aspect ratios and the center frequency of each section!

section 1 section 2 section 3 section 4
Em: (W/L),=2.07 gm: (WL),=2.217 | gn: (W/L),=2.44 gm: (W/L);=2.59
(W/L)p=4. 14 (W/L)p=4.434 (W/L)p=4.88 (W/L)p=5 .18
ng:(W /L)y=2.15 ng:(W/L)n=2.45 ng:(W/L)n=2.69 ng:(W/L)n=2.697
(W/L),=4.3 (W/L),=4.9 (W/L),=5.38 (W/L),=5.394
fo= 3.5807MHz fo=3.809MHz fo=4.158MHz fo=4.4237TMHz
fim=3.556MHz fsim=3.776MHz fim=4.17MHz fsim= 4.477TMHz

1. f, represents expected center frequency of each BPF section. f;, is the simulated center fre-

quency of each section.
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Implement the eighth-order filter by connecting the four sections in the sequence of : sec-
tion 2->section 3-><ecrion 1-><ection 4 The reason that this sequence is adopted is to
reduce the internal noise contributions of the filter (i.e., the section with lower values of f;
and Q should precede that with higher valucs in the cascade connection [37]). The simu-
lated center frequency and the bandwidth of the eighth-order Chebyshev filter is
fo = 398MH:z and BW = 650KHz. The total simulated power dissipation is 532.8/3uW. The
simulated frequency-power ratio of the eighth-order Chebyshev filter is
Jo/Paiss = 15X 10°Hz/ W .

Now we take the frequency-power efficiency optimization of the Fig. 7.9 transconductor
into consideration. We have found in section 7.2.1 that the best ¥ for this particular
transconductor is =¥,/2 = 1.5685% . In order for each transistor to operate in proper region,
we take ¥, = 1.67 for the second trial and expect that the eighth-order Chebyshev filter
based on this trial will consume less power dissipation than that of the first trial.

Using equal aspect ratio for NMOS and PMOS transistors (i.e., » = 1), the aspect ratios of

the transistors in the transconductor of each section are shown in the first row of Table 7.8.

Table 7.8 Calculated aspect ratios for the transconductances in Table 7.4

section 1 section 2 section 3 section 4

g (W/L)=36.8 g (W/LY=39.14 | g (W/L)=42.736 | gn: (W/L)=45.46
8mQ:(W/LY=3834 | g :(W/L)=43.126 | g,q:(W/L)=47.084 | gno:(W/L)=47.36

gm: WL)=14.12 | gp: (W/L)=1494 | gn: (WL)=16.197 | gpn: (WL)=17.15
EmQ:(WL)=14.66 | gno:(WLY-1633 | gnq(WLY17.72 | gno(W/L)=17.815

While doing HSPICE simulation, it was found that the threshold voltages of NMOS and
PMOS transistors are changing with the adjustment of transistor widths. This can be

explained by the effective threshold voltage formula used by HSPICE(level=3) simulator,
that is [38]
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Vip = Vm—yﬁ-'ry/_"( /(D Tve)t §;l—4€——2§'-°—q+j;(<b+v,b) (7.17)
C,.-L
ox ~“eff

where ¥, is the zero-bias threshold voltage of a large device, y is body effect factor, @ is

surface inversion potential, n is static feedback factor for adjusting the threshold. v,, is the

source-bulk voltage, f, and s, are parameters that describe short-channel and narrow-

channel effect respectively. f, is a function of effective channel width. It is the source of

the dependency of threshold voltage on the channel width. In Fig. 7.9, the bulk terminal of

each transistor is connected to its source terminal so that all transistors have zero-bias (i.c.,
v, = 07). So eqn.(7.17) can be simplified as

S AN ST (7.18)
Cox ° Leff

Ven

When substituting channel length of 3 um into eqn.(7.17), for the 1.5 pm CMOS process,
the short-channel term is found to be 0.02734¥ and 0.03079V for NMOS and PMOS tran-
sistor respectively. The narrow-channel term has the expression of 0.155388/(W, .~ 0.1279)
and 0.1781/(W,,-02179) for NMOS and PMOS transistor respectively. The third term is
much less than the other three terms and hence is neglected in the following threshold volt-
age estimation.

Assuming large channel widths are used for the transistors, the term associated with the
narrow-channel effect in eqn.(7.18) becomes very small. The total effective threshold volt-
age of NMOS and PMOS transistors are 0.873¥% and -0.697V instead of 0.8404V and -
0.7281V. Therefore, the analytical predictions obtained on the basis of xv,/2 = 156857, that
is, ¥, = 084047, ¥, = -07281V, are invalid. Substituting eqn.(7.18) (excluding the third
term) into the g_ expression, we derived a new set of transistor aspect ratios for achieving
desired ac transconductances. The results are listed in the second row of Table 7.8. If the
channel widths are not large enough, for example, the values obtained in trial one, the nar-
row-channel term in eqn.(7.18) has the value close to that of the short-channel term.

Therefore, the deviation of the total effective threshold voltage from #,, is small. This is
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the reason that the theoretical predictions obtained for trial one were close to the simula-
tion results.

The aspect ratios obtained from simulation are given in the first row of Table 7.9. Similar
to the first trial, the aspect ratios we have found from transconductor analysis do not pro-
vide the desired center frequency when the corresponding second order BPF is imple-
mented. The revised values of aspect ratios which can meet the required filter center
frequencies are given in the second row of Table 7.9.

Table 7.9 Simulated aspect ratios for transconductors of each section

section 1 section 2 section 3 section 4
gm: (W/L)=18.7 gm: (W/L)=19.8 gm: (W/L)=21.5 8m: (W/L)=22.8
gmq:(W/L)=19.4 BmQ:(W/L)y=21.7 gmQ:(W/L)=23.6 8mq:(W/L)=23.7
Em: (W/L)=38.67 8m: (W/L)=42.53 gm: (W/L)=50.73 8m: (W/L)=60.77
gmQ:(W/LY=40.17 | guq:(W/L)=44.2 gmq:(W/L)=52.7 EmQ:(W/L)=63.1

Comparing the two sets of aspect ratios, the difference is remarkable. This is because the
transistor widths are large for the second trial. Since a transistor’s intrinsic parasitic capac-
itance is proportion to its area, the large transistor width results in bigger parasitic capaci-
tances, which are in parallel with the external capacitors. These large intrinsic parasitic
capacitance greatly increased the total capacitance of the filter [37] and hence reduced the
center frequency of the filter by a large amount. In order to keep the center frequency at
the desired value, the ac transconductance must be increased further and this is achieved
by using even wider transistors. When the external capacitors are dominant, the relation
between the center frequency of the filter and the transistors’ width is almost linear, a
proper set of transistors’ widths can be found for certain frequency value. But if the intrin-
sic capacitors become dominant, both g,. and ¢ of the filter are in proportional to transis-
tors’ widths. So the frequency, which is determined by g,./C,,,,, Will be independent from
transistors’ widths and other techniques need to be employed to adjust the filter’s fre-

quency. For our design example, the external capacitors are remaining to be dominant in
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the whole tuning range of transistors’ widths. That is why we can obtain the desired center
frequency by adjusting transistors’ widths.

Cascading the four second order BPF sections in the sequence of (2,3,1,4), a eighth-order
Chebyshev filter with center frequency of 3.98MHz and bandwidth of 690KHz is
achieved. The simulated total power dissipation of the filter is 396.548uW. Compared with
532.813uW of trial one, the power dissipation of the second trial is reduced by 25%. The
price paid for the frequency-power efficiency improvement is the increased transistor
sizes. If the silicon area of the design is also a specification, one can choose the smallest
V among those values that can meet the area requirement. By doing so, a higher fre-

quency-power efficiency can also be achieved for the design.

7.3 Summary

In this chapter, the frequency-power efficiency optimization technique developed by pre-
vious chapters is applied to a very important transconductor-based analog signal process-
ing system, that is, transconductor-C filter. First and second order transconductor-C filters
are discussed. Three transconductor structures are used to implement second order filters.
Analytical expressions and HSPICE simulations were conducted. A test chip is also fabri-
cated using 0.35 um CMOS technology. Test results are also provided in the chapter.
Analysis, simulations and experiments show that by optimizing transconductor, the fre-
quency-power efficiency of the filter can be improved (if not optimized).

A case study is also given in this chapter. The purpose of the case study is to demonstrate
how to incorporate the optimization methodology into a design flow. The study also
clearly revealed that by employing the optimization methodology, the power dissipation of
an eighth-order Chebyshev filter can be reduced by 25% while the frequency performance
retains. The trade-off of the power dissipation reduction is the area increasing. Thus, care-

ful decision needs to be made according to the specifications of the design.
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Chapter 8

Nonideality Consideration

The discussions in previous chapters are based on the assumption that the transconductors
are operating in an ideal environment, that is, the temperature is stabilized at room temper-
ature, the supply voltages and biases are fixed at the designed values, the noises are under
tolerable limit. In addition, the geometric parameters as well as the process parameters of
transistors are exactly what we have specified. However, in practice, the environment vari-
ations are unavoidable. For example, the temperature will increase by a certain rate as the
operating time of electronic circuits increases. And it is impossible to physically imple-
ment two transistors with exactly the same parameters. That is why the capability of tuning
is indispensable for an electronic circuit to operate properly. In this chapter, the issues of
how the nonidealities affect the transconductor frequency-power optimization technique

will be studied in a detailed manner.

8.1 Temperature drift

An important environmental variation is temperature drift. Although one can use special
ways to stabilize the temperature outside of an IC chip, there is no way to control the tem-
perature inside the chip. Since an IC chip consists of thousands of transistors internally, the
longer these transistors are operating, the more heat they will produce and hence the higher
the internal temperature will be. It has been known that most dc device parameters of
MOS transistors change linearly or almost linearly with temperature. For instance, thresh-
old voltage changes as -2 to -2.5mV/°C because of the changes of bandgap, intrinsic car-
rier density and junction potential. The transconductance element, & = 0.5uC, (W/L), varies
by 7° due to mobility changes. Around room temperature, k changes by 0.5 percent/
°C[37]. These variations of parameters will definitely change the absolute values of the ac

transconductance and dc power dissipation of a transconductor. Our concern here is how it
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is going to affect the ratio of g,./P,,,, and the optimal value of the controlling variable (i.e.,

x)-

8.1.1 Theoretical analysis

To find the temperature-induced changes of g,./P,;,,, the partial differential equation of

8.c/P 4, With respect to temperature is considered.

a(gcc/Pdi.r.r) — (agac/amdiss_ (anx'::/aT)gac (8.1)
aT P2

diss

To obtain the temperature coefficients of ac transconductance ( dg,./9T) and dc power dis-
sipation (9P,,,./3T), one needs to select the transconductor structure first. We will take bal-
ance-biased four-input-MOS transconductor structure (phase set 3) as an example. Other
transconductor structures can be analyzed similarly. The g,. and 7, of balance-biased

four-input-MOS transconductor have the expressions of eqns.(8.2) and (8.3) respectively.
8.0 = 2K(V_ =V, -2V,,) (8.2)
Pies = 2KV~ Vi) + (V= V¥ WV gg = V) (8.3)

Differentiating eqns.(8.2), (8.3) with respect to 7, we get

9ac _ [,3K il
Rk AL ARTARE '27)] 8.4)

oP,; av
a‘;‘={ T~ V) + (V- V1 + 2K[ 20, - Vm>('a"')“2“’ Vond{ = )]}(V“ V) (8:5)

where aK =-0.005K/°C around room temperature and 2 T = -2 to -2.5mv/°C. So the temper-

ature coeﬁicxent of the ac transconductance becomes

aag;fE0.0IK[I —(V_+V,-2V,,)] (8.6)

and the temperature coefficient of the dc power dissipation is
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oP,; - R NPT, .
T = ~0.01K(V gy = Vo IV - V) + (V= VY = (V. + ¥y = 2F,)] 8.7

Eqn.(8.7) shows that the power dissipation of the studied transconductor has negative tem-
perature coefficient. Substitute eqns.(8.6) and (8.7) into eqn.(8.1). one can see that the
temperature coefficient of g,./?,,, could be positive or negative depending on the temper-
ature coefficient of g,.. From eqn.(8.6), we see that the value of a—;"-;—“ is determined by the
values of dc biases ¥ and V.

The above analysis showed that the absolute value of the transconductor’s g, /P, will
vary as the environment temperature varies. However, as long as the shape of g,./P,;,
remains unchanged, the differences of the absolute values are not very significant for our
optimization methodology. But the variation of the controlling voltages which are needed
to obtain optimal g, /P, is more important for the optimization technique. The reason is
that if the values of the controlling voltages which correspond to optimal g,./P,. are
changed remarkably, they may be out of the physically acceptable voltage range. Thus an
originally optimizable structure becomes non-optimizable due to the temperature drift. So
we are hoping that the optimal controlling voltages of a transconductor are not too much
sensitive to the temperature variation. For most voltage-biased transconductor structures
we have discussed previously, their transconductance and DC power dissipation expres-
sions are similar to eqn.(8.2) and eqn.(8.3). If transistors of the same type are sized identi-

s will be independent of the Ks. Therefore the temperature coefficients

iss

cally, their g, /P,
of the optimal controlling voltages of these transconductors will only rely on the tempera-
ture coefficient of threshold voltage (7, ). Thus the variations of the optimal controlling
voltages can be predicted by substituting the proper threshold voltage value into the corre-
sponding formulas.

For transconductors whose g“/Pd;.” depend on both aspect ratio (K) and threshold volt-
age(7,, ), the relation between optimal g,./P,,, and temperature drift can be analytically

predicted by obtaining eqn.(8.1) for the corresponding structure and then substituting
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a7, . - . .
9K - _0.005ks°c and T = -2 to -25mP/°C into the expressions. The impact of temperature

ar aT

drift on the g, r,,, optimization could be critical or non-critical depending on the struc-
ture of the transconductor.

Since the dependency of the optimal bias condition on the temperature drift of a transcon-
ductor structure can be analytically predicted, the optimization methodology will still be
valid even with temperature drift. To include temperature drift into the optimization
scheme, the aspect ratio (K) and the threshold voltage(7,, ) in the objective function (i.e.,

ga/Paiss) have to be represented as temperature dependent variable (instead of the con-

stants).

8.1.2 HSPICE Simulation

A HSPICE simulation is carried out to study the optimal controlling voltage at different
operating temperature. Balance-biased four-input-MOS transconductor structures and sin-
gle variable optimization procedure are employed for the simulations. The optimal con-

trolling voltages at three different temperatures are obtained and listed in Table 8.1 .

Table 8.1 Optimal controlling voltages at different temperature

Transconductor Temperature(°C) O\E)tlit?; C‘C;gtsrfihvn)g
Phase set 1 0 — 088
25 = 0.85
75 = 0.774
Phase set 2 0 118
25 1.13
75 .11
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Table 8.1 Optimal controlling voltages at different temperature

-
: Transconductor Temperature(°C) 05;;::; i(,);:)y\igg
Phase set 3.4,9 0 = 0.88
25 = 085
75 = 0.774
Phase set 5,6,8 0 1.6
25 1.6
75 1.6

For phase set 1 and phase set 3,4,9, the theoretical optimum presents at the threshold volt-
age of input NMOS transistors. The drift of threshold voltage with respect to the operating
temperature can be clearly seen from the simulation results and is consistent with our
approximation (i.e., -2~-2.5mV70C). The optimal ¥_s of phase set 2 at different tempera-
ture agreed with the calculated results very well. Since the optimal 7, of phase set 5,6,8

equals to the bias 7, and is independent from the threshold voltage, it does not change

with temperature variation.

8.2 Process Variations

Process vanations refer to the deviations of transistor parameters from their designed val-
ues due to the variations of semiconductor fabrication process. The most obvious process
variations are geometrical variations. The channel length, width as well as the thermal
oxide thickness between the polysilicon gate and the channel of a transistor will not be
exactly the values as a designer specified. They are usually variating within certain range
of the designed values. The statistical variation-ranges are different for different process
technology. The influences of the process variation on a MOS transistor’s performances
are the drifts of threshold voltage, mobility, (W/L) ratio and the static drain current (/). In

Chapter 5, we have discussed mismatches of threshold voltage and X (i.e., pc, (w/L)).
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These mismatches, in fact, are the results of process variations. The tables presented in
Chapter 5 showed the second-order effect of mismatches on different CMOS transconduc-
tor structures. Now we will study the statistical effect of process variations on the g, /P,
characteristic of CMOS transconductors. Still, we will use balance-biased four-input-MOS

transconductors as example.

8.2.1 Monte Carlo Analysis

The statistical variations of the geometrical values can be modeled by Monte Carlo analy-
sis. Monte Carlo analysis uses a random number generator to &eate several kinds of statis-
tical distribution functions. Assume that the process variations of the critical geometric
parameters (W4 Log) and the threshold voltages of NMOS and PMOS transistors have
Gaussian distribution functions and the relative variations are around 5% of the nominal

values. Fig.8.1 illustrates the distribution of g_./P,;,, versus the choice of the bias voltage
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obtained in previous chapters are still valid.

8.3 Noise analysis

Fig.8.2.

In Fig.8.1, the solid lines of (2),(c),(d) and the dash line of (b) correspond to the g,./P,,.. of
the transconductors at optimal biasing conditions. It can be seen that although the absolute
value of g,_/P,,,, changes with the process variation, for any specific physical implementa-

tion (i.e., the parameters are fixed), the g,./P,,., optimization methodology and the results

8.3.1 Theoretical analysis of transconductors’ noise feature

The simplified noise model of a MOS transistor at low and medium frequency is given in
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6200 =4kT(2/3)g,, kg (I/WLC,.0)

&_{ i)

Fig.8.2 Noise model of MOS transistor

where 7,° is the total noise current spectral density. The equation of 7, in Fig.8.2 includes
thermal noise ( 447(2/3)g,, ) and flicker noise ( kg2, /(WLC, /) ). g,, is the transconductance of
the transistor [38], [S]. Replacing MOS transistors in transconductors by the model of
Fig.8.2 and then draw the small signal equivalent circuits for the transconductors (see
Fig.8.3), we can obtain the output noise current spectral density for different transconduc-
tor structures. In Fig.8.3, input transistors are assumed to be N-type and current-mirror
type of active load is employed for saturated operating transconductor structures (i.c., the
input transistors of the transconductors are operating in saturation region).

In Fig.8.3, g, and g,, are drain-source conductance of NMOS and PMOS transistor
respectively, g, is transconductance of PMOS transistor, i; and i2 are noise current spec-
tral density for NMOS and PMOS transistor respectively, # is noise voltage spectral den-

sity and it depends on the structure of the transconductor. For Fig.8.3(a),

- 2, 22 2 2
T = (g +15) @y * 8o * Bpo) =l + 13025, (8.8)
For Fig.8.3(b),
_ 2 .2 2 2,2 2 .22
Vi = (py ¥+ L )(gmp * 8ot ¥ &no2 +gpo) E(ly +ipa* ’p)gm_p (8‘9)

For Fig.8.3(c) and (d), #? can be expressed by eqns.(8.10) and (8.11).
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Fig.8.3 Small signal equivalent circuits of gate-biased transconductors for noise
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‘—’rzr = (gmp +gPa +grzol "g"02)2(i-5 * ;’;) (810)
% = @mp * Bpo * Bror * @1 18020 (im * in2 +13) (8.11)

From Fig.8.3 and equations (8.8) to (8.11), one can observe that the noise spectral densities
of the transconductors are functions of large signal transconductance (g,, ). Since g, is pro-

portional to the operating point of a transistor, which is determined by the dc biases of the
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input transistors, the noise level will change when adjusting dc biases of a transconductor.
In order to minimizc output noise current spectral density, it is desirable to have smaller
g - However, optimal bias condition does mot necessarily correspond to minimum g, , and
besides, for practical application, certain arnount of g, needs to be reached for a transcon-
ductor to achieve its specifications. Thus, a transconductor usually has non-minimum
noise. Therefore, for those transconductorss whose optimal bias voltages can lead to small
gn» the noise effect is also reduced. But the price paid is that to achieve certain value of g,_,
larger transistor sizes are needed. For the transconductors whose optimal bias voltages cor-
respond to bigger g, , the noise effect is incxeased. But the advéntage of such transconduc-
tors is that small transistor sizes can be used to meet the g requirement.

In addition to the noises of transistors, there are noises from the positive and negative
power supplies and other periphery circuits, such as the biasing circuit. As far as power-
supply-induced noises of gate-biased transconductor structures are concerned, if designed
properly, the power supply reject ratio (PSRR) can be made very high. For structures with
lower PSRR, such as drain/source-biased transconductor, they are better to be employed in
the applications that noise is not a great comcern. The effect of periphery-circuit-induced
noises can be equivalent to an input noise voltage sources of input transistors. Further, the
input noise voltage source can be reflected to the output of the transistor and then included

into the output noise current spectral density-.

8.3.2 HSPICE Simulation
Simulating noise performances of gate-biased transconductor structures around their
respective optimal biasing condition, we obtained the relation between output noise cur-

rent and the frequency range of the input ac signal as shown in Fig.8.4.
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Fig.8.4 Noise performance of transconductors using small signal models in Fig.8.3
Because the circuit structure and the bias condition used are similar for Fig.8.3(a)-(d), their
output noise current characteristics are very close to each other. The Fig.8.3(d) has distinc-
tive structure and bias setting, therefore showed different noise characteristic. Obviously,

wider input signal frequency range will lead to higher output noise current.

8.4 Short-channel/Narrow-channel consideration

All analyses and simulations of the preceding chapters and sections are based on transis-
tors with longer channels. With the development of semiconductor technology, deep sub-
micron level feature sizes are becoming available. The shrinking feature sizes make very
high density integration to be a practical task. However, as the sizes are reduced, many
second order factors, which were ignored by large feature-size circuits, must be taken into
consideration.

A short-channel device refers to the device which has channel length (L) not much larger
than the sum of the source and drain depletion widths. A narrow-channel device refers to

the device which has channel width (#) not much larger than the depletion region depth
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under the gate [5]. Both short-channel and narrow-channel devices need to be studied
using two-dimensional analysis because a significant part of the electrical field lines have
components along both x and y directions [5]. Thus modeling of short-channel and narrow-
channel devices are more complicated than modeling of longer and wider channel devices.

Many aspects of a device are affected when its channel length or width is decreased. The
most significant effects associated with short- or narrow-channel devices are: mobility
degradation, reduced r,, (or channel length modulation) and hot carrier effects [38]. In
chapter 5, we have discussed about the case of mobility reduction. This is taken care of by
modifying the constant mobility p, by an effective mobility ue;f which has the expression
of u,/(1+07,), where o is a process determined parameter and 7 is the gate-source
voltage of the transistor. This modification is effective for long channel transistor model.
When short-channel transistor is used, because of velocity saturation effect, the degrada-
tion of mobility is no longer linear. More complicated formulas are required to accurately
describe the changes of mobility. The reduction of transistor’s drain-source resistance (r,, )
for short- or narrow-channel transistor will make the channel length modulation to be
more trouble-some and hence the linearity of a circuit will be degraded. Hot carrier effect
is related to high electric field and is caused by the high energy electrons or holes (hot
electrons or holes) which can enter oxide and are trapped in oxide. Such hot carriers accu-
mulate with time and gradually degrade the device performance, such as increase the
threshold voltage and decrease the control of the gate on the drain current [5]. Therefore,
after some time, the performance of the device will be unacceptable.

The frequency-power-efficiency optimization methodology can also be applied to short-
channel-device based electronic circuits. But the equations employed to describe the cur-
rent-voltage transfer characteristic and the second-order effects must be modified using
short-channel device model. Due to the complication and inaccuracy of short channel
device model, the optimization task will never be easy to do manually. Computer-aided

analysis will be the only way.
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Since our work here is to illustrate the feasibility of the frequency-power-efficiency opti-
mization methodology, to be on the safc side, we would like to see it works for long chan-
nel devices which are understood well and modeled accuratcly. Therefore all the
theoretical analyses ;md the HSPICE simulations we have conducted in the previous chap-
ters are based on long channel transistor models. The channel length of the transistors are
chosen to be at least 6 times minimum feature size. The transistors of the fabricated chips

are also designed to be long channel (i.e., at least 6 times minimum feature size).

8.5 Summary

This chapter discussed the practical nonideal issues and their influences on transconduc-
tor’s frequency-power efficiency optimization methodology. HSPICE simulations are used
to illustrate the effects of those nonideal factors quantitatively. This chapter also explains
that on the purpose of evaluating a new optimization methodology (i.e., g,./P,;,, ), conser-
vative designs are employed. Therefore short-channel or narrow-channel effects which are
usually associated with more aggressive designs can be ignored and simple long-channel

transistor models are used for all analyses in this work.
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Conclusion

A novel performance evaluation criterion, that is, the ratio of g /P, ,, is proposed to
describe the frequency-power efficiency characteristic of CMOS transconductors.
Transconductors with input transistors operating in different regions were analyzed in
terms of their g, /P,. . in a detailed manner. It was found that at certain biasing status, the
8.c/Puss S can be optimized. The optimal biasing conditions c;f different transconductors
were derived analytically and verified by numerical calculations, HSPICE simulations as
well as experimental measurements.

On the basis of transconductor optimization, a more complicated transconductor-based
analog system - transconductor-C filter was studied. Analyses showed that by employing
the transconductor optimization technique, the frequency-power efficiency of the
transconductor-C filter can also be improved if not optimized. HSPICE simulations and
experimental tests were also performed. The test results were not satisfactory. It could
because of the influence of various parasitic factors, such as the parasitic capacitance and
resistance introduced by th.e pads, parasitic paths among different filter structures and so
on. Since the testing issue wasn’t taken into consideration while designing the filter chip,
the exact reason of the discrepency and the distortions could not be pin pointed. A care-
fully designed self-testable filter circuit needs to be developed in order to obtain a success-
ful test chip.

Other important design issues, such as the impacts of environmental variations, noises, etc,
were also examined for the optimization methodology.

The proposed frequency-power efficiency optimization methodology revealed the feasibil-
ity and importance of improving analog circuit’s performance-power efficiency, such as,

frequency-power efficiency for transconductors (which has been discussed in this thesis),
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gain-power efficiency for operational amplifier, bandwidth-power efficiency for filters,
etc. By taking the performance-power efficiency into consideration, a circuit can be
designed not only satisfying the required specifications but also providing higher perfor-
mance-power efficiency. For example, when many biasing conditions can meet the
required specifications, the one which will lead to highest performance-power efficiency
of the circuit should be a good choice. Generally speaking, introducing the concept of per-
formance-power efficiency gives designers more insight into the designs so that when they
have some freedoms in designing a circuit, they can conveniently tune the design to better
performance direction instead of randomly picking up a value.

This thesis covered most of the important issues of frequency-power efficiency optimiza-
tion of CMOS transconductors. Future work will include

- investigating other transconductor-based analog systems;

By applying the optimization methodology to various transconductor-based analog sys-
tems, the effectiveness and the limitation of the scheme can be further examined. Thus, the
algorithm of the optimization can be improved to provide better results.

- extending the methodology to short-channel/narrow-channel circuit implementations;

By doing so, the newly developed transconductor structures which are based on state-to-
art technologies can also be optimized using the same concept.

- developing a CAD routine to enhance the automation of transconductor design;

This is an analog design automation issue. If we can quantitatively describe the main per-
formances of transconductor structures, such as, transconductance, linearity, power dissi-
pation, etc, we can build a knowledge-based transconductor library. When the design
specifications are given, one or more transconductors can be chosen by comparing the per-
formances they can provided with the performances required. If the performance-power
efficiency of each transcondﬁctor is also stored in the library, it can be used for us to pick
up a structure with higher performance-power efficiency.

- applying the optimization methodology, including the multivariable optimization
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scheme, to other important building blocks, such as OPAMP, current conveyor, etc., to

obtain higher performance-power efficiency.
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Optimal bias voltages for unbalance-biased gate-biased four-input-MOS transcon-

ductors
Phasing No. Independent Case Dependent Case
P& 2 Jt P+ Y :
v = ¥ .= re.-¥ __+V + (v - bed R4
GSl|eps GS3 oGS5 diff 23 GS3 th . _ o’ + (v ' - b'k)
rlept 2 2
2 2 aytao5
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Y6s310pt = YGs1 J“Gss Vair™ Fur) Y Fgs1 = V)
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diff]ept 2 th diffjopt 2 ¢
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= - -  —ay )+ - — + - = p4+
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= - - - + —-—v =V + (v - = + ¥ +
VGSﬂapt (Vcsx yd:/f zym) 4/ (FGSI. diff :A) ( GS1 Vu) * (zrlll diﬁ)/(al ul)
" - (Yesi " ess) _, L =t 2y T2 )
i) - 2 2
diffiepr 2 th (“l + “2)
(u.l +a., )Vz
14 = e— —
difflopt 2 th
5 &8 T *
v = — + J —_ - Fp T+
GS1ilopt N ( " Vrll ) ¢ < 42
v = - ‘J(—t -V )2'-‘41'5‘4:"":2
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= + —ry — : ok ol e
VGS'.HapI ™ ‘\/ ( '3 Vlh) @ 4 b
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= — - - + = - + + -
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= -v)
GS4___th
6 &7 *
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Optimal bias

ductors

voltages for unbalance-biased gate-biased four-input-MOS transcon-

Indcpendeat Case

Dependent Case

Phasing No.
9& 12

v = R [N M S P s
GSljope 3 ‘J( T ) <

= -..+4/(ﬁ--y Y=l 3
- - th
= —r;-J("rS ‘ck) RS S

= - , 32 Ta .
T ooy < J(—r‘—f'h) el <

v
GS2epe

v
GS3|apr

¥
GS4jopr

Is Vv
1 Gs2  GS3 Gs4

r3 ¥ +
GS1 G52

10 & 11

— 2 2 2
v = - —_, — + pt 4+ -
o . J( T v”.) B+l + a2

2. » bd -
v = - +J_ I Tl gt 2
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Optimal bias voltages for unbalance-biased gate-biased four-input-MOS transcon-

ductors
Phasing No. Independent Case Dependent Case
15 & 16 T . . - _ —
p'G-*'ll"n' T ‘J(—U' - Vlh) T TeTd ytlapr ST T,
v = oyt flooymr VI A+ 2 1= 2, e Tey)
GS2lopr - - th
= = LR
VGBlopl yGSl’opt y". _ (" +a Zﬁlh)
"™ —2+'2_
o T Voo TWa 0y = Fgo 20, (a] +a3)
a = (g =v,) ¢ = (ycsz—yr.s) <= (yan"yu.) €= (van—vch)
4™ \Voss 4= (yc.u_ym)
17& 18 VGS'llop( = ycsz;ap.» = = ;4 JP ¥ m
clop?
= + I LI PR -
Vassiope = ™ J(—-l ) R RS L 1= /(e Fay)
= 2 2. 2 2
v '-—n2+~/(—u2—7)+b + A+,
GS4)opt th (b2 _;_al_z;,'zh)
Ay =V =2, Ay S ¥ —2 m = 2. 2
1 GS4 th 2 Gs3 th (cl + q_z)
e = (VGSI-VM) b= (yasz-ym) €<= (van_ym) «= (rcm—ym)
4= (VGS4-Vrh) b= (ycn-ym)

example, one can assume Vg,

= aVgs, and Vg

* In this case, the dependency can be assumed between any two of the four biasing voltages. For
= BVgss OF Vg1 = @Vgsy and Vs, = BVgs,

with o, B being equal or unequal . Given an assumption, the optimum results can be easily derived
according to case 2 of section I. However, the optimum results will be different with different

assumptions. Therefore no general results can be given in the table.
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1st, 2nd and 3rd order coefficients of v;y for Four-MOS unbalance-biased transcon-

ductors
Second Coeflic
phase Order CoefTicient for vy CoefTicient for v;y® ientfor
3
factor Vid
mobili_ty 2K,(A=D)-3K,8(A + D~V 4 (4 ~ D) 0
reduction v v ox,
set | A=Ves1= %t D=Vs3-Vy 2
“aitr = Vs17V6s2 = o3~ V6sa
mismatches KA -DY+ KV iy 28F ) aK, -AKy 0
A (¥ ypy28V1p) 3
mobility 2Kq(4 *D)’”Ko(‘z 0P+ U= - Oy
. 30K, or,
- - - 0 —=
reduction A=Vos-Vy D=Ves3-Vy Yoy S
set 2 Yairr = V51~ Y652 = V654 V63
mismatches 2K, (A3 D=V + 8K (¥ gi— 28V ) aK -~ AK, 0
- AR, (¥ g B¥) 2
- 36K, 3
mobility (4 ~B-D-Ey+ —2(8%-4" - 07 - £%) wr
- 4 8K
reduction A=Voo -V, B=Vee-V, = (-3B+34+D-E) o~
set 3 D= V53~V E=Vesa~Vu
mismatches Ky(4-B-D-E)~aK,(4-8) 8K, - 8K, 0
~8K,(D-E-24¥,) 2
o 36K 2
mobility K,(A-B+D+E)+ "(BZ—A -02—5'2) ok 3K
set 4 reduction 2 "0 (34-3B+5E-5D) -2
4
4=VYs17%n B=Vge2~"n
D= V53V E=VGsa-Yip
mismatches Ky(4-B+D+E-287, )+ 8K (4 +B) K, - 8K, 0
24
-AK,(D— E) 2
set 5 modifying set 4 coefficients by: V4 replaces V|, V3 replaces V,, V, replaces V3, V), replace
Vs
set 6 modifying set 4 coefficients by: V3 replaces V, V4 replaces V,, V| replaces V3, V), replace
Vs
s 36K
mobility K((4-B+D -E)——?ﬁ(f—gz +0? -52) 0
reduction oK, (B-A+D-E)
set 7 4= Vo1V BT Ves2- 2
D=VGs3~Vu £~ VGsa=¥en
mismatches K (4-B+D~E-24¥,,-24V,) oK, 8K, 0
+AKb(D+E+2AV,)+AKa(A +8) 2
set § same as unbalanced Two MOS coefficients
set9 modifying set 8 coefficients by: V3 replaces V;, V4 replaces V,
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%% %% %% %% % %% %% % % %% %% % % %% % %% % %6 % %6 % % %6 %% % %6 %6 % %6 % % %% % % %6 % %% % %% % %% %% % %

% Multivariable optimization for Two MOS Unbalance-biased transconductor

% Ning Guo

%% %% %% %0% %% %6 %% %% %% % % %% %% % %% % %6 %% %0%0% Y0 %0 % %0 %% %% Y6 % %% % % % % %0 %6 %6 %0 % %% % %6 % %%

% Objective function :

% PQRO=(-theta*X(1)"3+X(1)2)+(-theta*X(2)"3+X(2)"2)*4*(-Vss)
% g(0=(-3%theta*X(1)"2+2*X(1))+(-3*theta*X(2)"2+2*X(2))
% min f)=P(X)"2/g()"2

% subject to: 0<=X<=Vdd

% -theta*X(1)*3+X(1)*2-theta*X(2)"3+X(2)*2/=0

% constraint: DIS2=abs(Num1(X)/Denl (X)) < 1%

% Numl({X)=3*theta*(X(1)-X(2))

% Denl1(F0)=4*(X(1)*+X(2))-6*theta*(X(1)"2+X(2)*2)

% DIS3=abs(Num(X)/Den(X))<m%

% Num(X)=-theta

% Den(X)=Den1(X)

% X(1)=Vgsl1-Vth X(2)=Vgs2-Vih

% Pdiss/Gac=(Vdd-Vss)*sqrti(f(3))

% W PART ONE : Obtain the theoretical graph //////11//
Yo-om—n Constants Vth=0.8V Vdd=-Vss=2.5V -=emceeeee
Vss =-2.5;
n=0.01; % initial value for the percentage error
th = 0.041; % initial value for the theta
% Plot 3-D graph of Gac/Pdiss function
fori=1:1:25
counti(i) = i;
a=0.1%;
forj=1:1:25
countj() = j;
b=0.1%;
gpl(ij)=(2*(a+b)-3*th*(a"2+b"2))/(10*((a*2+b"2)-th*(a~3+b"3))+0.0001);
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end
end
mesh(counti,countj,gp!):
xlabel("10*X1"):
ylabel("10*X2"):
zlabel("Gac/Pdiss(X1,X2)");
grid;
% T PART TWO : Optimization /1T
Y- Bounds

VLB = [0.01,0.01]; % Lower bounds X>0.01

VUB = [-Vss,-Vss]; % Upper bounds X<-Vss
%-—---——Initial guess

x0=[0.01,0.01];

%---—--—Define giobal variables —————————

global th

global n

%~———- Objective function (M-filg)————

type m2u_objfun

%-—--—— Constraints Function (M-file)

type m2u_confun

%-~-—---—- Set optimization options:-——--— —

% Turn off the large-scale algorithms (the default)

% and mrn on the Display of results at each iteration:

options = optimset(’LargeScale’, off",'Display’, iter”);

% We have no linear equalities or inequalities, so pass [] for those arguments
[x,fval,exitflag,output]=fmincen(’m2u_objfun’ x0,(],{1,0,(1,VLB,VUB,'m2u_confun’,cptions);
%---——— Show current x and constraints

x
[cu, cueq] = m2u_confun(x)

%-——-— Modifying the constraints to get an acceptable result
while ((max(cu(1),cu(2))>(n+0.01))&(n<=0.1))

giobal n

n=p+0.01;

[x,fval exitflag,output]=fmincon(*m2a_objfun’ x0,{L(J,0.{],VLB,VUB,’m2u_confun’,options);

X

[cu, cueq] = m2u_confun(x)
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end
%-----—-—-- Checking the nonzero property of the denominator -—---—-- —
if (abs('m2u_num')<=1e-04)
disp("Error: Zero Denominator!”):
else
%--~-—----— Checking the feasibility of the results —--—————-——
if (x(1)>=2.8/x(2)>=2.8)
disp("Out of upper bound’):
elseif (x(1)<0[x(2)<0)
disp(*Out of lower bound’);
else
disp(terminate successfully”);
end

% /11111111111l PART THREE : Printout the results /1111111111111

%"!.“. ‘I‘he soluﬁon is: EERBEEEREXEEER R SRR SRS S A AR R K RERERFRRK

X
%******* The function value at the solution is: ********xeexs
fout = 1/(5*sqrt(fval)) % fout=(g/P)

%******* The total number of function evaluations is:********xxx
iter_num = output.funcCount

%"#"#t The Valu-e ofconmint 22 22 233 2 EE 23333 222222338 77 4
[eu, cueq] = m2u_confun(x)

n

end
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1. Test circuit set up for multivariable constrained transconductor optimization

Figure D-1 illustrates the testing set up and the connections between the test equipments

and the test chip.

DC Voltage Source

DC Voltage Source
" q
— B
9 SN @ Lo Q °
T 4
GND
Vss bias2 [ piasl v+ g
Vi output+ TLOS2
test chip output-
signal
9 ® generator

Figure D-1 Transconductor g,./P 4 testing set up

In Figure D-1, TLO82 is used to invert the ac signal coming from signal generator so that
differential ac inputs can be achieved. The reason that v+ also uses the output of TL082 is
to make v+ and v- terminals present similar input impedence. The transconductance
equals to the difference of the two output ac voltages dividing the load resistance. The DC
power dissipation is obtained by measuring the DC current and then multiplying the cur-

rent by the supply voltage (i.e., 2.5-(-2.5)=5V).

2. Test circuit set up for linearity measurement

Figure D-2 illustrates the test circuit set up employed for measuring the linearity character-
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istic of various transconductors.

DC Veltage Source

DC Voliage Source

Qo
]
L SN L9 Q \ ©
-+ 1-
Vs bias2 [ biasil \ DC Voltage Source
Vv dd Outpln'*' v+Y TLO82
test chip | output- \ ]
. —
i

Figure D-2 Testing circuit set up for linearity measurement

TL082 is also used to provide differential DC input signal. The input DC signal changes
from -1V to +1V, the difference between the two output voltages (Voupur+ - Vourpur-) are

measured. The transconductance can be obtained by dividing the output voltage difference

by the load resistance.
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