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corn bining. We invest igaie t tic efrccts of nonzero synchronizat ion errors on the  sys- 

tem capacity and conclude t hat the such errors cause significant capacity reduct ions 

in the system. We observe that in al1 cases considered. the synchronization errors 

effect the system performance by potentially reducing the  energy of the  desired signal 

component of the  received signal and by introducing self interference. 

L\*> also calculate error probabili t ies for various DS CDhI.4 systenis iising tlie 

Standard Gaussian Approximation (SGA), Improved Gaussian Approximation (IGA) 

and the Fourier series based expression we derived in this thesis. The scenarios 

are selected such that conditions for the validity of' the Central Limit Theorem are 

questionable. CVe investigate a scarcely popuiated system. a system with dominant 

interferers. a multi-service system wit h uneven number of subscri bers to the offered 

services and system in a frequency non-select ive Rayleigh fading channel. We observe 

that tlie SGA in al1 of these cases yiclds optimistic results. especially when the nurnber 

of users active in the systcm is small. The ICA on the other hand. gives accurate 

results for a scarcely populated system. a system with a dominant interferer and a 

multi-service system. However, in the dominant interferer and multi-service cases. if 

the strength of the dominant interferer is significantly large. or if the signaling rates 

between the different services are large: the  IGA does not work at  all. A modification 

can be made ta  overcome this problem at the expense of a reduced accuracy. For 

systems in fading channels neither of the Gaussian approximations seems to converge 

to the true error probability. 
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Chapter 1 

INTRODUCTION 

Currently, wireless communications is enjoying a rapid development. According to 

some? this development is so revolutionary [23] that the implications of it wiil prob- 

ably be one of the most important economic forces shaping the society in the first 

half of the next century [45]. Needless to Say, wireiess communications is receiving 

public attention as it never has before. The idea "Third Generation Wireless Com- 

munications and Related Servicesn has captured the attention of the media. and with 

it, the imagination of the public. Historians have dready declared the 1990s as the 

"Telecommunications Decade." Kardly a week goes by without seeing a short para- 

graph or even an article on the subject appear in a popular magazine or newspaper 

(see for exarnple, [45, 257, 65, 66, 671). Many of the wireless communication terms 

that were only familiôr to the researchen of the field until recently have been endoned 

by the media. It seems that everyone has as idea what "Persona1 Communicationsn 

or "Multimedia Communications" might mean. People are used to seeing 'Spread 

Spectrumn based cordless telephones on display a t  various shops. This brings an 

enormous demand on the newest s tate-of-t he-art communications gadget S. Market- 

ing surveys state that most of the existing wired telephone systernL users want wireless 

communications [35]. 

In 1992, the World Administrative Radio Commission (WARC) of the Interna- 

LComrnonIy referrd as POTS: plain old teIephone system 
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tional Telecommunications Union (ITU) formulated a plan to implernent a global 

frequency band in the 2000 MHz range that would be common for al1 countries for 

universal w ireiess communications systerns. This visionary concept stemmed from 

the desire to have flexible, seamless global service provision. This effort has been 

oamed as International Mobile Telecommunications 2000 (MT-2000) by the ITU in 

1995 [24]. Cornbining the notions of microcells, rnacrocells and satellites, the MT- 

2000 system is envisioned to provide a wireless network that would not o d y  enable 

a user in the system to be able to  make or receive c d s  no matter where they are, 

but also provide enhanced multimedia capabilities that require high speed packet 

data access as well as circuit switched data. A large portion of the current research 

in wireless communications is focused on determining which modulation, multiple- 

access, voice coding and networking schemes wodd be suitable for such a wireless 

systern. Unfortunately, this question is not easy to answer. The conclusions that 

have appeared in the literature have been mostly speculative and they vary signifi- 

cantly [3, 22, 38, 68, 69, 95, 147, 207, 2421. The preliminary results of the on-going 

standards efforts have been just as varied [24]. ITU, encouraging global service provi- 

sion, stresses the importance of converging these essentially corn peting technologies. 

It seems that the final decision, if one is ever made, will rely on politics as much as 

the technology i t self. 

Among the multiple access schemes that are being considered for the MT-2000, 

code division multiple access (CDMA) constitutes the main scope of this thesis. 

CDMA was first proposed during World War II as a means to avoid jamming and 

eavesdropping of combat messages [48, 171, 1941. Subsequent discoveries have sug- 

gested that CDMA would be suitable for use in commercial wireless communications 

as well [69]. In fact, some argue that CDMA will be the ultimate tool to achieve high 

quality, multipleservice, global commercial communications [207, 247, 2501. Other 

researchers believe that CD MA, though mat hematically int riguing, is an over-hyped 
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idea that is bound to be disappointing [3, 381. 

Wi11 CDMA really emerge as the only scheme for future wireless communications 

or will it be one of the many schemes in use? If used, what kind of a performance 

should one expect from a CDMA system? How easy is it to implement a CDMA 

based persona1 communications system that supports a multitude of services and 

if implemented, will it be sufficient for the anticipated demand for such systems? 

Until analyses of CDMA based systems along with other competing technologies are 

perfomed rigorously, t hese questions cannot be answered j ust ly. Following on t his 

argument, we present a rigorous, accurate method to calculate the performance of 

various single cell CDMA systems in additive white Gaussian noise (AWGN) and 

rnultipath fading channels in this thesis. Multi-cell operation is not considered, but 

it is felt that the method developed herein could be applied to some aspects of such 

sys t ems. 

1.1 The Wireless Evolution: A Historical Re trospective 

Since much of the current hype on the CDMA technology stems from its possible use 

in third generation commercial wireless communications, it is appropriate to present 

here a brief historical retrospective of the wireless communication evolution. 

Being able to communicate with people on the move, an idea that was entertained 

in many science fiction novels, first came to Life in 1897 when Marconi demonstrated 

that the radio was capable of providing continuous contact with ships sailing the Eng- 

lish channel. Since t hen, the telecommunications and elect ronics fields saw consider- 

able developments which in turn made new and improved mobile services plausible. 

The first of such services was established in 1934 when police forces of a number of 

U.S. cit ies started using amplitude modulation (AM) to provide wireless communi- 

cations between the police cars and the police stations [185]. AM was very sensitive 



to vehicle ignition noise and therefore, the performance of this system was very poor. 

The invention of frequency modulation (FM) by Edvin Armstrong in 1935 and con- 

sequent ly the need for reliable mobile networks during World War II accelerated the 

research on all types of communications including mobile. It was during this time 

when the first spread spectrum communications system was deployed [198]. Using 

the technologies that emerged during the war era, notably the FM, the first Public 

Mobile Telephone Service (PMTS) was established in select U.S. cities in 1946. This 

system provided service in an area of radius of approximately 50 km. Mobility was 

achieved mainly by the use of very high transmission powers in the system. In 1950, 

a spect rally more efficient mobile system, the Improved Mobile Telep hone Service 

(IMTS) replaced PMTS [185]. Neither of these techniques caught the attention of 

the general public because they both had very limited coverage areas, they were not 

compatible with the existing wired Public Switched Telephone Network (PSTN) and 

they were very expensive. 

The ability to provide wireless communication to an entire population was con- 

ceived only after the development of the cellular concept in Bell Laboratories in 1968 

[139]. The  aim in developing the cellular concept was not only to provide wireless 

coverage to  a very large geographical area but also to accommodate a large number 

of subscribers without diminishing the service quality. This required an efficient use 

of the limited available spectrum. The envisioned cellular system was made up of 

trmsmitters, cded base stations. The coverage of each base station was limited to a 

srna11 geographical area called a ce11 so that the same radio channels could be reused 

by another base station some distance away [71]. Base stations were inter-linked and a 

switching technique called a handoff was proposed to enable a cal1 to proceed uninter- 

rupt ed when the mobile moved between different cells. Unfort m a t  ely, the solid-st ate 

technology of 1960s did not enable the realization of the cellular concept at that time. 

With the developrnent of highly reliable, miniature, solid-state radio frequency hard- 



ware in 1970s. the door to irnplementing cellular systems finally opened. The first of 

such systems was established in Japan in 1979 by the NTT in the 400 MHz band using 

a channel bandwidth of 25 kHz. North America and Europe soon followed the trend 

wit h the deployment of Advanced Mobile Phone System ( AMPS) in North America in 

L983 [267] and the Nordic Mobile Telephone Systern (NMT) and Extended European 

Total Access Cellular Systern (ETACS) in Europe in 1981 and 1985. respectively. 

AMPS uses the 824-894 MHz frequency band aad utilizes a channel bandwidth of 30 

kHz, whereas ETACS uses the 900 MHz frequency band with a channel bandwidth 

of 25 kHz. Al1 first generation, analog, cellular systems, Like NTT, AMPS, NMT and 

ETACS use FM as t heir modulation schemes. 

Cellular networks are based on the notion of users simultaneously sharing a finite 

amount of spectrum to achieve spectral efficiency. This should be  accomplished in 

such a way t hat the interference from dl the users that share the same spectrum is kept 

at a minimum. The network management schemes that provide such conditions are 

called multiple access schemes. Frequency Division Multiple Access (FDM A),  Time 

Division Multiple Access (TDMA) and Code Division Multiple Access (CDMA) are 

the three major access techniques used to share the available bandwidth in wireless 

communication systems. These concepts will be described in the following section. 

The first generation cellular networks, NTT, AMPS, NMT and ETACS which 

all use FDMA for multiple access prompted a rapid growth and demand in cellular 

systems d l  around the world [267]. This growth has transformed mobile communica- 

tions from a specid service to a select few to a f o m  of communications that is part 

of our everyday Lives. The growth in the number of mobile subscribers has placed a 

strain on the cellular systems in many cellular systems in rnetropolitan areas, making 

it increasingly difficult to operate and maintain the quality of such systems. As the 

number of subscribers continued to increase, cells had to become smder .  Due to  the 

frequency-reuse concept, adjacent cells could not use the sarne frequency to minimize 
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the possible interference, so a lirnited number of frequencies had to be reused at closer 

distances, creating an increasing source of interference. 

These problems dong with the fragmentation problems of the incompatible analog, 

first generation cellular networks deployed ail across the world prornpted the move 

from analog to digital in wireless communications. Digital radio promised to be void 

of many of the  Limiting qualities of its analog counterpart. In [22], i t is stated t hat the 

telecornmunicatioa giant, AT&T originally envisioned a move from analog to digital 

would help 

O use the limited radio frequency spectrum more efficiently to ultimately increase 

the number of subscribers that can be accommodated, 

O improve the voice quality in heavy trailic conditions beyond what is possible 

with AMPS, 

O provide a multitude of services besides the basic voice service, 

c simplify the task of operating and maintaining cellular systems and, 

O provide a smooth transition frorn AMPS to digital (Le., provide dual mode 

services). 

In 1991, the first ever second generatioo, digital, cellular network, the Global 

System for Mobile or formerly known as Groupe Spécial Mobile (GSM), was deployed 

in Europe in the 900 MHz band using a channel bandwidth of 200 kHz. GSM uses 

TDMA for multiple access and GMSK as its modulation scheme. GSM was deployed 

to serve as the continental European cellular service and following the guidelines of 

(SDN promised a wide range of services. GSM proved to be highly successful. In 

1993, the use of GSM crossed the boundaries of Europe when it was implemented in 

some South American and Asian countries as weU as Australia It is predicted t hat 

there will be around 20-50 MiUion GSM subscribers globally before the year 2000 

[185]. 
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Shortly after the deployment of GSM, the first U.S. Digit$ Cellular (USDC) sys- 

tem2, which is now standardized a s  TIA/EIA-54 (an improved version of TIA/EIA- 

54 has also been standardized as TIAIEIA-136) was established in major U.S. cities 

in the 824-894 MHz band3. Unlike the GSM, which operates in its own frequency 

band, the North American TIAJEIA-54 system has to share its frequency band with 

the  AMPS system. TIA/EIA-54/136 uses TDMA as its multiple access scheme and 

r/CDQPSK as its modulation scheme. The system was designed to share the same 

specifics as AMPS so that the cellular carriers could offer a dual mode of operation. 

The smooth transition from analog to digital in the sarne frequency band was an im- 

portant factor in the development of the TIAIEIA-541136 standards. When deployed, 

carriers in large cities where capacity shortages were already present in the analog 

AMPS services, the switch from AMPS to USDC was instantaneous. Smallcr cities, 

on the other hand, waited until more users were equipped with the digital phones to 

make the switch. In 1993, Japan deployed its first digital cellular oetwork, the Pacific 

Digital Cellular (PDC) based on similar specifics as TIA/EIA-54. 

In 1993, a second digital cellular system was proposed in the U.S. with the promise 

of a capacity increase over TIAIEIA-54 [188, 1891 by making use of the CDMA 

multiple access. Unlike the ot her second generation, digital, cellular systems, the 

CDMA-based system is a wideband system in which every user has access to the 

entire frequency allocation of 1.25 MHz in the 824-894 MHz band. This system 

was later standardized as TIAJEIA-95A [226]. Like the TIAJEIA-541136 standards, 

TIAIEIA-95-A is a dual mode standard where both analog AMPS and digital CDMA 

operations are supported. In 1994 the first TIAIEIA-95-A duai mode telephones were 

in stores [183]. The TIAJEIA-95-A standard generated much hype in the field and 

somewhat slowed down the penetration of TIAIEIA-541136 across the country with 

'Also referreà to as the Digital AMPS (DAMPS) 
3The 824-894 MHz band is commonly referred to as the "Cellular Band," 
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the anticipation of a possible take over of the  market by TIAJEIA-95-A. 

On January 9, 1996, t h e  Hutchinson Telephone Company Limited launched the 

world's first commercial CDMA digital cellular phone system in Hong Kong by using 

Motorola's cellular CDMA ce11 sites and oetwork equipment and Qualcomm's CDMA 

mobile phones 1184. 2621. Initial consumer surveys indicated preference of CDMA 

over the GSM mainly because of CDMA's soft handoff capability and longer battery 

life. The deployed CDMA system transrnits an RF power level that is only 1125th 

to 1/100th of that of the analog cellular phone. In what is considered to be the 

world's most difficult radio transmission environments, CDMA users could not feel 

when their calls were being handed over to another base station. As of March 1996, 

the Hutchinson CDMA system had 40,000 subscribers [26]. 

In 1995. the US govemment auctioned the 1.&2.0 GHz band for cellular use? 

In light of the recent field test results and the fast penetration of CDMA into the 

Hong Kong market, the TIAIEIA-95 based CDMA bas emerged as the leading digital 

wireless technology in the PCS auctions5. The major winner in the PCS auctions for 

the PCS band, Sprint Technologies Venture, has announceci that it would only use 

CDMA. Other important PCS suppliers such as PCS PrimeCo and Ameritech followed 

trend. From a total consumer market of 506.90 million POPs, CDMA operators 

captured 256.679 million whereas TIAJEIA-136 operators and PCS-1900 operators 

have captured 118.313 million and 131.963 million, respectively [27]. Similady, 11 

of the 14 largest cellular operaton have chosen CDMA for their upcoming digital 

cellular operations at 800 MHz [27]. 

With the e.xplosive growth in the demand for wireless cornmunications, enhance- 

ments on the current second generation systems6 as well as a move to a third genera- 

4The 1.8-2.0 GHz frequency band is commonly referred to as the 'PCS Band." 
' ~ h e  TLA/EIA-9SA based CDMA system for the PCS band has been standardized as ANS1 

J-STD-O08 [8]. 
6The enhancd second generation (2G) systerns are usually referred to as 2.5G systerns. 
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tion (3G) global wireless communications system in the form of [MT-2000 are being 

planned. ITU has set forth the requirement that the 3G systems al1 provide   ri able 

bit rate, asyrnrnetric transmission, packet data and multimedia services while offering 

at least 144 kbps for high mobility users and 2 Mbps for low mobility users with local 

coverage [86]. The evolution paths for the  three most popular second generation sys- 

tems towards 3G are surnmarized in Table 1.1. It is clear from the table t hat the 3G 

Evolution 

Current 

3G cdma.2000 

Phase I (lx) 

Phase II (3X) 

Current 

EDGE 

W-CDMA 

Current 

HSCSD 

GPRS 

EDGE 
- .  

3G W-CDMA 

9.6 kbps or 14.4 kbps 1 Available now 

Maximum Data Rate 

64 kbps 1 2000 

Expected Deployrnent 

144 kbps 

- - 

354 kbps outdoors 1 2003 

384 kbps ( 2003 

2 Mbps indoors 

9.6 kbps Available now 

9.6 kbps or 14.4 kbps 1 Available now 

384 kbps outdoors 

2 Mbps indoors 

57.6 kbps 

No deployment 

plans yet 

115.2 kbps 

384 kbps 

2 Mbps indoors 

384 kbps outdoors 

Table 1.1: Summary of the various evolution paths from 2G to  3G 

2003 
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standards efforts have resul ted in various regional wireless systern proposals. Differ- 

ent regions have developed system proposals based on the current second generation 

systems that are popular in their own geographies. It should be noted here that d l  

of the three most popular 2G systems, including those that currently use TDMA, 

are evolving towards wideband CDMA structures. As of April 2000, however, the 

cvideband CDMA systems of GSM evolution and TIAIEIA-95 evolution do not seem 

to be compatible with one another. With the regional third generation standards 

emerging in the Amencas, Europe and Asia Pacific, ITU is concentrating on finding 

technical and perhaps more importantly political means to provide global roarning. 

Provision of global roaming will undoubtedly rely on how willing the different regions 

are in modifying parts of their 3G standard proposals towards this goal. Thus, there 

are no obvious winners on the road to 3G yet. The impact of just the notion of 3G 

has been overwhelming. It is clear that the telecommunications revolution is far from 

being over: it is merely starting. 

1.2 Multiple Access Schemes 

The ultimate goal of a wireless communications service provider is to be able to simul- 

taneously accommodate as many users as possible and still manage to maintain the 

quality of service for even the most disadvantaged user. This has to be accomplished 

using the limited allocated spectnim. Multiple access schemes d o w  many mobile 

users to  share the same bandwidth simultaneously without causing unacceptable in- 

terference to one another. Therefore, an effective multiple access scheme is vital in 

the success of a wireless communication system. 

Frequency Division Multiple Access (FDMA), Time Division Multiple Access 

(TDMA) and Code Division Multiple Access (CDMA) are the three major access 

techniques useci to share the available bandwidth in a wireless communications sys- 
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Figure 1.1: Basic FDMA Operation 

tem. Other multiple access schemes have also been proposed in the literature (e.g. 

Carrier Sense Multiple Access (CSMA) [17], Spread ALOHA [3], Polarization Divi- 

sion Multiple Access (PDMA) and Space Division Multiple Access (SDMA) (1211) 

but have enjoyed Limited acceptance. 

1.2.1 Frequenc y DiMsion Multiple Access (FDMA) 

FDMA is based on the notion of dividing up the amilable bandwidth into channels and 

assigning different channels to different users thus providing frequency orthogonality 

between users' signds. The basic FDMA operation is illustrateci in Figure 1.1. Ln an 

FDMA system, only one user has access to a given channel at a Qven tirne. Even 

if the assigned channel is not actively used for a period of time during the course of 
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the connection, no other user can use the channel until the connection is terminated 

or the cal1 is handed off to  another base station. This is one of the main drawbacks 

of the FDMA scheme as the spectrum cannot be efficiently utilized this way. Once 

service is granted, subscribers of the FDMA system c m  transmit and receive a t  will. 

Since user orthogonality is provided in the frequency domain, FDMA requires tight 

RF filtering to minimize the multiple access interference. 

It should be recalled that al1 of the first generation cellular networks such as 

AMPS use FDMA. Here, a user's signal occupies a single channel (made up of two 

simplex channels frequency division duplexed with a 45 MHz split - one per direction 

of transmission) while the cd1 is in progress. When a cal1 is completed, or when a 

handoff occurs, the channel is vacated so that another mobile subscriber can use it. 

Multiple or simultaneous usen are accommodated in AMPS by giving each user a 

unique channel. In AMPS, narrowband FM is used to modulate the carrier. These 

systems use large cells, and t herefore relat ively high transmission powers making the 

base station equiprnents bulky. FDMA is a narrowband system. For this reason, 

fint generation networks are severely effected by the time variation and frequency 

selectivity of the channel, which is typical for a mobile radio environment. Also, 

analog FDMA does not provide the desired c d  security in an fiordabte way. These 

features persuaded second generation designers to opt for TDMA and CDMA instead. 

However, one should note that, in the second generation networks, FDMA is still 

used in a hybrid form with TDMA (e-g. GSM and TIAIEIA-541136) or CDMA (e.g. 

TIA/EIA-95) to achieve frequency efficiency through frequency reuse. It is suggested 

that a digital FDMA would provide the same security that a TDMA system provides 

and a microcell based digital FDMA system would not require bulky base stations 

[207] thanks to the recent developments in solid-state technology. One proposed 

development for the digital FDMA is to arrange for a user's data to be simultaneously 

carried on a number of different frequency channels to combat frequency selective 
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Figure 1.2: Basic TDMA Operation 

fading. Another virtue of such a system would be that the digital FDMA would not 

require the signal processing complexity that TDMA and CDMA do since in FDMA 

the data rate is essentially the same as the multiplexed rate. Thus, [207] argues that 

it would n o t  be surprising to see FDMA resurface as a viable multiple access scheme 

in the future. 

1.22 Time Division Multiple Access (TDMA) 

Unli ke FDMA. which is based on the principle of providing frequency orthogonality 

amongst the users of the network to minimize the multiple access interference, TDMA 

manages multiple users by means of time ort hogonality. In TDMA systems, the amil- 

able system bandwidth which corresponds to an available time frame, is divided into 
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time slots and in each time slot ody  one user is allowed to either transmit or receive. 

The basic TDMA operation is illustrated in Figure 1.2. Once service is granted to a 

specific user, that user has access to the same, periodically recuning time slot until 

its connection is terrninated or the cal1 is handed off to another base station. Thus, 

unlike FDMA systems where the communication is continuous once a link is set up, 

TDMA systems work in a discontinuous, bufTer-and-burst method. The individual 

time dots not only carry the information but also a preamble that contains the desti- 

nation address and synchronization information. The bursty nature of TDMA results 

in a more economical battery consumption than FDMA as the transmitter can be 

turned off while waiting for its assigned time dot. However, this cornes at the ex- 

pense of an increased synchronization overhead. Synchronization is very important 

in TDMA; signals arriving at  the wrong time are pure interference in another user's 

time dot  dramatically reducing the system performance. TDMA systems require the 

use of equalizers to cope with intersymbol interference due to multipath fading. The 

handoff process in TDMA systems is easy since the transmissions are discontinuous 

and therefore, during idle times, the subscriber unit can listen to other base stations. 

Most of the second generation cellular communication technologies of t oday (GS M, 

TIAIEIA-541136 and PDC) use TDMA to multiplex their users. GSM for example, 

utilizes two bands of 25 MHz, one for the forwaxd link and the other for the reverse 

link. The 25 MHz for each direction of transmission is further divided into 200 

kHz channels using FDMA. Each channel is time shared between as many as eight 

subscribers using TDMA. Radio transmissions are made at  a channel rate of 270.833 

kbps using binary GMSK modulation. Thus, the signaling bit duration is 3.692 

ps, and the effective transmission rate per user is 33.854 kbps. With the TDMA 

associated overhead, user data is a c t u d y  sent at a rate of 24.7 kbps [185]. 

Being a multiplexing scheme actively used for most of the second generation dig- 

ital networks, TDMA is a S&OUS contender for [MT-2000. TDMA stems from the 
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time sharing methods used by minicornputers and mainframes to accommodate large 

number of tasks on centralized cornputers. With this in mind, it is easy to understand 

why both the telephone and the computer establishments, having a finn grasp of the 

TDMA technology through years of experience, would feel so at ease seeing TDMA 

as the sole multiplexer scheme for the t hird generation wireless networks [65]. 

The TIAIEIA-95-B standard proposing CDMA usage poses a significant challenge 

to the current TDMA technology. For this reason, TDMA is currently being irnproved 

by its proponents to make it more suitable for the needs of the future third generation 

systems. However, it has been stated that increasing user data rates, an anticipated 

trend with the introduction of services other thon just voice, might make the TDMA 

burst rate unacceptably excessive [2O7]. 

1-29 Code Division Multiple Access (CDMA) 

CDMA, born from the spread spectrurn technology, is a multiple access scheme in 

which code orthogonality is used to provide simultaneous access to a number of users. 

In CDMA, a user's information signal is spread by means of a user specific code so that 

the transrnitted signal occupies a bandwidth in excess of the minimum necessary to 

send the information [48, 171, 1941. The ratio of the transmitted signal bandwidth to 

the information signal bandwidth is referred to as the "processing gainn of the CDMA 

system. In CDMA, every user shares the same bandwidth and users are dowed to 

transmit or receive at  will. The basic CDMA operation is illustrated in Figure 1.3. 

The purpose of spreading the bandwidt h is two-fold. First , by spreading the energy 

over a large bandwidth, the effective Sipal-to-Noise Ratio (SNR) becomes extrernely 

low. For example, if a signal origindy had an SNR of 15 dB, spreading this signal 

with a processing gain of 64 would result in an SNR of 15 - 10 loglo 64 E -3dB due 

to the increased noise bandwidth. Due to t his property, it is rather difficult to detect 
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Figure 1.3: Basic CDMA Operation 

the presence of a spread spectrum system. 

The second benefit to spreading the signal in this fashion is that the signal becomes 

resistant to interference and intentional jamming. The common correlator receiver, 

upon synchronizing itself to the desired user's signal, uses that user's spreading code 

to coherently despread and reconstitute the original information signal. All other 

signals present in the system remain spread out, indistinguishable from the back- 

ground noise. In other words, the receiver takes the SNR back to its original value 

while maintaining a high Signal-teInterference Ratio (SIR). This reduces the average 

interference power relative to the average signal power in the bandwidth of interest 

so t hat the interferers do not noticeably degrade the system performance. In cases 

where it is not possible to obtain information on the received signal's phase, non- 
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coherent receivers may also be used in C D M A  systems [18, 93, 1041. As with other 

digital communications systems, use of non-coherent receivers will degrade the overall 

system performance by approximately 3 dB [176]. 

While CDM A is based on spread spectrum, there are considerable differences 

between the military use of spread spectrum and commercial CDMA. Spread spectrum 

was originally designed for a few users trying to avoid interception and jamming. 

Bandwidth efficiency was of secondary importance. CDMA, on the other hand, is 

the application of spread spectrum to  the multiple access challenge. Here, the aim is 

to support as many users as possible, so bandwidth efficiency is of primary concem. 

The anti-jamming and low probability of intercept properties of spread spectrum 

can be used in several ways. First, by providing al1 users with ideally orthogonal 

spreading sequences, it is possible to support the same number of users as a TDMA 

or FDMA system in a given bandwidt h ôssuming synchronous transmission. Second. 

by spreading the bandwidth of the signal beyond the coherence bandwidth of the 

mobile channel, we introduce frequency selective fading. This effect can be ut ilized as 

a form of diversity by employing a RAKE receiver [175]. Third, if different spreading 

codes are overlaid on top of the waveforms of each ceil, intra-ceIl spreading codes as 

well as frequency bands c m  be reused between cellç. Al1 of these properties potentially 

enable CDMA to  provide significant capacity advantages. 

Of course, the pr-CDMA argument is not so simple. The big caveat is that un- 

like TDMA or FDMA, orthogonality is maintaineci only when ideal codes are used 

in a perfectly synchronous channel and the mobile channel is non-dispersive. Unfor- 

tunately, synchronism c m  not always be maintained perfectly in practice. It is also 

quite likely to encounter frequency selective fading channels in mobile environments. 

The imperfection affects the system performance in two ways. First, by introducing 

cross-correlation between spreading sequences, intra-ceil interference is introduced 

which lirnits the  system capacity. Second, the srndl cross-correlation introduces the 
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need for strict power control. Even if there is a srnall amount of correlation between 

two spreading codes, if the received power of one user is significantly larger than the 

ot her user, the energy of the first will negatively impact the detection of the second. 

This problern of CDMA systems is commonly referred to as the "near-far problem" 

in the li terat ure. 

These problems are not inherent to the generic CDMA scheme but rather result 

from the fact that in practice, correlator receivers (or matched filters) are being used in 

CDMA systems to  determine the most likely symbol. In an Additive White Gaussian 

Noise ( AWGN) channel, t his receiver structure is known to be optimal [176]. However, 

in a multiple access environment this is not the case. Since multiple access interference 

cm sometirnes be adequately rnodeled as a Gaussian process [178], one might assume 

that the correlator receiver is essentially optimal for multiple access interference. 

However, this is not true (2391. -4s can be observed in this thesis, there are several 

cases where the Gaussian Approximation for multiple access interference is grossly 

inaccurate. Additionally, the structured nature of multiple access interference allows 

for cancellation or rejection while AWGN has no inherent structure to exploit. 

These facts lead Verdu in 1986 to improve the correlator receiver using non- 

Gaussian detection schemes [238]. This work showed that the optimal receiver for 

multiple access channels which exploits the structural properties of such interfer- 

ence provided significant gains over the conventional correlator receiver. Essentidy, 

Verdu recognized the similarity between the intersymbol interference and multiple ac- 

cess interference. With t his recognition it was s h o w  that the optimal receiver in the 

presence of intersymbol interference, such as the Viterbi algorithm, could be adapted 

to provide optimal reception for the multiple access interference channel. Like many 

optimal solutions, the optimal receiver has a complexity that precludes its use in prac- 

tical systerns. For this reason, the conventional correlator receiver is stiil in active use 

today in commercial CDMA systems around the world. Therefore, the need for strict 
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power control and the lirnit in capacity due to multiple access interference remain the 

two major concerns in today's CDMA systems. 

Needless to state then is the following: key to the performance of CDMA is the 

selection of the user specific codes. To achieve perfect orthogonality between signals, 

the cross-correlation of every code pair should be equal to zero. However, this is not 

always possible. Sub-optimal codes are usually used in practice. Different codes are 

used for different systems. For example, if a system is synchronous, deterrninisticshort 

codes that are orthogonal at zero time delay are the best choice. Walsh-Hadamard 

codes are examples of such codes [47]. Ln this case, whenever synchronisrn of the 

system is maintained so can the orthogonality of the codes (provided the channel is 

frequency non-selective) and thus the multiple access interference can be perfectly 

cancelled. If however, the system is asynchronous or if the synchronizers are not 

able to maintain the synchronism, deterministic codes are no longer desirable. This 

is because the cross-correlation values of such codes, though exactly equal to zero 

at zero time delay, can be quite large for certain non-zero values of time d e l .  For 

asynchronous systems, it is desired to construct a code group that has small cross- 

correlation values even when the time delay is non-zero. Pseudonoise (PN)  sequences 

constructed using minimum length shift registers are excellent codes for asynchronous 

CDMA systems [171, 2501. 

The intra-cell interference due to the non-zero cross-comelations between the users' 

spreading sequences is na tu rdy  mitigated by the fact that the voice activity during 

a given cal1 is usually around 37.5% [250] on a half-duplex W. Thus, the number 

of active users at a given moment in tirne is approxirnately 3/8'th of the number of 

actual number of users in the system. While TDMA and FDMA need sophisticated 

algorit hms to  take advantage of this inact ivity, CDMA naturdy  takes advant age of 

it. By accepting some amount of interference, CDMA becomes a dynamic channel 

sharing scheme. This flexibility is a strong advantage for CDMA. 
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Perhaps the most unique characteristic of the CDMA scheme is its ability to 

provide a "soft capacity." With FDMA or TDMA where there is a fixed number 

of channels or dots for the users to share, the maximum number of users that can 

be serviced simultaneously is a fixed number and cannot be changed. Thus, these 

systems have a "hard capacity" ruled bv the allocated bandwidth and signaling rate. 

With CDMA on the other hand. the number of calls that can be handled by a certain 

carrier is not a fixed number but rather depends on the interference characteristics 

of the environment. In fact , t hree primaxy systern characterist ics, coverage, quality 

and capacity can be balanced off of each other to arrive at the desired level of system 

performance. In other words, even higher capacity may be achieved through some 

degree of degradation in coverage and/or quality. 

Irwin Jacobs. the C E 0  of Qualcomm. compares CDMA and TDMA to different 

strategies of communication a t  a cocktail party [65]. In the  TDMA analogy, each 

person would restrict his or her talk to a specific time slot while everyone else remains 

silent. This system would work well as long as  the party was managed by a dictator 

who controlled ail conversations by complex rules and a rigid clock. In CDMA, on the 

ot her hand, everyooe can talk at once but in different Ianguages, technically referred 

to as codes. Each person listens for messages in his or her own language and ignore 

al1 other sounds as background noise. Although this system d o w s  each person to 

speak freely, it requires constant control of the volume of the speakers. A speaker 

who begins yelliog can drown out surrounding speakers and dras t icdy reduce the 

number of conversations that can be sustained sirnultaneously. As mentioned before, 

this impairment of the CDMA technology is referred to as the near-far problem. 

The TIA/EIA-95 standard uses two levels of controls to overcome the near-far 

problem. First is a rnechanism that employs automatic gain control device on hand- 

sets to in i t idy  adjust the power sent by the handset to the level of power received 

by it from the base station. This is a rather rough adjustment and it does not corne 



near to solving the problem, but it brings the solution within reach by using more 

cornplex and refined techniques. In the second power control step, the base station 

measures the handset's signal to noise ratio approximately 800 times every second. 

Depending on whether this ratio is above or below a constantly recomputed threshold, 

the base station sends a positive or negat ive pulse which corresponds to ei t her raising 

or lowering the power of the handset by 1 dB. This solution? though accurate t h e  

retically, was received wi th much skepticism amongst the TDMA supporters. Some 

claimed that the required power control for CDMA systems would end up being very 

costly and hence impractical. In fact as late as April 19%: some Ieading experts in 

telecommunicat ions research clairned t hat CD MA would never be a viable technology 

for high capacity cellular applications [38]. 

Since then many field tests were conducted in different parts of the world which 

ail proved otherwise [IO, 39, 115, 116, 132, 1411. In fact, the two-tier power control 

algorithm of TIA/EIA-95 not only worked very well, but also helped the CDMA 

system provide a 3-5 fold increase in the system capacity in cornparison to the current 

TDMA systems [26, 184, 2621. The soft capacity characteristic of CDMA also d o w s  

the service providers to shift this advantage towards providing a higher quality service 

and/or a wider coverage area by lowering the system capacity to the level of the second 

generation TDMA networks. 

There are two possible ways of achieving CDMA: Direct Sequence CDMA (DS 

CDMA) and Frequency Hopped CDMA (FEI CDMA). The TIAIEIA-95 standard is 

based on DS CDMA multiple access whereas much of the FH CDMA usage still lies 

maidy in military communications. Therefore, DS CD MA is enjoying significantly 

more attention than FH CDMA. In line with the current interest in DS CDMA, this 

thesis studies mdysis techniques for the accurats calculation of the performance of 

DS CDMA systems that use coherent, correlator receivers. Both DS CDMA and FFI 

CDMA are briefly described below. Since this thesis is on the analysis of coherent DS 
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CDMA systems, a more detailed, mathematical description of the DS CDMA scheme 

follows this chapter. 

1.2.3.1 Direct Sequence CDhfA (DS CDMA) 

In DS CDMA, the spectrum spreading is accomplished by directly multiplying the 

narrowband message signal by a large bandwidth, user specific pseudonoise (PN) sig- 

nal called the spreading sequence. In other words, the spreading sequence is made 

up of a series of symbols called chips whose duration is much smaller than the in- 

formation bit duration. If the DS CDMA system processing gain is G, there exist 

G chips per information symbol. Multiplication of two unrelated signals produces a 

signal whose spectrum is the convolution of the spectra of the two component sig- 

nais. In DS CDMA, since the spreading sequence has a much wider bandwidth than 

the message signal, the  product signal has approximately the same bandwidth as the  

spreading sequence. 

At the demodulator, the received signal is multiplied by exactly the same spreading 

sequence. If the locally generated spreading sequence is synchronized with the received 

spread signal, the result is the original message signal plus, possibly some higher 

frequency terms outside the bandwidth of interest. Hence, it is possible to easily filter 

out these high frequency terms to reproduce the original message signal essentiaily 

undistorted. Since the other users in the system have all  different spreading sequences, 

multiplication with the locally generated spreading sequence of the desired user will 

ensure that the multiple access interference remains spread over the docated system 

bandwidth causing very Little disturbance in the bandwidth of interest. 



1.2.3.2 Frequency Hopped CDMA (FH CDMA) 

FH CDMA utilizes the large system bandwidth by periodically changing the carrier 

frequency of the narrowband message signal occording to  a user specific pseudonoise 

signal. The change in the frequencies is referred to  as hopping. If the entire allocated 

bandwidth is? say, C tirncs grcafcr than thc bandwidth of the message signal, the 

signal can be transmitted a t  any one of the G possible frequencies during a giveo time 

intervai. Therefore, the instantaneous bandwidth of any one of the transmitted signals 

is equal to that of the corresponding narrowband message signals. The pseudorandom 

change of the  carrier frequencies of a specific user randomizes the occupancy of the 

channels, t hereby allowing multiple access. 

In the FH CDMA system, if the rate of change of the carrier frequency is greater 

than the message signal rate, the system is referred to as a fast frequency hopped 

system. On the other hand, if the rate of change of the carrier frequency is less than 

or equd to  the message signai rate, the system is referred to as a slow frequency 

hopped system. 

At the FH CDMA receiver, the received signal is stripped off its time varying 

carrier frequency using a locally generated synchronized replica of the pseudonoise 

sequence. Similar to the DS CDMA case, this operation keeps the signals of the other 

users spread out making the FH CDMA system interference resistant. 

1.3 Motivation 

This thesis is concerned with providing a rigorous, accurate analysis scheme to cd- 

d a t e  the performance of coherent DS CDMA systems in additive white Gaussian 

noise ( AWGN) and mdtipat  h fading channels wi th  diversity combining. Unlike the 

popular approximations used for performance analysis, the scheme developed here is 

MLid for systems at a wide variety of operating points. 
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At a time where there is an ever-growing move towards wireless communications. 

it is important to provide a rigorous, accurate analysis scheme for DS CDMA systems 

which seem to be one of the main contenders in the on-going battle for wireless. It 

should be noted here that our aim is not to produce yet another cornparison between 

CDMA and the other competing multiple access schernes. Rather, we aim to provide 

a thorough analysis for DS CDMA systems to provide a better understanding of the 

underlying factors that rnake CDMA so attractive. Furthemore, this study does not 

necessarily andyze the TIA/EIA-95 or any other CDMA based commercial system; 

we only airn to provide insight on the DS CDMA operation by analyzing basic DS 

CDMA systerns. 

The main objective of this thesis is to develop an accurate analysis scheme to 

calculate the performance of DS CDMA systems. The performance of such systems 

is usually given in terms of the bit error rate as a function of the number of active 

usen. Throughout the thesis, we define the system capacity as the maximum number 

of users that can be accommodated simultaneously in such a way that every user 

is guaranteed an average bit error rate below or equal to a certain threshold. The 

dynarnics, or time variation, of the error rate due to fading, which is related to the 

outage probability is not considered in this thesis. Developing an analysis scheme for 

DS CDMA is important for two reasons. First, it provides a better understanding 

of such systems and second, such an analysis scheme could be used to find just how 

accurate the popular approximations that are currently in use to estimate the system 

performance are and whether they have any limitations. 

Once the analysis scheme is developed, we also investigate the degradation that 

is experienced in the performance of such systems as a result of dl possible synchre 

nization errors. The performance andysis is conducted for systems in AWGN and 

multipath fading channels. For rnultipath fading channels, CDMA has the advan- 

rage of being able to make use of the path diversity. Various methods of diversity 



combining may be used at the CDMA receiver. In this thesis, we analyze three such 

receivers. 

The third generation wireless systems will not only provide voice communications 

but other services as well. Even though the proposed deployment of a multimedia 

wireless system is fast approaching, to the author's knowledge, there is not a signifi- 

cant number of published works on developing a mathematical mode1 for a DS CDMA 

based multi-service system. In this thesis, we present such a mathematical mode1 for 

a system t hat offers a number of services to its users. The analysis scheme developed 

for the simple DS CDMA systems is extended to find performance estimates for the 

multi-service system as well. 

1.4 Contributions of The Work 

The f'ollowing list is a synopsis of the significant contributions presented in this thesis. 

1. A Fourier series based analysis scheme is developed to find the capacity of 

coherent DS CDMA systems using [14, 151. 

2. Performance of biphase and quadriphase spread, coherent DS CDMA systems 

in AWGN and multipath fading channels are calculated using the developed 

scheme. 

3. Various diversity combining schemes are considered for the DS CDMA receiver 

in multipath fading channels. System capacities are calculated when selection 

diversity, equal gain combining and maximal ratio combining are employed at 

the receiver. 

4. Various DS CDMA systems are considered. Capacities of synchronous, asyn- 

chronous and quasi-synchronous DS CDMA systems are calculated using the 
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developed scheme. 

5. Effects of non-zero synchronization errors on the performance of coherent DS 

CDMA systems are found. Both constant and uniformly distributed chip timing 

errors and carrier phase errors are considered. 

6. A number of the popular analysis schemes for DS CDMA systems are studied 

and their limitations are discussed. Scarcely populated DS CDMA systems, 

DS CDMA systems with unequal powered users are analyzed using the popular 

analysis schemes and the developed scheme for this purpose. 

7. A mathematical mode1 for multi-service DS CDMA systems is developed. Both 

the developed scheme and the popular analysis schemes from the literature have 

been used to analyze this system. 

This thesis consists of seven chapters. A summary of the individual chapters is as 

follows. 

In Chapter Two, system models for biphase and quadriphase spread DS CDMA 

systems are developed. Binary signaling and coherent reception is assumed. Synchr* 

nous, quasi-synchronous and asynchronous systems are considered. System models 

for both simple additive white Gaussian noise (AWGN) and rnultipath fading chan- 

nels are generated. A brief overview of fading, rndtipath and diversity combining 

concepts as well as overviews of the TIA/EIA-95 standard and the third generation 

cdma2000 system proposal are also given in this chapter. 

[n Chapter Three, a literature survey on the analysis tools for DS CDMA systems 

is given. Methods that use approximations as well as bounds are presented. Popu- 

lar approximations based on the Central Limit Thmrem are given special attention. 
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Detailed derivations are given for these schemes and error probabili ty expressions are 

generated for synchronous, asynchronous and quasi-synchronous systems. 

In Chapter Four, a probability of error expression based on a Fourier series r e p  

resentation of the error function, Q ( x ) ,  developed by Beaulieu in [14] is derived for 

DS CDMA system in AWGN channels. The expression is then used to calculate sys- 

tem capacites. Impact of various chip timing and carrier phase errors on the system 

performance is studied. 

In Chapter Five, the derivation of the probability of error expression in Chapter 

Four is expanded for DS CDMA systems in multipath fading environments. Three 

kinds of diversity combining schemes are considered at the receiver, namely, selection 

diversity, equal gain combining and maximal ratio combining. Relative performances 

of these schemes are compared and effects of non-zero synchronization enors on the 

system performance is evaluated. 

In Chapter Six, the derived error probability expression is used to assess how ac- 

curate the popular Central Limit Theorem based approximations are in predicting 

the sys tem performance when the scenario under investigation violat es the require- 

ments of the Central Limit Theorem. In this light, performances of scarcely populated 

systems, systems with dominant interferers, multi-service systems and systems in f r e  

quency non-selective Rayleigh fading channels are studied. A system model for the 

multi-service system is developed here based on the DS CDMA system model devel- 

oped in Chapter Two. 

Finally, in Chapter Seven, a sumrnary is given of the material addressed in the 

thesis with concluding remarks. Also suggestions for further reseuch topics are out- 

lined. 



Chapter 2 

DS CDMA SYSTEM MODELS 

hlost scientific work begins with the derivation of a mode1 of the systern being 

considered. [ri t liis chapter. building on (12-1. 138. 1.561. we develop mat heriiat ical 

niodels of coherent DS CDhl.4 systenis in AWGS and multipath fading channels and 

present a n  overview of the fading and diversity fundamentals. Two spreading schcmes 

are considered in t his t hesis. namely. hi phase spreading and qiiadrip hase spreading. 

System nioclels for bot h schernes are developed in t his chapter. 

Without a doiibt. the most important commercial DS CD'rI.-1 system is t hr 'i'I:\/ 

EL\-9.3 standard ['226. '1271 which i s  aimed to providc digital and persona1 cornniuni- 

cations services. This system is up and rtinning in Hong Kong. Iiorea and in niost 

parts of North .\nierica. For this reasori. ive present a brief sunirriary of the  TIA/EIA- 

95 standard physical layer air interface in this chapter as well. The third generation 

evolution of TI.-\/EI.-\-<hi will provide means for higher and variable data rates. This 

system proposal is referred to as cdma 2000. -4 brief summary of cdma 2000 is also 

given here. 

2.1 DS CDMA System in AWGN ChanneL 

In DS CDMA systems. bandwidth spreading is accomplished by direct modulation of 

a data modulated carrier using a rvideband spreading sequence. Here. the signals al1 

occupy the  full allocated bandwid t h at al1 t imes. Interferers are t herefore asstirned to 

corne from al1 directions. The correlation properties of the spreading codes of different 
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users provide cwchannel interference immunity in an ideal channel. 

As already stated in Chapter 1, in DS CDMA, different types of spreading se- 

quences are used for different systems. If the system of interest is synchronous, 

codes t hat provide perfect orthogonality, i.e. zero cross-conelat ion, at zero t ime 

delay are desired. Asynchronous systems on the other hand, aim to keep the cross- 

correlation amongst different users' spreading sequences at a minimum for al1 time 

delays. Pseudonoise (PN) sequences are suitable codes for asynchronous systems. PN 

sequences are generated with the basic properties of randomness, long period, ease of 

generation and difficul ty of reconstruction from a subsegment [94]. Alt hough t here 

are various good codes proposed in the CDMA literature for both synchronous and 

asynchronous systems, the design issues to achieve more desirable sequences are still 

active fields of research [40, 112, 136, 143, 179, 1871 and are beyond the scope of 

this thesis. The system that is considered here is one that employs PN spreading 

sequences with periods that exceed the  data symbol duration. Such sequences are 

called long PN sequences [138, 2351. It is assumed throughout t his thesis that the 

long PN sequences are made up of t e m s  that are statistically independent of one 

another. The DS CDMA system under consideration uses binary phase shift keying 

(BPSK) to modulate the information signal. Both biphase spreading and quadriphase 

spreading schemes are considered in this thesis and the system models for each case 

are described separately below. 

The biphase spread system under consideration is shown in Figure 2.1. Referring to 

this figure, let us assume that there are K users transmitting signais in the  DS CDMA 

system. Each transmitter transmits a signal in the form, 
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Figure 3.1: Biphase Spread DS CDMA System Mode1 

where w, is the common signaling frequency, Tk is the initial message starting tirne, 

Bk is the initial phase offset and a k ( t )  and b k ( t )  are the data and spreading signals, 

respectively. The power of the transmitted signal s c ( t )  can be calculated as, 

1 = 
Iirn - 

= T+- 2T /-T Isk(t)12dt = Iim - 

I 1 
= T+= lim P k  2T [ 2 ~ +  -sin(îw,t)] = Pk. 

WC 

The random variables 5 and Ok provide flexibility to the systern modeling. K al1 of the 

active users' signals are required to be transrnitted at the same time, the system is said 

to be a synchronous system. For a synchronous system, 7; = 5 = O -  = TK. If the 

K signals are a l l  transmitted by the same transmitter, clearly, achieving synchronous 

transmission is easily feasible. This scenario is synonymous with the downlink air 

interface of a commercial wireless communication system where a given base station 

transmits a number of signals, each intended for a different user, simultaneously. If 

the K signals originate from different transmitters, achieving synchronisrn is much 

more difficult. Here, a common master clock reference needs to be broadcast to ail of 

the transmitters. The individual transmitters then need to adjust their timing and 
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transmit according to this master clock. Note however that even when syncbronous 

transmission is achieved for this case, reception of the K signals synchronously by a 

single receiver will not be possible since the individual signals will go through different 

channels irnposing different time and phase offsets to the signals. On the other hand, 

if the users are aliowed to transmit signals at arbitrary time references, the system is 

said to be asynchronous. Such systems are modeled with an independent. identically 

distributed for al1 k. 

The data signa. a&) in (2 .1 )  is a sequence of unit amplitude rectangular pulses 

of duration T. Similarly, b k ( t )  is a sequence of unit amplitude chips of duration Tc 

where G = T/Tc is defined as the processing gain of the spread spectrum system. 

Mat hemat ically, ac( t ) can be expressed as, 

Here a ~ j  is one symbol of the data modulation and is assumed to take on the values 

{FI) equally likely. m(t) is the unit amplitude rectangular pulse of duration T .  

Similarly, the user specific long P N  sequence b k ( t )  in (2.1) has the form, 

where bkVi is one chip of the long PN sequence and is assumed to take on values {FI) 

with equal probability. The sequence {bkVi)  is modeled as a random binary sequence 

whose terms are statisticdy independent of one another. The unit amplitude chip 

waveform II ( t  ) has duration Tc = T/G. Various chip waveforms have b e n  considered 

in the literature [9, 1141. Throughout this thesis, we consider only DS CDMA systems 

with rectangular chip pulses of unit amplitude. 

As can be seen from Figure 2.1, the k't h user's transrnitted signal, s&), is trans- 

mitted t hrough a channel, hk(t ) , whose low-pas equivalent transfer function is in the 

fom, 

h k ( t )  = e"* 6(t - T ~ ) .  (2-4) 
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Here. <Dk and T,, are the phase and tirne delay terms introduced by the channel and 

&( t )  is the unit impulse function. In a multi-user DS CDMA system with K active 

users, the signals from al1 of the users arrive at the input of the receiver. Thus, the 

received signal both contains the desired user's signal and h' - l other users' signals 

as well as channel noise. It should be noted here that one of the basic assumptions 

throughout this thesis is that the noise that the channel in consideration introduces 

can be modeled as additive white Gaussian noise (AWGN). We consider both sim- 

ple noise channels and multipath fading channels in this thesis and this assumption 

holds for both cases. Channels that introduce non-Gaussian noise have found limited 

interest in the literature. The interested reader is referred to [ I?  21. 

In (2.1)? following [124, 156, 1781, if the differences in message start times, z, 
and initial phase offsets. &, are incorporated into ~k and dk, respectively, the total 

received signal cm be written as, 

where n ( t )  is the additive white Gaussian noise (AWGN) introduced by the channel 

and has zero mean and variance of &/2. In (2.5), assurning that the transmitters 

are physically separated, both #k and r k  can be assumed to be random variables 

uniformly distributed over [O, 2r ]  and [O, Tl, respectively. 

Without any loss of generality, we assume that the signai from the first user, 

a&) is to be captured. A correlation receiver such as the one shown in Figure 2.2 

is typically used to coherently filter the desired user's signal from al1 other users' 

signds which share the same channel. Ln such receivers, the received signai, r ( t ) ,  is 

multiplied by the spreading sequence of the desired user, mixed down to baseband, 

and integrated over one bit period. Figure 2.2 displays this sequence of operations 

in the reverse order. From a theoretical standpoint, these two modes of operation 

are identical, but in practice t he  despreading operation is always performed first. A 
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Figure 2.2: A Typical Coherent DS CDMA Receiver for the  Biphase Spread System 

system with synchronization errors will not be able to estimate the time delay and 

the phase delay corresponding to the desired user's signal correctly. If the receiver 

in Figure 2.2 estimates the time and phase delays of the first user's signal to be îl 

and &, the  corresponding chip timing and carrier phase errors will be ( T ~  - Tl)  and 

(dl - #i ), respectively. 

We also assume that the  correlator receiver of Figure 2.2 is used to recover the 

data symbol ~ 1 . 0 .  For this reason, we consider the data syrnbol interval of [O, Tl in the 

andysis. In this case, from Figure 2.2, the input to the decision device for a receiver 

tuned in to  recover the message of the first user is, 

w here 

Here, D is t he  term that consists of the desired signal plus self interference which is 

caused by the  chip timing error, M is the multiple access interference and N is the 

charnel noise. The factor b&) in (2.8) ensures that the multiple access interference 
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energy rernains spread out over the wide bandwidth. We assume that w, » 1/T, 

so that the double frequency term is negligible in Z1. In a practicd receiver, the 

double frequency term may be suppressed by using a bandpass filter at an interme- 

diate frequency. Since they arise frorn difTerent physical sources, we also assume that 

!CI, N. bl ( t  ), r k  and dk are al1 statist ically independent of each other. Following t hese 

assumptions. we now simplify the terms. D, iCi and N .  

2 1.1 - 1 Desired Signal Plus Seff Interference 

In (2.6), D is the desired signal plus self interference and is mathematically given in 

(2.7). Using (2.2) and the fact t hat a l ( l )  is constant over [O, Tl, (2.7) c m  be rewritten 

as. 

Now, we can make use of (2.3) to get, 

We now define the following autocorrelation functions for the chip pulse, iI ( t ) ,  

R, (s) lTc B(t)IV(t - s)dt . 

Since the synchronization error (rl - 6 )  has to be smaller t han the chip durat ion 

for the system to operate, the first terrn in (2.11) has a non-zero value o d y  when 
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i = O and j = - 1. Sirnilarly, the the second term in (2.11) has non-zero values only 

when i = O , .  . . , G  - 1 and j = i or j = i - 1. Therefore, using (2.12) and (%.13), D 

can be rewritten as, 

As stated before, in this thesis we consider only unit amplitude, rectangular shaped 

chips for the spreading sequences. In this case, the autocorrelation functions of the 

chip pulse shape in (2.12) and (2.13) become, 

where R+) = Rq(s) = O, lsl 2 Tc with Rq(s) = Rr(-s) and R o ( s )  = R*(-s). 

Substituting (2.15) and (2.16) into (2.14) yields, 

Before proceeding, we present a lernma from [235] that will be useful in the analy- 

sis. 

Lemma: Suppose that {ai) and {Pi) are statàstically independent mndom binary 

sequences. Let x and y denote arbitrary constants. Then, a i p j x  and a;Pky are sta- 

tistically independent random variables when j f k. 

Proof: Let = a,a&y = 6)  denote the joint probability that aiPjy = u 

and aiPky = 6 where la1 = 1x1 and 161 = Iyl since a ;  and pi, V i  are binary randorn 
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variables. From the total probability theorem (1661, it follows that, 

P ( o i P j x  = a,  aiay = b)  

= P(<r ip j z  = a ,  aipky = 6 ,  ai = 1) + P ( a i P j z  = a,  a i f lky  = 6,  ai = -1) 

From the independence of { Q ~ )  and {bi} and the fact that they are random binary 

sequences. we obtain further simplification for j # k. 

with equal probability, P ( p j  = a b )  = P(P, = - a / x )  md 

- 6 1 ~ ) .  In other words, P ( p j x  = a )  = P(Pj2 = - a )  and 

P(&y = 6 )  = P(Pky = 4). Therefore. 

resulting in? 

which satisfies the definition of statistical independence of ai/3,x and ai&/. 

We now define the following randorn variables, 
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Then. using the above lernma. ai, i = O. 1,. . . , (G- 1) are iid random variables taking 

on values {rl) with equal probability. Thus. using (2.18) and (2.19), (2.17) c m  be 

rewritten as, 

D =  Dl + D2 (2.20) 

w here 

Here. Dl i s the desired information term and D2 is the self interference due to the 

non-zero chip timing error. Note that if the system is free of synchronization errors. 

DI = &%ai,o (2.23) 

D2 = O (2.24) 

2.1.1 .& iklultiple Access Interference 

Now, we simplify the multiple access interference term, M defined in (2.8). In a mult i- 

user DS CDMA receiver that is tuned in to receive the signal from the first user, a l ( t ) ,  

the signals t hat arrive from other users act as interference. The data rnodulat ion in an 

interference signal, a k ( t ) ,  k = 2,. . . , K ,  can be rnodeled as a random binary sequence 

[235]. The relationship between the desired signal and one of the interfering signals is 

illustrated in Figure 2.3. From this figure, it is clear that, o d y  time delays I I I O ~ U ~ O - T ~  

are significant, and thus, effectively ( T ~  - Fi), k = 2, .  . . , K can be assumed to be 

uniformly distributed in the interval [O, ATc]- Here il represents the estimation error 

on the tirne delay of the desired user and is independent of ~ k .  Therefore, without any 

loss of generality we incorporate fi into the deh i t ion  of ~ k .  Then, r k  can be modeled 

as a random variable that is uniform in [O, AT,]. Here, X is a constant that may take 

on any value between O and 1 depending on the nature of the system. If the system 
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Dcsircd Signal , <---- -- - Integration Period - -> 

Figure 2.:1: Timing of the Local PN Secluence for the  First User and the k'th User. 

is synchronous. t hen ideally, al1 of the users' signals arrive at the  receiver at the same 

time. Then. for a synchronous system X is set to O. In this case ri, is not randorn but .  

r k  = q. On the other hand. if the system is asynchronous. users transmit at will. 

In this case. users' signals arrive at the receiver a t  compietely randorn times. Then. 

for an asynchronous system, X is set to 1. Findiy, for quasi-synchronous systems. 

the start epoch of every user is synchronized within a fraction of the chip duration 

[43]. Therefore. ideally, al1 users' signals arrive at the receiver wit hin that specific 

fraction of the chip. Thus, any value of X in the interval (0.1) will result in a quasi- 

synchronous system. For systems with tight synchronization requirements. X will be 

set to a value close to O. As the value of X is increased. the system synchronisrn 

requirement s become more relaxed. 

Likewise. (& - QI), k = 2. .  . . . K in (2.8) are the phase offsets of the interfering 

signals. Here c& represents the estimation error on the pliase offset of the desired user 

and is independent of &. Therefore, without any loss of generality ive incorporate 

& into t he  definition OF&.  Then. & can be rnodeled as independent. identically 

dist ributed (iid) random variables uniformly distributed in the interval [O. 2nl- 



For al1 practical purposes. ail of the iriformation signais that  cause interference 

may be considered as randorn and thus bc embedded into the long PN sequences 

are a set of random variables that take on values {TI) with equal probability. In 

(2.26). 1x1 represents the largest integer that is less than o r  equal to x.  The  random 

variables. ul;.i and hk,, are defined in (2.2) and (2 .3 ) .  respectively. 

LVe can use (2.3) and (2.25) in ( 2 s )  t o  get. 

.\I can be further simplified by observing the fact that only two j terms. j = i and 

j = i - 1. result in non-zero values for the integral in (2.27). Furthemore. recall that 

il can be  iocorporated into the definition of r k  and & c m  be incorporated into the 

definition of & with no loss of generality. In this case. using (2.12) and (2.13): hl 

can be written a.. 

We define the random variables. 

n 
Uk,; = b ~ . ~ q k . ~ :  k = 2  ,.... K and ]=O' ..., ( G -  1). (2.29) 

A , = b , , , q k , + I .  A- = 2 ....- and j = O ..... (G - 1). (230 )  



Follovving the lemnia on pagc 35. it is clear tliat iek., a n d  ;k, are i i c l  ranrloiri varial)lrs 

that take on values (71) with equal probability. Then. using (2.29) and (2.30), 

is the rniiltiple access interfcreoce term in its riiost simplifiecl Forni. 

given by (2.3 1 ). One of the analytical challenges presented by the nature of the spread 

spectrum multiple access interference on the communication channel is the inter- 

dependency of the  ([<- 1) multiple access interference terms that make up !\I and the 

chip-to-chip error dependency observed for wery one of t hese ( K - 1) rniiltiple access 

interference terms. i\lt hough the data sequences. a& ). and the spreading sequences. 

b k ( t ) .  in the  DS C'DM.% system are al1 modeled as random and independent from chip 

to chip. for a givcn intcrfcring signal. k .  t h e  chip-tcxhip error clcpenclency stems from 

t h e  fact t hat the relative time delay. rk. and phase offset. Q associated with the k'th 

interfering signal rernain essentially constant over the course of one symbol duration 

during which the receiver performs the correlation operation. T h e  inter-dcpendency of 

the multipleaccess interference terrn. on the other hand. stems from the nature of the 

correlator receiver used in t he  DS CDMA system. The correlator receiver correlates 

every received signal to the same, desired spreading sequence over the course of one 

syrnbol. This in turn creates conditionally independent multiple access interference 

terms a t  the  output of t he  correlator. 

T h e  chip-to-chip dependency of each of the (hW - 1) multiple access terms in the 

K user DS CDiLI.4 system is obvious from (2.31). Frorn this equation. it is clear 

tha t  each multiple access interference term is made up of G' terms. each representing 

interference caused by one chip of the signal in question. T h e  time delay and phase 

offset associated wit h the specific multiple access interference terrn rernain constant 

throughout t h e  duration of ail of these G chips. Therefore. these G t e m s  are inde- 
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pendent only wticn conditioned in t,lie spccific tinie delays and phase oflsets. To sec 

the chip-to-chip dependenc. we look at  the multiple access interference caused by 

the j ' th  chip of the k'th user. which we denote as. :\Ik,. From (2.31). 

w h w c  as statrd bcfore. L - L ,  and -jk, are iid randoni variables tha t  takr on values {+ 1) 

with equal probability. Then. once conditioned on r k  and dk, the random variables 

!bfkj and !VIki are independent of one another. 

Seeing the  inter-dependency of the ( K - 1 ) multiple access interference terms frorn 

(2.31) is somewhat more difficult. For this reason. we first rewri te  (2.31) in the form. 

rvhere frorn (2.29). (2.30) and (2.31), 

We now define the  following random variables. 

It is clear frorn its definition that g~ is a randorn variable uniformly distributed in the 

interval [O. A] wbere as stated before? the value of A depends on whether the system is 
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synchronous. quasi-synclironoiis or asynchrorioiis. Using t h e  defini t ion of gk  ive get. 

10 ftirt licr siniplil) t h r  vsprrssiori t'or i i?k.  WC' now cletirie t lit. iollowin5 rantiorn vari- 

ables: 

Following the lemma on page 35. it is clear that <t, are iid and take on values ( 1 1 )  

with equal probability. Using these variables (2.36) can be written as. 

Following [I.j5]. we definc two sets: .4 is the set of al1 non-negative integers. i. less 

than Ci - I such that bl . ibi . ,+l  = 1 and B is  the  set of al1 non-negative integers. i. 

less than G - 1 such that bl+ibi.i+i = - L. In other words. A is the set t hat lists a11 

possible number of non-transitions in signal amplitude at  chip boundaries during one 

symbol tirne and similarly. B is the set of al1 possible number of transitions from one 

amplitude level to the other at chip boundaries during one symbol time. Furthermore. 

we assume that the cardinalities of the sets A and B are IAl and IBI, respectively 

During one symbol duration, there are G chips. From the definition of the two sets. 

-4 and B. it is clear that they are disjoint and. 

Using the  tivo sets. .4 and B. wk in (2.38) can be rewritten ast 
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To riirther simplify t h e  abovc cquality WC dcfirie the following random variables. 

Substituting (2.4 1 )-(2.41) into (2.40) we get. 

It is ciear that the dcnsities of Ak, r k ,  Tk and Rk depend on the  characteristics of 

the  desired spreading sequence through t h e  disjoint sets. -4. B. {G - l }  and {G} .  

From its definition in (2.11)t it is clear tha t  Ak has a distribution in t h e  form [l%l. 

and has a conditional mean and variance of 

respect ively. Similariy rk  has a distribut ion in the form [124]. 

and has a conditional mean and variance of 



respectivcly. Finall-. TI; ancl Ilk arc ~iriiforrrily distrihiitefl in  tlir s ~ t  { *  1 } and t tiey 

have 

through the  cardinalities of -4 and B. 'The cardinalities in turn. are  related to the 

aperiodic discrete autocorrelation funct ion defined in [17Y] as. 

since t h e  discrete aperiodic autocorrelation function of the first user's spreading se- 

qiience evaliiated at a del- of I is equal to. 

with 

From (2.53) it is clear t hat CI ( 1) is distributed as the  sum of G- L symmetric Bernoulli 

trials. so the density of Cl ( 1) is given by, 

Since the random variables i l k ?  rk, Tk and Rk are composed of disjoint sets of symmet- 

ric Bernoulli trials given a part icular desired signature sequence, t hey are condit ionally 

independent. Furtherrnore. for al1 k # m. At and A,. T k  and Tm, Ti; and Tm and 

RI, and R, are  independent of one another given the  desired signature sequence. In 
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fact. it is sufficient to condition the multiple acccss interference terms i r i  XI on only 

the aperiodic autocorrelat ion function of the spreading sequence of the  desircd signal. 

This is because. the probability density functions of At and rk  depend only on the  

parameters I r l (  and 1 BI, and these parameters in turn deperid on the first spreading 

sequencc only through its aperiodic autocorrelation function evaluatcd at time dela? 

with 

and 

In other words. if any one of the three quantitics 14. /BI or Cl( 1 )  is known for a given 

processing gain. Ci. the ot her t wo are cornpletely defined. Thus. the randorn variables 

Ak. rk. Tk and Rç are independent given a specific value of CI ( 1 ). However. in gen- 

eral. the terms t hat make u p  the multiple access interference are not unconditionally 

independent. This can be shown using a counter-example. A general proof for this is 

given in [135]. 

Example: Consider a system with G = 2. Furthermore, assume that there are two 

multiple access interferers in the system. Then. from (2.31): 

Let the signai power be Pk = 112 for al1 users. Also. normalize the interference term 

to the chip duration so that T, = 1. 
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Xow. assume that t h e  first intrrfering signal has t h e  following information and 

spreading sequence values: a 2 , ~  = 1. b?,-, = I  and b2,1 = 1. Similarly, the  second 

interfering signal has t h e  following information and spreading sequcnce values: a3.0 = 

1. b,-, = 1 and bxI = - 1. Furthermore. assume that the interfering signals are both 

time and phase aligned with the  signal of the first user. i.e. a = on = 3 = Ï-J = 0. 

III t bis caw, 

Sincc Cc' = 2 is assumed. 

is iiniform on {TL}. 

We find the distribution of the multiple access interference. Al. caused by the two 

interferers. We have shown that MI and !id2 are independent of one another when 

conditioned on CI ( 1). Therefore. the distribution of iCI can be written as. 

where '*- represents the convolution operation. When Cl ( 1 ) = 1 .  Ml is uniform on 

the set { ~ 2 ) ?  and ivhen Cl ( l )  = - 1, Mi = O. Similarly. when Cl( 1) = 1 hl2 = O 

and ivhen Cl( l )  = -1. M2 is uniform on the set {72) .  Averaging over t h e  values of 

C i ( l )  at this point produces identical probability density functions for !Cil and hl2. 

with impulses at -2. 0. and 7 with amplitudes 0.25. 0.5. and 0.25. respectively. 
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T h e  distr ibution of hl conditioned o n  Ci( 1) is found by convolving t h e  distribu- 

tion of .ill conditioned on  Ci( 1) with the distr ibution of -1- conditioned o n  Ci( 1). 

Therefore. when C1(L) = -1. JI has a probability density fiinction with impulses 

a t  -1. 0. and 4. with amplitudes. 0.25. 0.5 and 0.25. respectively. Similarly. when 

Cl(  ) = . \ = O. Then.  by averaging over t he  values of CI ( 1). t h e  probability 

density function for .U tvith two interferers is found to consist of impulses at -1. 0. 

and 4 wit h aniplitudes. 0.125. 0.Z. 0.125. respect ively. 

I f  t h e  individual .II terrns ivere unconditionally independent. the following equa- 

tion would also provide the distribution of -11. 

This convolution results in impulses a t  times -4. -2. 0. 2. and 4 with amplitudes 

0.0625. 0.25. 0.37.3. 0.25. and 0.0625. respectively. -4s is clearly observecl. this rcsult 

is not eqiial t o  the  actiial probability tlensity function for .\l with two interferers. 

Therefore. using t his specific exanipie. we conclude t hat the individiial .\1 terms are  

not iincondi t ionally independent. 

LVe now show that  the  individiial multiple access interference terms. thoiigh only 

conditionally independent. are in fact uncorrelated. [t is clear from (2.45) and (2.46)- 

(2 .5  1 ) t ha t  . 

W e  have shown that  t h e  multiple access interference terms are conditionally indepen- 

dent given C' l(1) .  Thus. 

for j. k E {2. .  . . . h-) and j # A-. Averaging both sides of (2.61) over Ci ( 1 ) and making 

use of (2.60) gives. 

E{w,t~?k) = E{u;} E{wk} = O (2.62) 
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arid tticreforr the interfcrencc proïluced by ditfc.rcrit transmitters are  iincorrelated. 

We also s liorv t hat t lie G' terms t hat represent the  interference caused by the chips 

of a given multiple access interferencc term are uncorrelateci as ivell. From (2.32). ive 

can write, 

E{Mk, 1 ~ ~ .  o k }  = 0. (2 .63)  

\\'e have stioivri t liat t l i c  (; ternis tliat rtiakc iip an  incli~idilal riiiiltipk~ acccss intcr- 

ference term are conditionally independent given ~ i ,  and &. Thus. 

for j + k .  :\veraging both sides of (2.64) ovcr rk.or and niaking use of (2.63) gives. 

and t hcrefore t h e  interference terrns produceci by the chips of a given miiltiple açcess 

interference term though only conditionally indepenclent. are in fact iincorrelated. 

2.1.1 .r) Channel X O ~ E  

Finally. let 11s consider the noise term. :V described in (2.9). Recall that the channel 

noise n( t  ) is modeled as an additive. zero rnean. white Gaussian random process with 

a variance of &/2. Therefore. the channel noise a t  the output of the  correlator 

receiver. N,  is still a Caussian random variable with zero mean and variance. 

since in practice. the syrnbol duration is selected to be much greater than the  inverse 

of the signalling frequency. T » [156. i i S .  2351. 
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In summary. the input signal t o  the decision devicc in Figure 2.2 for a BPSK modu- 

lated. biphase spread DS CDMA system in an  ACVGN channel is. 

where LII  is the tlcsircd signal. LI2 is the sclt' iritcrfercrice. .ll is the multiple acccss 

interference and !V is the channel noise components. These terms are defined as. 

and iV is a zero mean Gaussian randorn variable wi th  a variance of i&T, 

2 . 1 2  Qrradtiphase Spread DS CDMA Systern 

If the  system of interest uses quadriphase spreading. each one of the K users will 

transmit a signal in the forrn. 

as shoivn in Figure 2.4. In (2.72). Pk is t he  power of the  signal transmitted by user k. 

a&) is the  information bearing signal. Pi( t ) and bf ( t )  are the in-phase and quadrature 

spreading waveforms for the kath user. respectively. and w, is the common signaling 

frequenc- The random variables '& and Ok represent the user specific. initial t ime and 

phase offsets. respectively. The data modulation a&) is in the form of (2.2). Similar 
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Figure 2.4: Quadriphase Spread DS CDMA System Modei 

to the biphase spreading case. the long PX sequences. bk(i) and bz(t ) are represented 

and 

where 6Lj and b:, represent one chip of the in-phase aod quadrature PN sequences, 

respectively. and they take on values { T I }  independent of one another with equal 

probability Like before, the rectangular chip waveform @ ( t )  has duration Tc = T/G 

where G is the processing gain of the spread spectrum system. 

-4s in the case of the biphase spread system, the quadriphase spread systern goes 

throitgh a channel represented by (2.4). The channel introduces a timing delay of 

rk and a phase offset of dk as well as AWGN. In this case the total received signal 
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hecoriics. 

In (2.75). the diflerences in message start times and initial phase offsets are incorpo- 

ratcd irito tlic \-alucs of r k  and o k .  :\gain. withoiit  an! luss of generality. we assiime 

that the signal from the first user. a l ( t )  is to be captured. A typical correlator re- 

ceiver such as the  one in Figure 2.5 is typically used to coherently filter the desired 

user's signal from a11 other users' signals that share the same channel in a quadriphase 

spread BPSIi  modulated DS C D M A  system. In such receivers. the in-phase and the 

quadrature cornponents of the  received signal are first despread using the in-phase 

and quadrature PN sequences of the desired user and then stripped off their carriers 

in separate branches. 'i'hen. the  signals in these two branches are integrated over one 

bit period. Subsequently, t h e  outputs of t h e  two integrators are summed and sampled 

at the bit rate. Figure 2.5 displays this sequence of operations in the reverse order. 

As stated before. from a t heoret ical stand point. t hese t wo modes of operat ion are 

identical. but in practice the  despreading operation is always perforrned first. 

-4 system rvith synchronization errors cannot estirnate the  time and phase delays of 

the desired user's signal perfectly. If the receiver in Figure 2.5 estimates the t ime and 

phase delays of the first user's signal to be Pl and &, the corresponding chip timing 

and carrier phase errors will be (ri - il ) and (& - Ji) ,  respectively. As before, the 

relative time and phase offsets of the interfering signals. (dk - & ) and (Q - fi ) rnay be 

rnodeled as iid random variables that are uniformly distributed in the  intervals [O. k] 

and [O .  ATc], respectively, where the value of X specifies the nature of the system. 

With no loss of generalit- we may incorporate <jl and î1 into the  definitions of di 

and Q, k = 2. .  . . , fi to have r k  and &, k = 2. .  . . . K uniform in [O, ATc] and [ O J i r ] .  

respect ively. 



Figure 2.5: :\ 'Typical Cohercnt DS C'DM:\ Rccciver for the Qiiadriphase Spread 
System 

From Figure L.5. t he  input t o  the  dccision device for a quadriphase spread. BPSK 

modulateci DS CD3I.A receivcr tuned in  to rrcover t hc message from the first iiscr is 

wr i t t en  as. 

where LI. -11 and 3 represent t h e  dnired signal plus self' interference. niultiple access 

interference and addit ive white Gaussian noise terms. respect ively. The desired signal 

plus self interference term. D. may be written as. 
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Similarly. the  multiple access interference term. :CI. may be writ ten as. 

Finally. the additive white Gaussian noise term, !V. may be writ ten as. 

CVe now simplify these terrns. 

2.1.2.2 D ~ s i r e d  Signal Plus Sel/ In&erfererice 

n ( 7 6  D is the  desired signal plus self interférence a n d  is mathematically given 

in (2.77). Using (2.2) and t h e  fact that a l ( t )  is constant  over [O. Tl, (2.77) can be 

rewritten as. 
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Using (2.73).(2.74).(2.12) and (2.13). (2.SO) can be writ ten as. 

In this  thesis. WC consider only unit amplitude. rectangular shaped chips. In t his case. 

using (2.15) and (2.L6). (?.SI) can be rewritten as. 

WC now define the  following random variables. 



Figure 2.6: Prohability density function for ci. ci and 0. 

It is obvious from the lemma given on page 35 t ha t  ri and ci are iid randorn variables 

and thcy take on values {O. ?'>} according to the  probahility density ftinction given 

in Figure 2.6. Csing these random variables. (2.82) can be rewritten as. 

where D consists of both t h e  desired signal and the  self interference term. If we define 

D = Dl + LIz where Dl is the  desired term and D2 is the self interference term. the 

individud terms can be written as. 

Note that. if the system is free of synchronization errors. 
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CVe now simplify .LI definecl in (2.îS). Similar to  the biphase spreading case. for 

al1 practical purposes. al1 of the information signais that cause interference may be 

assumed as random and thus he embedded in to  the long PN sequence. Thus. we 

and 

ivhere using the lemma given on page :E i t  can be stated that qi,, and qk, are in- 

dependent random variables t hat take on values {y l } wit h equal probabili ty. Using 

equations ( 2 . 7 3 ) .  (2.74) .  (2.92) and (2.93) in (2.78) we get. 

.LI  can be fiirther simplified by observing the fact that ooly two j terms. j = i and 

j = i - 1. result in non-zero vaiues for the  integrais in (2.94). Furthermore. recall 

that it can be incorporated into the definition of ~c and oi can be incorporated into 

the definit ion of on. with no loss of generaiity. In t his case. assuming rectangular chip 
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shaping and by rnaking use of (2.15) and (2.16). .\[ can be rewritten as. 

We then define the following random variables. 

A . *  

- b ,  + b , .  k = 2 .... h' and j = O.. ...( G - 1). CC.] - 

k = 2  .... h' and j = O  ..... ( G - 1 ) .  

Oncc agairi. by making use of the  lernma givcri on page 3.5. Ce., . j r , r .  f i k ,  anti yk, 

are found to be iid random ~ r i a b l e s  tliat take on values {O. ~ 2 )  according to the 

probability density lunction given in Figure 2.6.  

Using the definitions of these randorn variables, :CI in (2.95) can be rewritten as. 

Finally. let us  consider the channel noise term. :V. Sirnilar to the biptiase spread 

system. at the  output  of the correlator receiver. :V is still a Gaussian random variable 

with zero mean and variance equal to. 
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sincc t h c  syrnhol durat ion is niucli grcatcr t tian t lie iriverse of t h e  signalling freqiiency. 

In summary. the  input  signal to the decision device in Figure 2.5 for a BPSK modu- 

lated. quadriphase spread DS CDMA system in an AWGN channel is. 

where. as before. Di is the desired signal. D2 is the self interference. ICI is t h e  multiple 

access interference and iV is the channel noise components. These terms are defined 

as. 

and 

wit h 1V as a zero mean Gaussian random mriable with a variance of 2 Nol'. 
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2.2 DS CDMA System in Multipath Fading Channels 

In this thesis, DS CDMA systems in rnultipath fading channels arc studied as well as 

systems in AWGN channels. The DS CDi\.li\ system mode1 described for the simple 

:\WGK channel in the previous section chariges slightly For the multipath fading case. 

This 3'-stcm i s  bricfl:; dcscribcd in this scction. To facilitate z better mderotandinn &.rl 

of the behaviour of DS CDMA systenis in niultipath fading chaniiels. an ovcrvicw of 

the notions of fading. frequency selectivity and diversity cornbining are given in this 

section as well. 

2 . 2  2 Fading Channel lssues 

2.2.1. l iblirltipath Fading and Frequency Selectivity 

The constantly changing physical characteristics of the niobile medium and the r r i e  

bility of the user result in a tirnevariant mobile radio channel. Wave propagation in 

the  mobile channel is characterized by three aspects: path loss. multipath and fading. 

The path loss is an average propagation loss over wide areas. It is determined 

by macroscopic parameters. such as the distance between the transmitter and the 

receiver. the carrier frequency and the land profile. The simplest formula for path 

Loss is, 

where .A and a are propagation constants that depend on the carrier frequency and 

the land profile and r is the distance between the transrnitter and the receiver. In 

(2.105). L p  is defined as the loss in the signal power in dB  as it is transferred through 

the mobile channel. More complicated f'ormulae have been proposed in t h e  literature 

[61. The path loss effects have not been taken into account in this thesis. 

In the time-varying mobile radio channel. the energy of a given transmitted signal 
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arrives via several pat lis as a resiilt of reHections or of in hornogencities in the physical 

medium. For this reason. the mobile radio channel is a multipath channel. T h e  

randorn signals t hat propagate t hrough different signal pat hs lrom the transmit ter 

are superposed at the  receiver to produce standing waves. When a receiver and/or a 

transrnitter moves in the standing waves. the receiver experiences random variation 

i r i  the s i q a l  lcvel and in tliv phase. aiid also a Doppler shift. 

The time-variant impulse rcsponses of multipath channels are consequences of the 

constantly changing physical characteristics of the media. If ive transmit a pulse sig- 

nal over a t ime varying multipat h channel. t hc received signal might appear as a train 

of pulses. Hence. one characteristic of a miiltipath medium is the time spread intro- 

duced in the signal which is transmitted through the channel. The difference between 

the maximum and minimum values of t h e  time delay for which the average received 

signal power is essentially nonzero is called the niultipath spread and its inverse char- 

acterizes the coherence bandwidth of the channel. The practical significance of the  

coherence bandwidth is prima1 sincc it describes the freqiiency selectivity charactcr- 

istics of the  channel. Two sinusoids with a frequency separation greater than the 

coherence bandwidt h of the channel are affected different ly by the mult ipat h channel 

due to its time spreading characteristics. This in turn causes linear distortion of the 

received signal. If the bandwidth of the transmitted signal is smaller than or equal 

to the coherence bandwidth of the channel. al1 of the signal cornponents undergo the 

same attenuation and phase shift by the channel. The channel for this specific signal 

is said to be frequency-nonselective. In this case. the multipath components of the 

received signal are not resolvable. If. on the other hand. the signal bandwidth is larger 

than the channel coherence bandwidth. different signal components are affected differ- 

ent ly by the chaonel. Such channels are described as frequency-selective for the given 

information signal. In t his case. the multipat h components in the received signal are 

resolvable with a resolutioo in the tirne delay that is equal to the symbol duration 
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[ l  761. 

.A t hird characteristic 

structure of the medium. 

of t h e  mobile channel is due to the tirne variations in the 

When a steady-state. radio frequency wave is transrnitted 

over a long path. the envelope of the received signal is observed to Ructuate in time 

as a result of the constantly changing physical characteristics of the media. This 

is calied fading. 'ftierc arc trvo kirids of fading that are cricouritered in t h e  niobilc 

radio channel, namely. s hort-term fading and long- term fading. Short- term fading 

represents the variation of the received signal envelope around i ts mean. Long-term 

fading. also termed as shadow fading, on the other hand. corresponds to  the  variation 

of the mean itself. Many experiments have shown that  the long term fading obeys 

the log-normal distribution. 

where r is the received power in dB. p, and O, are the mean and the variance in dB. 

[n the short-term fading channel. if the transmission of a givcn signal is repeated a 

nurnber of times. certain changes in the received signal pulse train could be observed. 

Such changes might include changes in the sizes of t he  individual pulses, changes in 

the relative delays among the pulses and quite often. changes in the number of pulses 

observed in the received pulse train [176]. The time variations in the channel result 

in a Doppler broadening. The  range of Doppler frequencies for which the average 

received signal power is nonzero is called the Doppler spread of the channel. The  

Doppler frequency for the n'th multipath component of the received signal can be 

calculated as 

IO,, = ,A.* COS a, 

tvhere L> is the effective velocity of the medium (can be due to a moving transmitter, 

moving receiver. moving obstacles. or combinations thereof). a, is the incident angle 

of the  $th multipath to the direction of the  movemeot as shown in Figure 2.7 and ,B 
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Figure 2.7: Incident Angles of the Mult ipat hs to the Direction of the  Movement 

is the propagation constant expresscd as. 

(2.1 OS) 

w here X is the wavelengt h. tu, is the carrier frequency and c is the speed of light. The 

Doppler spread is t hen [ -du. +hl. The  inverse of the Doppler spread characterizes 

the coherence time. Like coherence bandwidth. coherence time is an important quan- 

tity for the mobile channel. Practically, if the information symbol duration is srnaller 

than the  coherence time of the channel of interest. the  channel niay be assumed to 

be time invariant for the duration of one symbol. Such channels are  often referred 

to as slow fading channels. On the other hand. if the information symbol duration is 

Iarger than the channel coherence time, the channel characteristics can no longer be 

assumed to remaio constant during one symbol duration. Such channels are referred 

to as fast Fading channels. The fast fading within one symbol is often modeled as 

correlated [196]. In this thesis we only consider slow fading. A typical rnultipath 

fading scenario is given in Figure 2.8. As seen from the figure. it is possible to receive 

energy lrom a direct path from the transmitter as well as reflected paths. The direct 

pat h. if exists. is olten referred to as the  line-of-sight. Continuous physical changes 
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Figure 2.8: Multipath Fading Environment 

in the  channel cause small changes in the individual path lengths. but  these may 

nevert heless eqiiate to large phase changes for the radio frequency. It is the variation 

of the phase arnongst the various paths that may ultimately change the polarity of 

t h e  transmitted signais and thus may result in the interference to be constructive 

or destructive [-OS]. The combinat ion of the  constructive and the destructive signal 

components from di fferent pat hs efTectively cause mult ipat h fading. 

When the line-of-sight does not exist, even with only a few paths of roughly equal 

intensity contributing, Central Limit Theoremi arguments lead to the conclusion that 

t h e  received waveforrn has ail the  characteristics of a very narrow band stationary 

Gaussian noise. It consists of Gaussian quadrature cornponents characterized by a 

power spectral density of nonzero width, and with a corresponding Rayleigh distribu- 

tion of the received enveiope. Fading that fits to this mode1 is called Rayleigh fading 

'The Centra1 Lirnit  Theorern is described in Chapter 3 on page 1 10. 
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[1;6]. For s>-stems. ivticre a linc-of-sight pat h exists. the envclope of t h r  receivc(l 

signal has a Ricean distribution. Appropriately. such fading is referred to as Ricean 

fading. Intui t ively. Ricean fading represeri ts the best case scenario for mobile trans- 

mission whereas Rayleigh fading represents the worst case. Somc researchers have 

suggestcd that  envelope statistics on certain fading channels fit neither Rayleigh nor 

Hiccari rlist ri hiit ioris hi i t  rat twr a Nakaganii-111 dist ributiori \dien! t lic spcv-ial caw o f  

m = 1 gives t he  Rayleigh distribution [20S]. Only Rayleigh fading is considered in 

t his thesis. 

Whilc the  physical channel most Iikely consists of paths that have considerable 

persistence and changing delay. the  niatheniatical mode1 for slow fading that is t~sed 

more often is one of fixed delay with varying gain and phase offset at each delay. 

I t  is assumed t hat t here is a continuum of multiple propagation pat hs betiveen the 

transmit ter and t hc  receiver. :\ssociated wit h each pat h is a propagation delay and an 

attenuation factor. Eloth of these factors are t ime varying as a rcsult of the changes 

in the structure of t hc medium. The tinic varying impulse rcsponse of the fading 

channel can be expressed as. 

In (2.109), t h e  tap gains h k , , ( t )  are cornplex Gaussian randorn variables. When a 

wide-sense stationary channel wit h uncorrelated scattering is considered. the hk,,( t )  

can be assumed to be uncorrelated and, because they are Gaussian. also independent. 

For a s l o d y  fading channel. hkWi( t )  = hkbi and t k i ( t )  = tki during at Ieast the entire 

duration of one symbol. Using the basic definition of frequency selectivity it can 

be stated that a tinie separation of at ieast Tc is necessary betiveen tivo consecutiw 

moltipaths. I f k l  - tkml.Vi f m. for thcm to be resolvable [237]. Any two paths with 

path time delays less than Tc apart can be considered to give rise to  t he  same path 

gain. Then. for a multipath spread of 'Tm. (2.109) can be truncated to have L terms 
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with L = L%1 + 1. Ilcre 1x1 dmotcs the largest intcger that is less tlian or qiial 

to r. To keep the analysis clear. we assume that the inequality ' IL  < 7' is satisficd, 

thereby placing a ceiling on t h e  da ta  transniission rate [266]. 

Since hkql are corn plex Gaussian random variables. the slowly fading, frequency 

select ive channel mode1 can equivalently be writ ten as. 

where ,dti is t he  path gain for the  l 'th path. iltr and tk l  are the phase delay and time 

delay terms for the /:th path. respectively. 

When there is no line-of-sight. ,& is a Rayleigh random variable and has a ~ r o b -  

ability density function in the form. 

wvhere u ( r )  is t l ie  uni t  stcp function. Here. E{d;/} = Zpo. In (2.110). one should 

assume that T: < ( t t i  - tkml < Tm,VI f m [9Y]. Finally. Ltkt can bc assumed to be 

uniform in [O. 2 4  

2.3.2.2 Diversil y Combining 

Even t hough frequency selective channels cause severe interference [l76]. having two 

or more closely similar copies of the desired signal at the receiver may sornetimes 

be useful if appropriate receiver structures are used. Systems that are designed to 

utilize such scenarios are called diversity systems. Diversity systems are based on 

the  observation t hat when two or more radio channels are sufficiently separated in 

space. frequency. time or polarization. the fading on each of these channels is more 

or less independent. Therefore. it is quite unlikely for al1 of the channels to fade 

simultaneously (191. The objective of the diversity systems is to increase the realized 
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sigrial-t O-noise ratio at al1 t inics by niaking i ~ s c  of ail of t t ir  signal coriiponrriis rccei vcd 

from independent pat hs. 

Frecpency select ivi ty is not the only means to achieve multiple copies of t lie desired 

signal at the receiver. Artificial rvays such as employing multiple antennas at the 

transmit ter and/or recciver. transmi tt ing t lie same signal on two or niore carrier 

freq~ieri<-ies t-tiat are ritifficimtly sepnrxted etc. resiilt i r i  ~ l i v r r s i t ~ .  sJ.striiis as r ~ d l .  

With CDMA techniques. the resolvable paths can be demodulated individuaily by 

a RAKE receiver [ l ï j ]  which exploits the excess redundancy due to the presence 

of independent channcl outputs from the inherent and/or artificial multipaths. In 

a R A K E  receiver. information obtained frorn each branch is combined in a certain 

way to minimize the interference and further mitigate the fading [ ' ï i ] .  This is called 

diversi ty combining. Diversity receivers may be classi fied as ci t her predetect ion or 

postdctect ion. In predctect ion diversi ty. signals from diflerent branches arc combined 

prior to detection or dcmodulation. whereas in postdetection diversity. the signals 

are first demodulated and then combined. In general. predetection combining will 

perform as iveil or better than postdetection cornbining [1YJ]. 

Bot h linear and nonlinear combining schemes are possible. For linear demodula- 

tion. predetection and postdetection combining result in the same performance. For 

noolinear dernod~la t ion~ however, the postdetection combining will perform at beçt 

the sarne as predetect ion combining (1951. 

In general. in a diversity system, the receiver has one or more copies of the desired 

signal. For an L branch diversity system. the output of t he  diversity cornbining 

receiver can be writ ten as [-OS]. 

wliere fi( t ) is the i't h received replica of t h e  desired signal corrupted by noise and 

interference and ai is a weighting factor that is dependent on the type of the diversity 
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conibining schenic in usr. Thr re  arc varioiis ways of perforrning cl iwrsi t~ combining. 

Three of the most popular schemes used in coherent systerns are considered in this 

t hesis. l'hese schenies are briefly descri bed below. Furt her mat herriat ical descript ions 

for t h e  schemes are given Chapter 5 when thcir performance evaluations are periormed 

iising t hc anal>.sis schemc developed in t his tliesis. 

Upon receiving L copies of the  desired signal. the selection diversity based RAKE 

receiver simply selects the one with the largest signal-tenoise ratio (SNR)  and uses 

tliat specific cornponent in the decision making process 1191. Ot her copies are dis- 

carded: they have no effect on the outcome of the demodulation. Thus the weighting 

factor. ni.  in (2.1 12) is given as. 

where SNR, 2 SNR,Ji. 

-4 sub-optimal selection diversity scheme is also described in the literature. Here. 

the branch with the largest received signal power is selected rather than looking at  

the SNR [KI. 

1 - 2 2  Equul Gain Combining *.'LI 

In t h e  equal gain combining based RAKE receiver. al1 of the L copies of the received 

signal are time and phase synchronized and then added together. The weighting 

factor. a, in (2.112) can be written as. 

Vi .  Thus. al1 of the branches are taken into account with equal weight in the decision 

maki ng. 



blaxirnal ratio combining is optinial amorigst linear diversity combining sch~nies  in 

t h e  srrise that  it achieves the maxiniuni signal-to-noise ratio of the outpiit signal [i!~].  

Like eqiial gain comhitiing. the idcal maxinial ratio combining based R A K E  receiver 

niiist a l i q  t - h ~  t i r n ~  arld pllasr oflscts of the iricomine ropies of t h e  desircd signal 

to  pcrijrrii pcrfev-t i=orii hiriirrg (2?:i]. :\ddi t iuiially. t hc iiiagiiit iidcs of t lit. I. iricoriiirig 

copies of t he  desired signal are  needed for maximal ratio combining. Once synchre 

nized. the  signal components from each multipath are weighted by a factor that is 

proport ional to t heir corrcsponding SN R. Thereforc. for maximal ratio combi ning. 

the wight ing factor. i i ;  in (2.1 12) can be written as. 

rvhcrc s, and E{n,} are the RAIS values of t tic i ' th branch signal and niean-square 

noise power. respcctivcly [ i n .  SI. Thc wcighted signals frorn the branches are then 

added toget h m  

The optimal performance for t h e  maximal ratio receiver is hard to realize since 

the associated weights of the diversity branches a re  difficult to estimate [Sî]. 

2 . 2 .  DS CD:llA S!jstem Mode1 in !Clultipalh Fading Channel 

The DS CDMA system i n  the siowly fading multipath channel is in general similar to 

the one in t h e  simple .4kVGN channel. Only the differences between the two system 

models are descri bed here, 

As in t h e  ALYG'; case. the  DS CDh1.4 system in question is given in Figure 2.1. 

Once again. rve assume t here are K users present in the  system. Every user transrnits 

a signal in t h e  form givcn in (2.1). This time though. the channel is a multipath. 
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slowly fading ctiannel t ha i  lias a transfer fiinct iori in t lie forni. 

where L is the niimber of resolvable multipaths in the system. dkl is the path gain 

lor the l'th pa th  of t h e  k'th user's signal. dki and t k i  are the phase and timc offsets 

i r i t  rodi irerl  h>-  th^ niiiltipat h channt4 on t tif. f ' t  Li pat ii of t l i r l  i(.'~.li rist~r's sijrial. . j k . [  

is Rayleigh distributed wit h the probability density Function given in (9.1 11). Each 

path's relative time delay. t i l ,  satisfies T, < Ilir - thl  < T,,Vl # m [%]. The phase 

otfsets. J k I .  are assumed to be uniformly distributed in the region [O.'ln]. Xote that 

the frequency-nonselective channel is a special case of the fading channel tlescribed 

by (2.116) with L = 1. 

The total reccived signal can be wri tten as. 

where n ( t )  is the additive whi te  Gaussian noise ( AWGX) introduced by t lie channel. 

The net time delay. r k i ,  and the net phase offset. or[, are obtained by surnmiog their 

respective transrnitter and channel parts such that, 

It is easy to see that the initial message starting times of the h* signals. Tk. are 

only rnodulo T significant. Therefore. following [165]. we mode1 Tk[  to be iid random 

variables. uniformly distributed over [O. T +  T,]. Similarly. ive mode1 & to be iid 

random variables. iiniformly distributed over [ O .  2 ~ 1 .  
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A s  bcfore. WC warit to capture the  signal froni t h e  first iiscr. narnely. ( t l ( t  ). For 

this purpose. the received signal goes through a RAKE receiver where the received 

signal is first despread independently for each multipat h component by mu1 tiplying 

the signal with the spreading code of the first user delayed by an  amouot equal to 

the del- of the miiltipath comporient. At each R A K E  finger. the signal is then 

SI  rippml oIT its (rarrivr aritl t h m  piissrd t hroiigli a crorrfiliitor. Finally. t ht! otitcorrie of 

the  cortelators in al1 of the fingers are combined to achieve diversiiy combining. .A 

typical RA K E receiver is illustrated in Figure 2.9. The figure displays the sequence of 

operations in each RhKE finger in the reverse order. We s ta te  once again that.  from 

a theoretical stand point, t hese two modes of operat ioti are identical. but in practice 

the despreading operation is always performed first. 

Similar to the systcrn in the AWGN channel. the chip timing error and the carrier 

phase error for the  j ' t h  path in the RAKE receiver ail1 be. (rl1 - fi,) and (dl, -ni,) .  

respect iveiy. 

For the analysis. we consider the data symbol interval of [O. TI without any loss 

of generality. In this case. from Figure 2.9. the input to  t he  decision device from the 

j 'th path is. 

where the individual terms can be expressed as, 
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Figure 2.9: L-Branch Coherent RA I iE R~cciver for t h e  hlriltipat h Fading Channel 

and 

Ln (2.120)-(2.124). Dl; is the term that consists of the  desired signal plus self in- 

terference caused by synchronization errors. I I ,  is the intersymbol interference caused 

hy the multipath. AII,  is t h e  multipleaccess interferenceand .VIj is t h e  additive white 

Gaussian noise term. We now simplify these terms. We start off with Dl,- 
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Csing (2.2). (2.121) cari bc rewritten a . .  

Noiv. for randorn PX sequences it is possible to further sinipiify (2.125). By m a k i n g  

use of ( 2 . 3 )  and the  fact that (ri, - il,) < Tc in order for the spread spectrutn systeni  

to operatc. we get. 

For rectangdar shaped chips. using (2.15) a n d  (2.16). (2.L-6) beconies. 

:Is in the r\WGN channel case. we define the following random variables. 

Following the  lemrna given on page :35. ai, i = 1.. . . . (G - 1 ) are iid raodom variables 

taking on ~ a l u e s  {ri) randomly Thus (2.127) can be rewritten as. 
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whcrc 

and 

by tlic non-zero chip timing crror. Sote that il the systein is free of syriclironizatiori 

errors. 

Sorv. ive sirnplify t h e  intcrsymhol intcrfercnce term. II,. dcfined in (2.122). Once 

again. using (2.2). (2.122) can be rewritten as. 

.As stated before. in t he  rnultipath fading channel. unlike in the AWGN case, Tl,. 

1 = 1.. . . . L. is uniforrnly distributed in the interva1 [O, Tl while maintaioing the 

inequality. Tc < Irlr - T*,,, 1 < T,,Vl # m where Tm is the maximum delay spread of 

t h e  channel [9S. 2661. In this case. relative to the  desired signal term. the intersyrnbol 

interference terms will always observe a t  least one chip offset. 

We t her i  define. 
A 11 = rnod Tc 

and 
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Since ri1 of the  intersynihol interfercnce ternis arc iini forrnly distribiited over [T,. 7;]. 

Att ,  are randorn variables that have prohability density functions (pdfs) that are 

dependent on the specific valiie of lm. If Tm is an integer multiple of t he  chip durat ion. 

Tc. sa? T, = kTc. Atlr are uniform on [O. Tc]. Otherwisc. Tm can be written as. 

1; niod Tc = c.  'I'hm. t h e  pdfs of At,, are in  the form. 

as shown in Figure 2.9. When Tm is not an integer multiple of Tc. the deviation 

from the uniform distribution will be very small since Tm >> Tc. and hence. for our 

purposes. wc can assume that At l l  are uniformly distrihuted over [O. Tc].  

~ V C  ais0 define two randam variables 

where r is a n  integer number that is dependent on the value of T I / .  Provided that 

x # i. regardless of the  value of x. çIi and yli are iid random variables taking on the 

values {FI} randomly. This observation is due to the  lernma on page 35. Then. 

'Pl 4 1  ~ ~ ~ ~ ~ l ~ ~ ~ l . ~ ~ R ~ ~ l l  +gJ- 
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Figure 2.10: 'The prohability derisity fiinction of At l i  wheri (a)  T, is an integt3r 
niultiple of 7; ( b )  Tm is not an iritegcr rniiitiplc of Tc 

W e  now define t h e  following randorn variables. 

( c r l , o ~ i  i = R.. .. . G - 1 

Once again. the lemrna on page 35 can be used to show that Zci and mii are iid randorn 

variables that take on values {yl) randornly. Then, 

2.2-2. J M u  fi iple  A ccess Interference 

Sow. we sirnplify the multiple access interference terrn. Mij7 defined in (2.123). As 

belore. for al1 practical reasons. al1 of the information signals that cause interference 
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whcre. for our purposes. qk,# is a set of raridom variahles that randomly take on t he  

( 2 .  14.5) into (2.123) w e  get. 

\Se now define the following randorri variables. 

Once again. qk,  and r i k ,  are iid random variables that take on values { F I }  randornly. 

Finally. t he  channel noise term. :VI, is a Gaussian randoni variable tvit h zero mean 

and .VUT k-ariance as was the case wit h the Ai\'(JN channel [L66]. 
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In siirnmary. the input signal to the dccisiori device from the j ' th path of the rcceiver 

i s 

Zij  = Dij ,  + nijs + Ill + :\*fij + (?.L?O) 

d i i > r c  / I ~ , . ,  1s the ( iwirtv l  signai. / l l Jh  IS the d i  in t td r r rnw (iiie to riiip tirtiing mrors. 

I I ,  is the intersymbol interfererice duc to the niultipath. ;\Il, is the multiple access 

interference and :Vlj is the channel noise terms. These terms are defined as. 

and N1, is the .+\WC;X term with zero mean and '/oT variance. 

Once al1 &,'s are obtained. diversity combining is perforrned in t h e  receiver and 

the decision variable Z is formed. Three diversity cornbining schemes. namely. selec- 

tion diversity. maximal ratio diversity combining and q u a 1  gain diversity combining 

are considered in t his thesis. The mathematical details of how Z is forrned for each 

case are given in Chapter 5. 

2.3 The TIA/EIA-95 Standard 

As recently as 19S.5. a straightforward cornparison of the capacity of CDMA to t hat 

of TDMA and FDiCI.4 for satellite applications suggested a reasonable edge for the 

latter two techniques P U ] .  Later. it was realized that by making use of some of 

the characteristics of CDMA. the system capacity could be increased at least to the 



Chapter 2: DS C D M  Sgstem Moàels 78 

Iwel of the T D h l A  and P I N A  capacity [W]. The main factor in achieving the 

capacity increase for the  CDMA system was the realization of the fact that CDMA is 

interfercnce limited whcreas TDhI.4 and FDMA are both bandwidt h limi ted. Thus. 

any reduction in the interference woiild result in a direct increase in the  CDMA systern 

capacity. A number of tcchniqucs were sugg~sted in (68. 691 to reducc the multiple 

arcrss iiiterkrcriçv irl ( ' D l [  .-\ Imsoil systwis  aniong which \-oicc act il-ity dctcct ion 

and spatial isolation were claimed to be suficient to increase the system capacity to  

the level that was at least double that of the TDMA and FDMA based systems [69]. 

Later. act ual field tests con f i  rmed t his t heoretical edge or the use of CD hl..\ over ot her 

multiple access schemes [:NI. 

In a typical 11111 duplex tweway communication. the duty cycle of each voice 

transmission is approsimately :K% [ E O ] .  With  a C D M A  based system. it is possible 

to reduce the transmission rate cvlien there is no speech. and thereby substantially 

reduce interference to other users. This in return. would approximately increase the 

system capacity by a factor of S/3 [69). [ t  is more difficult to exploit the voice activity 

factor in either FDh.I.4 or T D M A  systems because of the time delay associated with 

reassigning the channel resourccs during t h e  speech pauses. 

Similarly. with an' spatial isolation through the use of directional ce11 antennas 

(e.g.. the  typical 120' sector antennas) the interference seen is simply divided by three 

because. on average. a specific antenna receives only in the direction of one t hird of the 

mobile stations. The capacity supportable by the total system is therefore increased 

by a factor of almost three. Accounting for side lobes. this is approximately 85% 

efficient [IS?], resulting in an efficient capacity gain of 2.55. 

In 1992 QUALCOMM Inc. submitted a DS CDMA based comrnon air interface 

standard proposa1 to the Telecommunicat ions Lndust ry Association (TIA) to provide 

a CDbIA based PCS offering t hat uses voice activity detection and spatial isolation 

to support a wide range of service requirements in the Y00 MHz band [1Y%. 1891. 
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This proposal \vas latcr adoptcd by the T'Ir\ as the 'i'I:\/EI:\-95 standard tirirlcr 

t h e  name "Wideband Spread Spectturn Digital Cellular Systern Dual-Mode Mobile 

Station- Base Station Compati hility Standard " [22612. In  herent from its narne. t lie 

TIt\/E If\-S*5 standard proposes a dual-mode operat ion wherc bot h analog AMPS and 

digital C'DhIA are supportcd. The type of system the mobile station operates ivith 

station as well as its preference. 

TIA/EIA-95 allows each user to use the same radio channel. The use of CDiLIA 

completely eliminates t he  need For frequency planning within a market. To facilitate 

a gracefiil transition from ..\MPS to digital CDiLIA. T1AIEI.A-Y5 occupies 1.25 31 tlz 

of spectrurn on each one way link. or 10% of the available cellular spectrurn for a C.S. 

cellular provider. In practice. AMPS carriers must provide a 270 kHz giiard band on 

cach sidc of the spectrum dcdicated for 'I'l:\/EIt\-Y5 [226].  

I!nlike t lie 0 t h  cellular standards. in TIr\/EIA-$5. the user da ta  rate changes 

in real t ime to utilize the voice activity. The original speech coder in t h e  TlA/EII\- 

95 standard is the 9600 bps Code Excited Linear Predictive (QCELP) coder3. This 

vocoder has the capability t o  detect voice activity and reduce the data  rate to 1200 

bps during silent periods. Intermediate data  rates of 2400. 4800 and Y600 bps are 

also used for special purposes (261. Therefore, ini t ially a maximum data  transmission 

rate of 9600 bps is supported by the TIA/EIA-95 standard. With a fully operational 

multimedia PCS. some of the  available services might require higher transmission 

rates. For t his reason. the t hi rd generat ion evolu t ion pat h of T IA/EIA-95 is envisioned 

to provide wider band services at 2.5 MHz and 5 MHz [46]. TIA/EI.4-93 provides for 

a portable subscriber terminal that can be used in a variety of different environrnentç 

(e-g. at home. office. on t h e  street and a t  different speeds). 

'The TIA/EIr\-95B release al= supports service in the 2000 MHz band. 
3 A  14400 bps speech coder is now part of the TIA/EIA-95-B as  a second option 



!'Il<* c-ovwaqix arca or t hi. wirikis systt3rii is parti tioried into cells. eacti Iiavirig its 

own base station. Thc digital operat ion of tlie TI..\/ EItI-Se', standard ~ises CDhIA 

for both directions of transmissiori. In what follows. the transmission from base 

stations to a given subscribcr i s  referred to as the -Forward C'DM:\ Channel- or 

-Dowrilirik C'hanriel- arid t h e  transmission from t h e  subscriher to the base stations 

is r ~ f t ~ i ~ t v l  t o iis i t i t s  - * I b v n o  ( 'I)Sl:\ Uiariri<~l" or -I.'pliri k ('liaririel". -l.l.-\/ El:\- 

9.5 uses different modulation and spreading techniques for the Forward and reverse 

links. On the forward link. the base station synchronously transmits the user data 

for al1 mobiles in the cell by using a difkrent spreading sequence for each mobile. :\ 

pilot code is also transmitted simultancously and at  a higher porver level to allow al1 

mobiles to use coherent carrier dctection while estimat ing the channel characterist ics. 

On thc reverse link. al1 mobiles respond in  an asynchronous fashion and have ideally 

s constant signal levcl due  to power coritrol applied b~ the base station. Due to thc  

characteristics of t h e  reverse link. non-coherent detection is used at the base station. 

Roth fortvarci anci reverse Iin k characterist ics are summarizd  below. 

2 . 9 .  Fo rirw rd CD.11.4 Channel 

The TI=\/ EIA-95 standard specifies a forward link CDMA waveform design t hat uses 

a combination of frequency division. pseudorandom code division. and orthogonal 

signal mu1 tiple access techniques in the 869-894 MHz as well as 1800-2200 MHz bands. 

Frequency division is employed by dividing the amilable cellular spectrum of 23 MHz 

into nominal 1.25 SIHz bandwidth channels. Normally. a cellular system wouid be 

implemcnted in a service area within a single radio channel until dernand requires 

erri ploynient of addit ional cliannels. 

Pseudorandoni noise bina- codes are used to distinguish signals received at a 

mobile station from different base stations. 811 CDMA signais in the systern &are a 



quadrature pair of PN codes. Sigrials from rlifrerent cclls and sectors arc distirigiiistitrl 

by time offsets from the basic universal code. In ot her words. time offsets of the two 

universal P'i sequences form t htt base station identification. The PX codes used art. 

generated by maximal lengt h shift registers t tiat produce a code ivit ti a period of 3'1768 

chips ('2261. The P N  chip rate is 1.22SS hl Hz. or exact ly 128 times t h e  niaxirriuni !)CO0 
- .  

hps  inforr~iatiori t ransriiissiori r a k .  I hiis. t hi. prwcssing gai ri of t hc s~-s t iwi  is stBt at 

1'2s. 

Signals are transmi tted from a given base station synchronously and t tiey share 

a cornnion PS code phase. They are distinguished at the mobile station receivcr by 

using a signal spccific bina- ort tiogonal code based on Lb'alsh funct ions. The Walsh 

function in question is 64 PN chips long and represents 64 different orthogonal codes. 

This provides near perfcct isolation betvvcen multiple signals transmittcd by the same 

base station. 

Thc information to be transmit ted is convolutionally encoded to provide error 

correction and detection capabilities at the  mobile receivcr. The code used has a 

constraint length of nine and a code rate of one half ['226]. The encoded symbols 

are interleaved to combat fast fading and error bursts. To provide communications 

privacy. each data channel is scrambled with a user addressed long PN sequence. 

After t he  TIAJEIA-95 standard was accepted, it was claimed that word interleaving 

as opposed to bit interleaving would result in a capacity increase of 1-2 dB ['28.29. 1331. 

Later. this result was shown to be misleading since in actuality the advantage of word 

interleaving over bit interleaving is signif cantly smaller and is limited only to the 

cases of slow* fading [251]. Furthermore. the extensive memory requirements of the 

word interleaving scheme make it a highly impractical system. 

Since there are 64 different Walsh functions and a different Walsh function has 

to be used for every different transniittcd signal. a maximum of 64 different signals 

can be sent simultaneously in the forward CDMA channel as shown in Figure 2.1 1. 
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FORWAFLD CDkIA CHANNEL 
(1.23 MHz rhnnnrl 

bue station) 

WO W32 W1 'O W 7  W8 

W a Ca& Channel 

Figure 2.1 1: TIA/EIA-95 Forward Channelization ! 2 7 ]  

Figure 2.1 1 shows a11 of the signals transmitted by a base station on a particular sector 

antenna, Out of the 64 forward code charinels avaiiable for use. one chan ne1 is reserved 

for the pilot channel. The remaining 63 channels can be configured dynamically to 

satisfy the traffic demmd. Of the 63. a maximum of ï channels could be allocated as 

paging channels and a maximum of 1 as the synchronization channel which would leave 

a minimum of 55 channels for the cellular traffic. At times of heavy cellular t r a c .  a11 

of the paging channels and the synchronization channel could be replaced as traffic 

channels niaking the anilable number of trafic channels to  be 63. The TIAIEIA-9.5-B 

release allows for one Fundamental and up to seven Supplemental traffic code channels 

to be allocated to one user to achieve higher data rates [220, 221. 2241. Obviously 

each code channel has to select a different Walsh code [rom the set of 64 to provide 

orthogonality amongst thernselves as well as traEc channels intended for other mobile 

stations and cornmon channels (pilot. sy nchronization and paging channels). 
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l'lic t raffic ctiarinrls contai ri  powcr control iriforniation as well as t hc  informat ion 

d a t a  as shown in Figure 2.1 1. To minirnize the  average bit error ra te  for each user. 

TI..\/EIt\-9.5 forces each user to provide the sanie power level a t  the  base station re- 

ceiver. T h e  base station reverse channel receiver estimates and responds t o  the signal 

strength for a particiilar mobilc station. Since both t he  signal and t h e  interferencc 

rharactt3rist ics iirt3 w r i i  iiiiiiiII>. \+;ii.~-irig. potv ibr  rorit roi ~~pf la tvs  art. srrit 1))- t hi. iiast. 

station every 1.25 msec (a t  a rate of 800 bps). Power cont rol commands are sent to  

each subscriber unit on the forward control subchannel which instruct t he  mobile to  

raise or lower its transmitted porver in 1 dB steps [lS.j]. 

An  important aspect of the forward link rvaveforrn design is the  use of the pilot 

signal t hat is transmitted by each base station and is used as a coherent carrier refer- 

ence for demodulation by al1 mobile station receivers. T h e  pilot channel is used also 

to  acqiiirc timing and provide a means for signal st rengt h corn parisons between base 

stations to  determine when to handoff. The pilot is transmitted at a relatively higher 

level than ot  hcr types of signals which allows for extremely accurate t racking ['126]. 

The pilot signal is unmodulated by information and  uses the  zero Walsh function 

(which consists of 64 zeroes). 'i'hos. the pilot simply consists of the  quadrature pair 

of PN codes t hat  the  base station uses. The mobile station can obtain synchronization 

with the  best base station by searching out every possible t ime shift for t he  universal 

PN pair. The strongest signalk t ime offset corresponds t o  t he  time offset of the  base 

station with which the  communication would be established. Note t ha t  a subscriber 

could be served by a base station that  is different than t he  ciosest base station. After 

synchronization. the  pilot signal is used as a coherent carrier phase reference for de- 

modulation of the other signals frorn the  base station. T h e  pilot channei is also used 

for initial power control by the  mobile. which adjusts i ts  output power inversely t o  

the  total signal power it receives [-46. 2521- Power control is a basic requirernent in 

CD41.4 systems that  use correlator receivers and will be discussed in Section 2.5.3 in 
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more clet ail. 

Once the pilot channcl is acqiiired. the stibscriber starts dcrnodulating thc syn- 

chronization channel. Thc syrichronization chniinel has a preassigned Walsh fiinction 

( W 2 )  t hat is known by all of the subscribers (2261. This chanriel conveys tinie of 

(la? and the tirrieoffset of the pilot t'Y code for the base station relative to triie tinie. 

I'his allo~vs t l i t .  iviri~ltw IiiiiiiIsi't to riio\x.  i t s I iriiiriq frorii that aligiiotl [vit  ii r IL(. ~)ilot 

PX code to the true time. The true tirne. whose distribution in tlie systeni is provided 

by the satellite based. global positioning system (GPS). is assumed to be the sarne 

for al1 b a c  stations. 

Once t riic timing inforrriat iori is actiievcd. t lie subscriber dcmodulatcs the infor- 

mation sent by the base station by niaking use of its own Walsh function. Since. 

when perfectly synchronized. this channel r d 1  be conipletcly orthogonal to t h e  ot her 

tj3 ot her ctianncis t hat t hc base station might be scnding. cochaiincl intcrfcrcnco will  

not be scwre (ideally it ivill he zero). 

A t  bot h t hc base station and the  subscri ber, RAIiE receivers are used to resolvc 

and combine the multipath components observed due to  the mobile channel character- 

istics. The  aim in using RAKE receivers is to reduce t h e  effects of fading. In almost 

al1 TIA/EIA-95 implementations. a three path RALE receiver is osed at the hase 

station. 'The TI..\/E1&95 standard also provides base station diversity by providing 

soft handoffs. During a soft handoff. the mobile making the  transition between cells 

maintains links with a number of base stations during the transition. The  mobile 

combines the signals from the  scrving base stations in the sarne nianner as i t vvould 

combine signais associated wit h different mult ipat h components. 

In summary. the downlink CDh1.A channel is a broadcast channel in which a mes- 

sage consis t s of a signal centered on an assigned frequency. quadrip hase rnodiilated 

by a tirne shifted version or  the universal PX code pair. biphase modulated by an 

assigned ort hogona1 Walsh funct ion. and bip hase modulated by the encoded. inter- 



Chapter 2: DS CDM.4 System klodels 85 

leaved ancl scrarrihled digital inforriiatiori signal. The signaling operation is stio~vn in 

Figure 2-12. 

hlat heniatically. 

scriber 12.  Thcn the 

iri the forrzi 

suppose that base station m wants to corrimunicate wi th  sub- 

information bearing code that the base station will send will he 

where -EXCw stands for encoding, 1 NT stands for interleaving, I N  FO stands for 

the information to be sent. PLV, stands for the universal PN sequence time shifted 

accorcling to t h e  m'th base station id and finally CValsh, stands for the n'th Walsh 

functiori out of 64. Hcre. i t  should be noted that. for a voice signal of 9600 bps. 

the signal s~read ing  is solely achieved by the use of the 64 Walsh functions and 

convoliitional cncoding. The universal PN sequencc does not int roduce any flirt her 

spreading but merely reveals the base station identity and provides security. 

Say. cvery channel has L paths due to diversity. Thcn. mat hematically. t h e  i'th 

base station in  the systern will transmit a signal in the form (excluding the pilot and 

synchronization channels). 

where Str, is the transmitted signal power from the i'th base station towards the r'th 

terminal through the q'th path. mir( t )  is the information signal from the i'th base 

station towards the r ' th  mobile terminal. w , ( t )  is the rwth Walsh function. c : ( t )  and 

c'#) are the  in-phase and quadrature spreading sequences for the i'th base station 

and is the comnion transmission frequency. 

If we have AT base stations in the network and al1 base stations are fully utilized 

( i-e. for ewry  base station al1 62 channels are used by the mobile terminals present 

in the system). the k'th mobile terminal tuned in to receive the signal from the L'th 
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Figure 2.11': TIA/EI.M.i Forivard Channel Signaling ['LX'] 
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~ v h o r e  Spr, is t h e  rcceived signal power froni the  q'th path of the p't h base statiori 

for the r'th subscriber. m i r ( t ) .  c f ( t ) . c : ( t )  and are as above. O,,, is t he  carrier phase 

offset for t h e  q't h pat h of the  p'th base stationos message for the r't h s u  bscriber. Tprq 

is t he  tirne delay introduced by the  q'th path from the p'th base station's to the  r'th 

subscriber. n ( t )  is the  zero mean additive Gaussian noise and N is the  total number 

of base stations serving. In ( U 5 6 ) .  the  first row is the  message to  be extracted. the  

second row is the self interference caused by the multipath. and t he  third and fourth 

rows are the  coctiannel interference. 

It has been stated that  use of a 1.25 MHz bandwidth woutd necessitate the  use of 

artiticial mult ipath to acliieve adequate capacity due to t lie strong correlat ion between 

the  inherent multipath signals in the  wireless channei [go]. For smaller path loss 

esponeiits which are more likely in microcellular environments. artificial niultipath 

tliiwsity of order of as high as -1 may bc needed. A [vider bandwidth (or 10 MHz) 
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tvoiild acliiwt- grcatcr cfliricricirs i r i  twiiis uf ï a p a c i t ~ .  per l l z  [SS. S!)]. ;\ wi(lcr band 

CDMA systeni is part of the  third g ~ n ~ r a t i o n  cdma 2000 systern [-KI. 

The revvrse C'Dl[:\ charirirl is composcd of acccss channels anri  rcvtDrsr t raffic channels 

a h  s w n  i r i  F i q i w  2.l:l ar1t1 optxrat (*s i11  t II(\ S 2  l-S-!!) 1 1  112 ~ L I I ~ I  lNW22UO 111 12 t ~ a ~ l f l s .  

The access channel is iiscd by t tic mobile station to  initiate comrnuriication wit  h t h e  

base station and  to  respond to paging channel messages. 'The reverse CD hlh channel 

niay contain u p  to 32 acrrss channels. At least one access ctianncl esists for erer). 

paging channt4 on t hc corrrsponding lorward çhannrl .  

The CDMA uplink channe1 is also a 1.25 \IHz channel. l'his channel is a tougher 

point-to-point channel as opposetl t o  t hr forward one. Here al1 itsers have t h e  potent ial 

of fading differcntly into t h e  base s i k  re<-tiver. Thiis. a stronger error correcthg 

code is needed. TI:\/EI:\-Y5 standard uses a rate one-third const raint length nine 

convolutional code for this purpose. 

The reverse channel also uses the  same 32768 length universal PX code pair but 

a fixeci code t ime  ofket is used herc. So. whenever t hc b u e  station is to  receive a 

signal. it tunes  itsclf to the  specific time shift reserved for t h e  reverse link channel. 

Messages from different subscribers are distinguished by the  time offset of a very long 

PY sequence (lengt h Y' - 1). This  time offset is in fact. the user's personal telephone 

number- 

:\s stated before. the information that is to be transmitted is convolutionally en- 

coded with a ra te  one-third code of constraint iength nine. T h e  encoded inforrnatioi: is 

t hen interleaved ovcr a 20 msec interval ('1261. The interleaved information is grouped 

in sis syni bol groups to seiect one of the 63 different KaIsh funct ions for traiismission. 

Il the syrnbol group in question is (sO. SI. ~ 2 . ~ 3 .  s+ 94. t h e  Walsh function selection is 



REVERSE CDMA CHAIJNEL 
(1.23Mtit chanrmd tanciRd 

done iising t h e  eqiiat ion [226] .  

The Walsh functians are thcn rnodulated wi th  the  time shifted PX code t h a t  is t h e  

userk telephone nurnber and further offset modulated with the  universal PN code 

that has t h e  reverse link channel specific time offset. The use of Walsh functions is a 

simple way of obtaining 64-a- orthogonal modulation. Noncoherent demodulation is 

performed at the base station. It should be noted here that  for the  forward link. the 

Walsh functioris are determined by the  mobile station's assigned channel whiIe on the 

reverse link. t h e  L'alsh funct ion is deterrnined by the inlorrnation being transmitted. 

Similar to t he  forward link. o n  the TIA/Ei:l-9.5-B reverse link. each user may be  al le  

cated one Fundamental and  up  to seven Supplemental channels. These channels are 

distinguished from orle another by use of long PN sequences wit h channel determined 



t i nie otfwt S .  

Thiis. in stimrnary. the reverse channcl consists of a signal centered on a n  assigneci 

frrquency. oflset quadripliasc rnodulûted by the universal P N  code pair. biphase mod- 

ulated by a lor~g PT code with the user ideritity determined by t h c  code phase. and 

hiphastx niodiilatrd h ~ .  th<% Li'alsh cnco(let1 and convolutionally cricodecl digi ta1 in- 

((,r-r~latit,ti s igr~al .  - l - l ~ t *  rtB\-[*rst- c * i i a r i r i ~ ~ l  s iydi r ig  p r u ( - ( * f l ~ ~ r r  is shown in kÏctlrtb 2.1 1. 

Mat hematically. Say user n wants to send I X  FO to a base station t hen the trans- 

niitted signal will be in  tlic form. 

where P.\;,, is t Lie univrrsal PX code with the f i  xed time offset t hat is designated for 

the rewrse channcl. P.\.,, is the telephone number of user n and k is an integcr ntirnbcr 

hctwcccn O an({ 63 tiepcndent on the information contents. Hcre. unlike the  forward 

channel. \.\'alsh fiinctions are used in the niodulation of the signal. For a voice signal 

of Y600 bps. the P X  sequcnce. which is the only spreading seqiience here. introduces 

a spreading of a factor of 4 beyond what is alrcady achieved through convolut ional 

coding and Walsh function orthogonal 64-ary modulation. Since the spreading factor 

is not large. inter-ce11 interference is not always cancelled. This yields collisions in 

6-I-a- modulated signals. 

Once again. say every channel has L pat hs due to divenity. Then. mathemat ically. 

cwry mobile terminal will send a signal in t hc form. 
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Figure 2-14: T Ir\/  El.-\-9.5 Reverse Channel Signaling [ Z Z ]  
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w h m .  is t iic trarisriii t ted signal poivtrr frorii the i.t h ttmtiirial t hrough t h e  q-t li 

pat h. U J  ( t ) is the j't h orthogonal Walsh funct ion ( j  = 1. . . . -64 )  t hat corresponds to 

the symbol to he transniitted. p , ( t  is the telephone nuniber of the i - th  user. cL( t  ) and 

cq( t ) are the in-phase and quadrature spreading sequences for t h e  uplink transmission. 

Td is t lie offset time and iis t h e  conimon transmission freqiiency. 

the form. 

where r, is a random delay of user i and n ( t )  is the additive white Gaussian noise. 

Every C'Dhl.4 receiver at a g iwn cc11 site operates b>- corivcrting a selcctcd CD.\.[:\ 

signal from one of the mobile stat ion transmit ters into a signal t hat carries narrowband 

digital information. :\t the samc tirne. the ot her signals tha t  are not selected remain 

wide bandwidt h noise signals. The processing gain of t hc systcm iricreases the  signal- 

teinterference ratio from a negative value in d B  to  a level that allows operation with 

an acceptable bit error rate. 

It is very desirable for the  system operators to maximize the capacity of the CD.CI.4 

system in terms of the number of simultaneous telephone calls that can b e  handled in 

a given system bandwidth. The system capacity is maximized if the transmit power 

of each mobile station is controlled so that its signal arrives at the ce11 site with the 

minimum required signal-teinterference ratio. 

If a mobile station's signal arrives at the ce11 site with too low a value of received 

power. t he  bit error rate is too high to permit high quality communications. If the 

received poiver is too high. the performance of this mobile station is acceptable. but 

interference to al1 the other mobile station transmitters that are sharing the channel 



is incrrasrd. arid r i i q  rc.siilt in iiriaccq)t.at)l~~ p d o r m a n c r  t o ot ht.r iisers iinless t lit. 

capacity is reduced. This phenornenon is often referred to as the near-far problem 

[%]. 

Due to the  threat of t h e  near-far problrm. power control is one of the most irn- 

portant system requirrnicnts for C'D.CI.4. 'Lj achiew hiqh capacit?.. quali ty and ot her 

Iwrit+ t 5 .  1 l i t .  ( ' D l 1  :\ i i i o l , i l t l  t ~ l t ~ p l i o i i t ~  sl-sr t l r t i  miploys Sorir\.;lrd ;tn(l i t b i * e r w  l i r i  k p i w r 3 r  

control. 'The objective of t hei power control process is to produce a nominal received 

signal porver from each mobile station transmitter operating wi th in  the cell at the 

cc11 site recciver. Kegarclless of the mobile station's position or propagation loss. each 

niobilc station's sigrial is airned to be at the sanie level at the cc.11 site. 1f all the 

mobile station transniitters within a ce11 site are so controlled. the total signal power 

received at the cell site from al1 the mobile stations is equal to the nominal received 

powr  t irnes t hc ntimber of mobile stations. 

Power control is achieved as follows. Prior to any transmission. each of the sub- 

scribers moni tors the total received signai power froni the ce11 site. .According to the 

porver level it detects. it transmits an initial level which is as rnuch below (above) a 

nominal level in decibels as the  received pilot pocver level is above (below) its nominal 

Ievel. Further refinements in power level in each subscriber can be  cornmanded by 

the ceIl site depcnding on whether the block error rate observed b -  the base station 

receiver for t h e  subscriber signal is above or below a threshold that is acceptable to 

maintain a pre-determined quality of service. 

To rnaxirnize systeni capaci ty. CDMA requires t hat the  receit-ed S.\: R from al1 wireless 

tiandsets be  equal at the base station. This is comrnonly called the near-far problem 

in which wireless handsets closer to the base station have a smaller path loss and thus 
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r 7 

create niore interîererictl w liich signifi cant l!; rtdii(-es t h e  capacit. I o  sol\-cl this. tlit. 

TIA/EIr\-95 standard uses dynamic power control on t h e  downlink pilot channel. 

T w  stages of power control are used: open loop and closed loop. In open loop 

power control. the wireless handset adjusts its transrnitted power using the total 

received power in the receiver. The closer t ht. wireless handset is to a basc station. 

t hc st ronger t lie rccci v d  sigiial lcwl arid t t i c .  I o w r  the  t rarisrriit powr .  Ir1  the closcd- 

loop power control systern however, the base station ainis to ensure that the block 

error rate for the subscriber is maintained at a level that is acceptable using the 

minimum possible handset transmit power. I f  the block error rate is too good. the 

base station sends out a cornmand to have t the handset decrease its transmit power 

by 1 dB. Conversely. i f  the block error rate is not acceptable to sustain the required 

quality of service. it sends out a cornmand to have the handset increase its transmit 

power hy I rl B. 

The uplink channei in TI.\/EIA-95 uses fast. closed power control to update the  

transniitted power evcry 1.25 msec. This power control scheme is intcndcd to over- 

corne the uplink near-far problem as well as mult ipat h fading at low Doppler frequen- 

cies [89]. 

The primary reason for providing power control for the forward channel is to accom- 

modate disadvantaged links from the base station to the wireless handset. At times. 

it is possible for a wireless terminal to have a poor signal quality from each possible 

base station. To overcome this problem. the wireless handset measures the received 

signal guality and periodically transmits the results of the measurements to the base 

station that yields the highest correlation. In addition. if t h e  quality is less than 

a desired minimum value. which may depend on the system load. t hen the  wireless 
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hnndsct irnmediatelv t ransmits t tic rcsiilt.~ of t h  nieasiirement. Ci'hen tlic base sta- 

tion receives a report of poor quality. it evaluates the power needs of al1 t h e  wireless 

Iiancfsets using the base station and decides whether to increase the code çhannel 

power to the wireless handset. The base station can eit her increase its total transmit 

power at t h e  cxpense of increasing interference to wireless handsets ~isiiig other t m s r  

s i  atiuris. o r  t tic I~aso statiorl çaii nviist riLiitc. p o w r  Irorii wir&ss Iiaridscts \vi t  h gooc1 

quali ty to the disadvan taged wireless handset. 

'The downlink channel in TIA/EIr\-95 uses closed loop power control to follow the 

slow variations in the signal to interference ratio due to shadow fading and patti loss 

(slow power control) or to adapt to both slow variations as well as fast variations 

due to fast rnultipath fading (fast power control). P o w r  control obviously eflects the 

individiial signal power. The downlink sigrial power (Si,, in (2.156)) is defined to be 

. 
where P,,, is the initial power. xfr 1s the power variation due to fast power control. 

ai, is the power variation due to slow power control. 7? is t h e  power variation due to 

shadow fading and path loss and afj is the power variation due to fast fading on the 

j ' th  path of' the i t th  transmitter signal. 

2.3.9.3 Further Aduantages of Power Control 

An important gain from the power control algorithms is the reduction of the average 

transmitted power in both downlink and uplink signaling. Most of the tirne propaga- 

t ion conditions are benign. Narrowband systems must always transmit wit h enough 

power to override the occasional fades. CDh1.A uses power control to provide only the 

power requircd a t  the time. and thus  reduces the average p o w r  by transmitting at 

high levels only during fades. This reduction means that the mobile stations also have 
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rediiced transmittcr oiltpitt r rq~ i r~n ic r i t s  wliirli rcdiices cost and allows larger power 

iinits to operate at larger ranges than the  sirnilarly powered analog or TIh/EI.A-54 

based digital cellular systcriis. Flirt herrnore. a reduced transmit ter output require- 

ment increases coverage arid penetration and rnay also allow a reduction in the  oumber 

of cells required for covcragc. 

2.4 The cdma2000 System Proposal 

While the evolution path to a 3G system is dependent on many factors. the TIA/EIA- 

95 operators have explicitly expressed desire to ensure that the evolution path towards 

cdmaY000 should allotv coc~xistencc and integration of both 2C; and 3C: systems [XI. 

'The TlA/EIr\-$5 commiinity has developed a two phase plan to evolve the second 

generation system. The first phase provides for increased transmission rates wit hout 

changing t hc infrastructure hardware. :\s descri bed in the previous section. t his 

is done by aggregating misting T I:\/EIr\-95 code channels on both the downlink 

and the uplink. This ca~abi l i ty  has becn included in the TIA/EIr\-9.5-B release of 

the standard [2X; 'The second phase is targeted towards 3G and IMT-2000. The 

TIA/EIA-95 based 3C: system will offer enhaocements within the l . 2S8  Mcps chip 

rate as well as introducing a three-times chip rate of 3.6864 Mcps. Compared to 

the 2G system. the proposed 3G cdma2000 system has t h e  following distinctive new 

features: 

fast power control in the downlink 

a coherent uplink using dedicated pilot 

interfrequency handoff 

optional mult iuser detection use at the  receivers 



O additional pilot cliannci in thc  downlink for beanilormitig 

a provision of transmit diversity for downlink 

We now summarize the forward and reverse traffic channel configurations of the  

ct l  ma2000 standard proposal. 

2.4.1 Foru,ard CDiGI.4 Channel 

:\s stated above, the 3G system will support chip rates of 1.2288 iLlcps. 3.6861 Mcps 

and higher. There exist two options as to how the information bits can be spread 

arross t h e  bandwidths latger than the basic ZC bandwidth of 1.23 MHz: multi- 

carrier and direct spread. The mult i-carrier approach de-rnult iplexes syrnbols t hat 

are encoded. repeated. punctured and interleaved into :V 1.25 .ClHz carriers. Each 

siih-carrier realizes sprcading with a PN code rate of I.2ZSS Mcps. Sote that since 

de-multiple'ring of the data is done past encoding, the  multi-carrier systern provides 

the information bits to be spread across the ent ire allocated bandwidt h. not just one 

of the  sub-carriers. Figures 2.15 and 2-16 show the building blocks of the rnulti-carrier 

forward link for the traffic channels. 

The direct spread approach. on the otber hand. transrnits the symbols on a single 

carrier. which may be spread with a chip rate of 1.2255 Mcps. 3.6564 Mcps or higher, 

depending on the allocated bandwidth. The multi-carrier approach makes it easier 

to maintain backwards compatibility to TIA/EIA-95 while providing easier signal 

processing at the base station [32]. Most importantly. the multi-carrier approach 

enables an overlay to the existing TIA/EIA-95 carriers in frequency. On the ot her 

hand. the multi-carrier approach may potentidly be comples since al1 of the existing 

su bcarriers have to be demodulated simult aneousl.  'The direct sequence approach 

has lower peak to average power ratio. thereby simplifying the design ol the power 
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Figure S .  15: cdma2000 Forward Link - Part 1 [%29] 
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ampli fiers. Ciirrent l y. t lie mu1 t i-carricr approach is favored over the direct-spread 

approach within the standards commiinity 

The cdma2000 system still uses ofisets of binary PX codes to distinguish signals 

received at a mobile station from diKerent base stations. However. to achieve higher 

data rates rvithout being Walsh code limited. the system uses QPSK modulation. 

As slio\vii in  Fiytirc 2.16. a (.oniplos qiiadripliasr PX sprmding follows t his opcrat ion. 

The cdrna'2000 system dedicated code channels are the Fundamental Channels. 

Supplernental Channels, Dedicated Auxiliary Pilot Channels and Dedicated Control 

Channcls. Provision of muIti-codes in the form of one Fundamental Channel and 

zero or more Supplemental Channels is still used in t h e  :3G system. However. unlike 

TM/ ELA-95- B. w here the individual Sup~lernental C hannels always use the Wals h-64 

alphabet for spreading. variable spreading is employed in the 3G system. That is. 

achieving higher transmission rates is accomplished bot li by using multiple code chan- 

nels and by decreasing the Walsh sprcading on the individual codes as the required 

transmission rate incrcases. 1 t is possi bie to have parallel Supplemental Cliannels use 

different Walsh alphabets. In t his case. the system has to ensure t hat the Walsh codes 

from the different alphabets are still orthogonal to one another. The 3G system may 

not require any rate determination for the Supplemental Channels. The number of 

Supplemental Channels and their conesponding transmission rates may be signaled 

explicitly to the mobile station by the base station. 

From a performance point of view. use of multi-code transmission as well as vari- 

able spreading to achieve higher transmission rates does not offer any advantages over 

using a single code with variable spreading provided that the processing gain never 

becomes too small. However. in a system where a user is allowed to request multiple 

services sirnul tanmusl- division of the  services into mu1 ti ple codes. one per service. 

will clearly ease the management of the individual services. 

Unlike t he  ZG system? the encoding of the Fundamental and Supplemental Chan- 



rirls rn-. I>e different in  t h e  systmi. Sirici. t h e  II(; systcm is siipposcd to provide 

a multitude of services with different qriality of service requirements. the encoding 

scheme may change from service to service. 'I'he generic Fundamental and Supple- 

rnmtal Channels are encoded using constraint lcngth 9 convolutional codes and Turbo 

codes with block lengt hs varying betrvcen :1ÏS bits and 20730 bits depending on t hc 

(lata rat P. wspect ivibl!.. .\s i r i  t hi.  %; syst  cril. the cncodirig proccss is followcrl h!. 

syrnbol repetition. puncturing and interleaving. 

.4 new characteristic of the 3G system is the use of Spatial Division Multiple Access 

( S  DM:\) for very high ratc mobile stations or mobile stations in high propagation loss 

environrnents. In these instances. a spot beani in  the form of a Dedicated tluxiliary 

Pilot Channel is generated for the user in question. When using adaptive antennas 

in this mode. t h e  channel response between t h e  mobile station and the base station 

in angle and delay space is nicasiired periodically and is used to adjust the pattern 

of t h e  forward link antenna. 

Another new characteristic of the  :IG forward link is t h e  use of transmit diversity. 

I t  is possible to achieve transmit diversity for both rnulti-carrier and direct spread 

options. In multi-carrier. antenna diversity may be implemented by using multiple 

antennas where a subset of the subcarriers is transmitted o n  each antenna. In direct 

spread. on the other hand. orthogonal transmit diversity may be employed where 

encoded bits are de-multiplexed into a number of paralle1 data streams and are tram- 

mitted via separate antennas. Each antenna uses a code that is orthogonal to the 

codes used by t h e  r a t  of the antennas. Transmit diversity. obviousl- increases system 

performance as it increases frequency diversity. 

The Dedicated Control Channel in the cdmaZ000 forward link provides the mobile 

with poiver control information and layers one and two signaling, primarily to  support 

the packet data services. 

The 3G system forward link common code channels are the Pilot Channel. Corn- 



mon :\uxiliary Pilot Charinel. Paging Channel. Synchronization Channel and Corn- 

mon Control Channel. The Pilot. Synchronization and Paging Channels for t he  

cdma2000 formard link are  sirnilar to their counterparts in the  TIA/EIA-9-5 lorivard 

link. The  Common Aiixiliary Pilot Channel operates exactly t h e  same way as the  

Dedicated :\u.uiliary Pilot Channel but is intended t o  service a multiple number of 

mobile stations located in a cliister rvithin a cell to  increase coverage and capacity 

in the cluster. The Common Control Channel is used for maintaining packet da t a  

services. 

In the  ccima'L000 forward link. the  power control is closed loop and is significantly 

Faster t han  i ts  second gencrat ion counterpart . The power cont rol commantls. sent bu 

the mobiles on t heir Pilot C'hannels. are  used t o  modify the transmission powers a t  

the hase station. I'pdates are perforrned a t  a rate of SOO ZIz. 

2 . 2  Reverse CD.I.1.4 Channel 

Perhaps the most significant difference between TI:\/ EL\-95 and cdrna2000 reverse 

links is the  presence of non-coherent versiis coherent reception capabili ties in  the  

X; and :K: base stations. respectively. The  9G reverse link. like its formard l ink 

coiinterpart. uses dedicated Pilot C'hannels that enable t h e  base stations to cohermtly 

dernodiilate mobile stations' signals. 

In the :$Ci reverse link. the  encoded information symbols are transmitted on a 

single carrier. which is spread with a chip rate of L 2 S S  Mcps. 3.6S6-I 4Icps or higher. 

depending on  t he  allocated bandwidth. 

The 3G system still uses orsets  of long binary P.\' codes to  distinguish between 

subscribers. In the second-generation s - s tem.  the long PX codes a re  ais0 bcing used 

to distinguish betiveen the  Fundamental and Supplemental Channels of a given user. 

Horvever. in t he  :X system. Walsh codes are used for this purpose. 



icated channels. The dedicatecl channels. narnely. the  Pi lot Channel. Fundanient al 

(.'tianncl. S upplernent al ( 'hannel and Dedicated C'ont rol Channel arc separatecl b!. 

bot h l ialsh ftinctions and transmission of the  Pilot and Dedicated Control C'hanncls 

on the I channel and t tie Funclaniental and Siipplenicntal ("hannzls on the  Q charinel. 

1 - l i ~  srparxt ion of t l i v  C-Ii;iiiiitbls i i i  tliv ()PSI\: riio(lii1atioii is iritttiiclt8d tu  nv1iii.v t l i t .  

peak-teaverage power ratio. The QPSIi niocliilation is follorved by coniplex qiiacl- 

riphase spreading. Figures 2-17 and 2.1s show the building blocks of the  re\wsc link 

dcdicatccf c hanncls. .' 
The :1C; reieerse link st rticture uses const raint leiigt ti !I convolut ional codes for t tic 

Fundamental Channel. Like the  forward link. the Supplemental Channel may choose 

a variety of different codes depending on t h e  service. but the preferred coding scheme 

is Turbo codine - wi th  block lcngths varying bctween 378 bits and 20730 bits depentling 

on the  data rate. Encoding procedure is followcd by syrnbol rcpctitioti arid piinctiiring 

to achicve the dcsireri symbol rate and interleaving to combat fast fading. 

The Pilot Channel in t he  3G reverse link is used for initial acquisition. tracking. 

coherent recept ion and power control measurernents. The Pilot Channel consists 

of a fixed reference value arid incliides time multiplexed forward link power control 

in format ion. 

The Fundamental Channel is a variable rate channel. which supports the  es is t ing 

TIA/EIh-95 t ransrnission rates. It conveys signaling messages. voice and possibly 

part of the data streani. The Supplernental Channel is a high rate channel. typically 

itsed for data  transmission. T h e  Reverse Dedicated C'ontrol Channel is developed to  

support packet data services. 

The reverse link also has trvo comrnon channels. namely. t he  Access Channel and 

t h e  Conirnon C'ontrol Channel. Both of these channels are  distinguished from one 

anothcr by means of diflerent offset long PN codes. Thcsc channels are used for t he  
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Fisure 2.17: cdma2000 Reverse Link - Part I [ 2 9 ]  
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ronirniiniçation of layrr thrcr aritl n id ia  access (:ontroi niessages froni the mobile 

station to the base station. 

As in t he  case of TlAIEIA-95. t h e  3G reverse link power control consists of open 

and closed loop power control algorithms. The closed loop power update rate is 800 

Hz. 

In this  chapter. mathematical models for DS CDMA systems are developed. Dif- 

ferences betiveen the biphase and quadriphase spread systems are studied and be- 

haviours of DS CDMA systcms in simple AWGN and multipath fading channels are 

disciissed. Brief overviews of the TIA/ EIA-9.5 standard and i ts t hird generat ion ev* 

I tit ion. ctlrna~OOO are also given in  t his cliaptcr. 



Cliapter 3 

ANALYSIS OF DS CDMA SYSTEMS 

Analysis of DS C D M A  systems in AWGX and rnultipath fading channels is a 

well studied problem. To date. emphasis has been on approximations. bounds and 

simulation techniques since the exact calctilation was believecl to be computationally 

difficult [SOI. This ctiapter presents a brief overview of sortie of the results docuniented 

in the literature. 

3.1 Approximations 

Throughout the years. various approxiniation techniques have been proposed in the 

literature to calculate error probabilities for DS CDM.\ systems. One particularly 

popular approximation has been the Standard Gaussian Approximation (SGA).  Here. 

only the desired user's signal is considered and al1 o the r  users which are simultaneously 

using the channel are t reated as interfering addit ive Gaussian noise having uni form 

power spectrum over the band of interest. The SGA derives much of its appeal from 

the fact that it is very easy to compute regardless of t he  magnitude of the processing 

gain or the nurnber of users present in the DS CDh1.4 system. The SGA is based on 

the Central Limit Theorem which states that the sum of a large number of rnutually 

independent random variables tends towards the normal distribution provided certain 

constraints are satisfied (-061. Thus. the SGA assumes t hat the interference terms are 

rnutually independent and tha t  there exist a large number of thern. As WC have shown 

in Chapter 2. in reality the multiple access interference terms in a DS CDMA system 
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are inclcperident only whm conditiorird or1 a set of specific operating conditions of 

every user as well as the discrete apcriodic autocorrelation function of the desired 

user's spreading seqiience [124]. Thus. the  SÇA is not always accurate enough. This 

observation led to  t h e  proposal of' another Central Limit Theorern based approxi- 

mation. namel- the  Irnproved Gaussian Approximation ( IG:\) [155. 1.761. k r e .  the  

riitilt iplv accrss in t~rkr t - r icr  tcrnis arcB coridi t iuricd oii t liv particiilar opcratirig con- 

ditions of each user so that  t ticy become mutually independent. The Central Limit 

Theorern is then invoked t o  find the conditional error probability. Finally. the  total 

probability theorem [166] is used to nurnerically finci the unconditional error proba- 

bility. ICA is naturally more accurate than t he  SGA. However in [155]. evaluation 

of the  expressions used to describe the K A  technique requires signifi cant cornputa- 

tional tirnc and complexity. Recently. this \vas overcome by a Taylor series based 

approxiniation [SOI. Since SCA and IGA are the  most popular techniques to approx- 

imate DS CD.Cl.4 systern performance in the  literature. these techniques are studied 

in detail in this chapter. T h e  ICA scheme has only been presented for the  analysis of 

asynchronous DS CDMA systems in the literature [go. 131. 155. 156. 185.2121. Here. 

we extend on this work and present an ICA scheme that is valid for asynchronous. 

synchronous and quasi-synchronous systems. 

Other  approximations have also appeared in the  literature. Approximations based 

on the Gauss-Quadrature met hodt characteristic function of the multiple access inter- 

ference a n d  moments are among the alternative techniques proposed. These methods 

are briefly presented in t his section as well. 

J . I . 1  The Staridurd Gaussian A pproxïrnatiori (SG.4) 

In a narrow-band communication system with additive noise present a t  a correlation 

receiver. a d a t a  bit error occurs when the  integrated amplitude of the  noise exceeds 
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the i n t e g r a t d  amplitiide of t h -  (It~sirrd signal iri  the  opposite direction. caiising a 

decision error a t  t h e  receiver. If the noise is a zeremean Gaussian process. then the 

probability of bit error may be calciilated by first finding the signal-to-noise ratio 

(SNR). N e r t .  Q ( r ) .  defined by? 

is used to  evaluate the probability that  a wrong decisiori is made at a receiver. i n  

ot her words. 

P ( E )  = Q(&RE)- 

.-\clditionally. i f  the noise is white. then  its autocorrelation function is impulsive. and 

the process produces values ivhich are uncorrelated ( and  hence independent) from 

instant to instant in t i m e  making the  channel errors also independent from data bit 

to data bit. 

In a practical DS C'D3l.4 system. the re  usually are a large numberof active users a t  

a given tirne. Every user transmits a PX modulated binary signal that is independent 

from the  other  signals. These signals becorne only conditionally independent once 

t hey are processed by the  correlation receiver. The  SGA approxirnates the multiple 

access interference caused  by t hese signals as additive white Gaussian noise wit h vari- 

ance equal to  the sum of the individual interfering signal variances. Thus. t h e  SGA 

not only approximates the interference terms as Gaussian distri buted. but also ignores 

the condi tional dependence of the individual multiple access interference terms. Along 

wit h the niult iple access interference, the  telecomrnunicatio~ channel usually intro- 

duces channe1 noise which is niodeled as zero mean additive white Gaussian. Then, 

using the  fact that the surn of two Gaussian random variables is still Gaussian with 

mean and variance equal to the sum of the individual means and variances. respec- 

iively [166]. the equivalent noise as seen by the SGA can be modeled as zerci-mean 

Gaussian wit h tariance equal to the sum of t h e  variances of the  channel noise and the 
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niiiltiple access interference. Oncc siich a n  approxiniation is macle. the prohnbility of 

error for t he  system in question can easily be  found using (3.2). 

To facilitate a bettcr understanding of t h  SC;:\ and its limitations. let us revirw 

the central limit theorem (CLT) here. This theorem is very well known and is given 

Iiere \vit hout proof. Further details and proof of t h e  CLT can be found in [5 1. 56.  

206. ltjtii. 

'rheorem: (The Central Lirnit ï h e o r e m )  Let .Y1 -Y2.. . . be mutually independent 

one-dimensional random van'abies with distributions F,. F2t.. . =Issume 

und put 

.-lssurn~ lhal for  each t > O 

or. whal a.mounts to the same. that 

Then. for large n. the distrib~tion of the normalired sum 

tends to the n o m a l  dislrilution with zero erpectation and unit uariance. 

This version of t h e  CLT. first proposed by Lindeberg [51]? guarantees that the 

individual variances oS are small when compared to their sum sf in the  sense that  

for giverl c > O and al1 n sufficiently large. 
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111 ot h ~ r  ivarcls. for  th^ ( 'LI' to h~ r(wmrial>ly acciiratr t l i r c e  important roritlit ions 

need to hold: the  random variables in the summation should b e  iinconditionally 

intlepentlcnt froni one anot lier. t h e  ritirnber of random variables in t hc  suni shotild be 

large. and none of their corresponding variances should dominate the variance of the 

siirriniat ion. 

at t h e  oiitput of the correlator receiver are inter-dependent but also the interference 

terms from the chips of an individual multiple access interference are chipto-chip 

dcpenclent. This poses an analytical challenge on the evaluation of the DS CDb1.4 

systcm performance [14.7. 1.561. For t lie analysis to progress wit h reasonable eflort. it 

is ternpt ing to assume somewhat independent multiple access inter ference ternis and 

independent chip error events for each interferer within one symbol duration. The 

SC;:\ clocs jiist that by first approxirriating the interfcrcncc tcrms by wtiitc Gaiissian 

random variables and t hen using an average interfererice variance for each terrri. This 

is siniply because the C; . ( K  - 1 ) interference terms in  (2.3 1).  thoiigh only niutually 

independent given CI ( 1 ). ri, and ok, are in fact uncorrelated. Therefore. when the SGA 

approximates t hese terms as Gaussian dist ributed. t hey are automatically assumed 

to be iinconditionally independent as well because. i f  a group of random variables are 

uncorrelated and Gaussian distributed. they are also mutually independent [166]. 

CVe now derive the error probability expression for the coherently received DS 

ÇDiL1.I system described in section 2.1.1 using the SGA. 

In (2.6s). suppose that ai,o = 1 represents the binary symbol 1 and aiWo = -1 

represents t h e  binary symbol0. The decision device in Figure 2.2 produces the symbol 

1 if the decision statistic. Zl > O and the symbol O if Z1 < O. An error occurs if Li < O 

when a1.o = 1 or if Zi > O when a1.o = -1. Therefore. 
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As stated before. the use of the SG-A to determine the bit error rate of the DS 

CDMA system is based on the  argument that the decision statistic. ZI. given by 

as shown in (2.67)-(2.71). may be modeled as s Gaiissian random variable. The first 

cornponent in equation (9.4). D = m = i . o T .  is deterministic. The other trvo comp* 

nents of Zi are asstirned to be zero-mean Gaussian random variables. -4ssiiming t hat 

t h e  additive channel noise is a bandpass Gaussian noise. it has already bwn stated 

that .V is a zero-mean Gaiissian random variable with variance .VoT The Caussian 

approximation t hen. derivcs an expression for the bit error rate based o n  the assump- 

tion that  the multiple access interference term. .Il. in (3.4) ni- be approximated by 

a Gaiissian randoni variable. From (2.71). -11 cari be written as. 

Once JI is assumed to be C;aiissian distributed. from (13.2). (XI )  and (:]A). the SGA 

where m T  is the desired signal term. .VoT and a;[ are the variance of the .\WC3 

and multiple access interference terms. respectivelu. and Q ( x )  is the error function 

defined in (3.1). 
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To evaliiate (3 .B) .  wc necd to fintl the variance of the  iriiiltiplr access interferencc 

term. ai.[. We first find t h e  variance conditioned on a specific set of operating con- 

ditions. namely. K - 1 normalized time delays. {oz. 03. . . . . eh.}. K - 1 phase offsets. 

{&. 0% . . . . oh. 1. Ii - 1 user power levels. { P2. &, . . . , PK }, and finally the niimber 

of chip transitions during one symbol duratiori of the first user's spreading sequence. 

1 f ?  l i t  i f r  i n  ( 5 )  \\'e i l t~ i i r ic  v to brx the coritlitiorial variance of J I .  \{-P 

then get. 

(3.8) can be evaluated by making use of the equations (2.16)-('1.59). In this case. 

Substitut ing (3.9) into (3.7) yields, 

The  SGA uses the expected value of (3.10) in  (3.6). Recall that g k  is uniformly 

distributed over [O. A]. ok is uniforrnly distributed over [O. 2x1 and E{I BI) = (G- 1 )/2. 

Then. averaging over the distr ibutions of g k .  & and 1 B 1 yields. 

(a.  i l )  
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Soiv. if t hc systcrn is asynclirorioi~s. X = 1. Theri. (9.1 1 ) sini pli fies to. 

Sirnilarly. if the  systern is synctironoiis. A = O .  In t his case. (3.1 1 ) simplifies to. 

Finally. quasi-synchronous systems have h E (O. 1). For a given value of A. t h e  general 

expression of (3.1 1 ) can be used to evaluate the multiple access interference variance. 

WC can now substitute (3.11). (3.12) or (3.13) into (3.6) to 

the average error ~robability. For an asynchronous system. 

P( = Q 

Similady. for a synchronous systern. 

find the expression for 

Finally. for a quasi-synchronous system. 

In typical mobile environments, communication links are interference limited and 

not noise limited. For an interference limited channel. the multiple access interference 

term variance would be significantly larger t han the AWGN term variance. In this 

case. the generalized average error 

approsimated by. 

probability terrn for a DS CDMA system may be 
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Fiirt lirrrrior~. the probability of tvor  t~rprcssioii can he flirt lic~r sin~plified if t t i ~  intli- 

vidtial powr  levels are iden t ical. Pi = P. = . = Ph. = P. 'i'his represcnts an  ideal 

case scenario where the systern niairitairis perfect power control. In this case. 

which is the well-know error probability expression for DS CD'r1.A systenis that have 

appearcd in the literatiire numeroiis times [LI. 156. 17s. 2121. 

Note that the SGA evaluates the error probability of a DS CDh1.A system assum- 

ing t hat t h e  variarice of the niultiple access interference assumes its average value 

which in tiirn causes one to overlook the  conditional independericr of the niiiltipl~ 

access interference terms. This soniet irnes yields quite optimist ic results. :ln alterna- 

tive espression for the error probability of the  same systeni is presented in the nest 

section. The alternat ive scheme averages the bit error rate over al1 possible opcrat ing 

conditions rat her t h a n  evaluating it  nt t h e  average opcrating medium. as was done in  

SGA. 

-4s stated before. the SGA does not always give accurate results. It has been stated 

in [ lX]  and [185] t hat t h e  SGA is reliable only when the nurnber of active users in the 

system. Ii. is large. As shown in Chapter 4. the ( K  - 1) multiple access interference 

terms are independent when conditioned on Ci ( I )  which is defined in (2.53) and 

represents the discrete aperiodic autocorrelation function of t h e  spreading sequence 

of the first user. The G terms that make up one of t hc ( li - L ) multiple access 

interference signals are aIso independent when conditioned on t h e  relative time and 
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phase oîfsets of tlic intcrfcring signal. represrrited by g p  and ok. respectitdy. Wicri 

the variance of the multiple access interference term is averaged, as is the case in 

SGA. the information from the conditional independence is not utilized. This is the 

main reason rvhy the SGA is not always reliable. In situations where the SGA is riot 

appropriate. a more in-depth analysis which allows one to take the inter-dependency 

of t h e  rniilt iplc accrss interference tt!rnis aiid t lie chip-techi p dcpendcriq betn-ecn 

the chips of cvcry multiple interference term into account can be applied. The [GA 

is based on the observation that the G . ( Ii - 1) multiple access interference terms 

in (2.3 1 ) are condit ionally independent. tlence. from the central lirnit t h a r e m .  t hey 

tend towards a Ciaussian distribution w hen condi t ioned on the delays and phases of 

al1 the interfering signals and o n  1 BI in  (2.39) which represents the  number of chip 

transitions diiring one symbol duration of the first user's spreading sequence. Thus. 

t h e  IG-\ provides t he  bit error rate of a sprrad spectrum systern using the equation. 

where v is t h e  variance of the multiple access interference conditioned on el.. o k  and 

IBI. Thus. when the LGA is employed. the error probability is simply an expectation 

of the well-known Q ( x )  function, given in (3.1). Finding this expectation appears to 

be extremely complex since it involves the task of e d u a t i a g  the conditional prob- 

ability density function of the multiple access variance, fu(v) .  In [155, 1561, first 

the conditional probability density function of a single user's signal variance is cal- 

culated. The density function for the variance of the multiple access interference is 

then a ( K  - 2 )  fold convolution of the single user signal variance by itself since the 

DS CDhI.4 system user signals are independent and ident ically distributed. [135. 1.561 

proposes to perform this convolution numerically. Once a numericai expression for 

the density of v is found. the integration in (3.20) can be performed numerically to 
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find t lie crror probabili ty. 

The requirement to perform a ( K  - 2 )  fold convolution nurnerically followed by 

another numerical integration is a rather tinic consuming approach especially for large 

values of C; and Ii (80. 1~51. A technique t o  speed up  the evaluation time for the 

[GA by making use of a simple. 'Iaylor serics based approxiniation is presented in 

[SOI. '1'11~ sitriplifitd 1G.A esprcssioris arc  I ~ a s t d  uti t h e  fact I liat iisiriq a Taylor stbritbs 

expansion. a function, f (r). may be expressed around a point. p as. 

provided that  f'(x). j"(s) and  f(")(r) which represent t h e  first. second and n ' th order  

derivatives of the  function / evaluated a t  x. respectively. exist. In (3.21). if r is a 

random variable and  p is the expected value of r. 

where y, = E{(x - C r ) n )  represents the  n'th central moment of the  random variable 

x [166] and o' is the  variance of +. It is possible t o  ignore the  higher order terms in  

(3.22) because the  value of 5 dominates the  term more and  more as t he  term index 

increases. 

We now substitute (3.24) into (3.20) to get. 

where p, and a: represent the mean and t h e  variance of the  random variable v. 

respect i v e l -  
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Sote t h a t  Q(s) i s  a rionlinear fiinction. I r i  general. t he  dcrivativcs of Q(r) arc not 

known. However? instead of starting ivith a Taylor series. as in (3.21). it is possible 

to use an expansion in  central diflerences. Using diferences does not necessarily 

represent anot her loss of accuracy in addition to truncating the series as is done in 

(3.22) (791 . Rather. using differences c m  be an opportunity for increasing accuracy. 

resulting in 

Noiv. the difference. h can be chosen to y ield good accuracy for t he  approximation. 

The value. h = @ would have been exact if Q ( r )  were a fifth order polynomial 

and v were uniformly distributed [YO]. 'I'hough neither are the  case. [SOI states tha t  

choosing h = is still appropriate. In this case. (3.25) c m  be written as. 

Thus. we only need to find the mean and variance of the  random variable v to find 

the  approxirnate error probability. The niean of v was found in t h e  previous section 

diiring t h e  SGA analysis and is repeated here for completeness. From (3.11). 
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-1'hr variance of u cari hc fouricl casily iising. 

2 
t ~ :  = E{u2}  - 1 1 ,  

It  is straightforward to calculate the expectations in (3.29) to get, 

Substituting (5.29).(3.30),(3.31) and (3.27) into (3.28) we obtain. 

I f  the systeni in question is asynchronous. X = 1 .  In this case (3 .32)  simplifies to. 
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This rrsiilt has becn prcscnted in the litcratiire in [SOI and i1S.51. Siniilarly. i f  t h  

systern is synchronous. X = O. In this case. 

~2 f i  

a: = TL!T1 C Pi-  

This resiilt seems to  be new. .As stated before. quasi-synchronous systertis have X E 

as well. 

When perfect power control is achieved. Pi = . . . = PI\' = P. In this case. for the  

asynchronous DS CDMA systern. the  mean and the variance expressions simplify to. 

and 

respect i vely. 

Yote that the equation (3.25) is  only valid when 

to ensure that t he  term inside the square-root operator at the  denominator of the  

t hird term is positive [1S5]. Replacing p ,  and oy wit h their values given in (3.35) and 

(3.36) and let t ing h = @ yields. 

Reca 

frorn 

.Il t hat  v is the conditional variance of the multiple access interference. Thus. 

a practical point of view. this inequality states tliat t he  ICA is applicable onIy 
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t,o cases ivherc the multiple acccss intcrfercrice is somewhat balanced. For systenis 

where a single or a small group of interferers dominate and for systems where unequal 

nuniber of users request services that have diffcrent bandwidth requirernents. the 

above inequality may not hold for number of active users below a certain threshold. 

In t his case. no result coiilci be obtained from this version of the IGA. Ili such instances. 

i. tic t-aliie of / I  cari bt! lorvorrd so t hat t tir irivqiiality holds ard t titis ( 3 . 2 5 )  cari he iiscd. 

One should note however. that as h is decreased. the ICA performance approaches to 

tha t  of t h e  SG.4 [185]. 

.s'.I.% Characferistic Function itfethod 

A n  alternative method has been proposed by Geraniotis and Pursley in [59] to eval- 

iiate the error probabilities for DS CDM.4 systems. Iinlike the S(J.4 and I C A  this 

method does not rely on the Central Limit Theorern but rather on  acciirate evalua- 

tion and subsequent integration of the characteristic function of the  multipie acccss 

interference. For this reason. the authors refer to this met hod the Characteristic 

Function Met hod. In DS C D M A  systems. the multiple access interference is a zero 

mean random variable with an even probability density function [ S I .  In this case. 

the corresponding characteristic function of the multiple access interference is real 

and even. Recall from ( 3 3 )  and (3.4) that. 

where S = iCI + N is the  equivalent noise which is equal to the sum of the  multiple 

access interference and the AWGN. Note that the characteristic function of ,Y is real 
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and etwi. In this case it is possible to writta. 

using the  basic definition of the characteristic fiinction. cPx(cz). of a randoni variable. 

Sumerical evaluation of (3 .4  1) constitutes the basis of the (.! haracteristic Function 

Method. Thc technique presented in this t hesis is based on the calculation of char- 

acteristic functions as well. However. unlike the Characteristic Function Met hod. no 

siibsequent integration is necessary in this method. -4s will be cvident in the following 

chapters. in certain instances. serni-analytical methods are necessary for the evaiu- 

ation of the characteristic functions. The additional numerical integrat ion operator 

present in the C haracterist ic Funct ion Met hod great ly increases the computat ional 

complexity of the error probobility evaluations especially for operat ing points that 

result in small error probabiiities. 

Geraniotis nnd Pursley consider both BPSK and QPSK modulated DS CDMA 

systems in AWGN channels in [59] using the Characteristic Function Method. Subse- 

quently. they apply the Characteristic Function Method to calculate error probabili- 

ties for DS CDMA systems in multipath fading channels [60]. Both of these papers 

assume t hat the DS C DMA systems employ determinist ic spreading sequences. In 

[6'L]. Geraniot is and G halfari use the C haracterist ic Func t ion Met hod to calculate 

error probabili t in for DS C DM A systems t hat employ random spreading sequences 

in AWGX channels. In their work. they consider both rectangular and sinusoidal 

chip waveforrns. In [61]. Geraniotis extends this aork further to include the effects 

of multipath Ricean fading. Finally in [ZOL]. Soroushnejad and Geraniotis use the 
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( 'haractrristic Fiinction 3Ict hoc1 to coriipare t hr perforrnarices of direct scqiicnce artcl 

hybrid direct seqitence-frequency hopping systems. 

In al1 of the Gcraniotis papers o n  the Çliaracteristic Fiinctioii hfet hod. only nu- 

merical rnet hods are used to calculate the characterist ic functions of t hc  multiple 

access interleterice. Recently. in [135]. Liu ard  Despins niake use of sanie of the iritr- 

gral ml i i i r l i t  ics frorii [Z] tu providc I i is t<r  arwii-arial>.t i d  r i i v t  lio<ls tu <lt.iilitatv t l i t w b  

characteristic functions. Hoivever. integration of the characteristic functions is still 

performed nurnerically. 

Laforgia. Lavison and Zingarelli propose the use of Gauss-Quadrature rules to eval- 

iiate error probabilities for DS CDiCI.4 systems (1 I II. The morncnts of the niultiple 

access interfcrcncc arc the driving force for t hc Gauss-Quadrat ure met tiod. It is clcar 

from (3.3) that. once conditioned on the rriultiple access interference. the error prob- 

ahility for the DS C'DM.+\ system can he written using the error function. Q(s). The 

average error probabili ty can be obtained numerically by averaging the condi t ional 

probability over the multiplc access term iising the Ciauss-Quadrature rnethod. This 

is accomplished by first evaluating the & = LV, + L moments of the multiple access 

interference which are applied in the evaluation of the Xc weights and nodes of t h e  

Gauss-Quadrature rule. The accuracy of this method is proportional to  the num- 

ber of moments considered. namely, N,. The higher the value of N,,, is. the higher 

the accuracy of the Gauss-Quadrature method ivould be. Clearly. this cornes at  the 

expense of increased computational corn plexit- as i t is increasingly more difficult to 

evaluatc the  higher order moments of the multiple access interference. 

Laforgia. Luvison and Zingarelli use the Ciauss-Quadrat ure met hod to e ~ a l u a t e  

error probabilities for DS CDMA systems in :WGN charinels. Iiavehrad in [XI 



Chapter 9: .;inalysis of DS CDMA Systems 124 

~ ~ s t e r i d s  t tiis work to irirliicle t he  efkc ts  of freqiiciicy norlsclective. Rayleigh fatlirig. 

Siibsequently k'avehrad and McLane in [9S] use the Gauss-Quadrature method to 

evaluate error probabilities for DS C D M A  systems in frequency selective. Rayleigh 

fading channels when selection diversity is employed at the receiver end to improve 

t h~ performance. 

In [ I B ] .  Bartucca and Biglieri propose the use of the  Gram-Charlier expansion to 

express the  itnknown probability densi ty function of t h e  multiple access interference 

in terms of the derivatives of a known probability density function. The resulting 

expression for the multiple access interference probability density function is an infi- 

ni tc series where t he  scries coefficients c m  be written using the Hermite polynomials. 

Once an expression for the probability density function is forrried. the  average error 

probability can be evaluated nurnerically. Bartucca and Biglieri admit tha t  this tech- 

n ique  provides satisfactory results when the number of users in the system is large 

and the  signal-tenoise ratio is small. conditions for which the much simpler SGA and 

[GA give satisfactory results as well. 

3.2 Bounds 

Many techniques have been proposed in the literature for the calculation of upper 

and lower bounds for the error probability of multi-user spread spectrum systems. 

3.2.1 Bounds Based on the Theory of Moment Spnces 

One of the first notable papers in the  area is by Yao where he finds upper and lowver 

bounds for an asynchronous DS CDMA system in a n  AWGN channel using the theory 

of moment spaces [-651. Yao first defines generalized moments of a randorn ~a r i ab le  
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as the c.ip~rted valiic of a fiinction of the raridoni variahle wherr the corresponding 

function is said to  induce the moment. He then makeces use of a n  isomorphism theorem 

from Game Theory which states. when a trvc+dimcnsiorial moriicnt space is formed 

iising two generalized moments induced by functions ki(z) and kz ( : )  of the given 

randorn variable z .  the convex hull of t h e  kl ( z )  versus b(s) curve rvill t>e equal to the 

rrioriictit spacr itsclf. l i o .  iipori solcctirig thc raiitloiii \.ariidh to bt* t,hr iiiiiltiplt~acu*ss 

interference and one of the two functions to be the error function. Q ( x ) .  so that the 

corresponding generalized moment is the error probability. replaces the convex hull 

of the kl(z) versus k 2 ( 4  curve with lincar lines. and correspondingly finds uppcr and 

lower bounds. He tries various moments to find tight bounds. Hc invcstigatcr the 

second. fourt h. single exponent ial and multiple exponent ial morncnts and concludes 

t hat by iising the multiple exponent ial moment. arbitrarily tight bounds can bc found 

at the expcnse of increased complexity. In [57]. Gardner and Orr cxtend \rao*s work to 

includc the effects of niultipath fading. The down side of the Moment Space mcthod 

is t hat for t ight hotinds. rather complicated generalizcd moments are required. 

.J.2.2 Bounds B a s ~ d  on the Conc~ezily of Q(r) 

Pursleu. Sarwate and Stark make use of the convexity properties of the error function. 

Q ( x ) .  to find upper and lower bounds for the asynchronous DS CDiClA system in an 

AWGX channel [lYO]. The authors first write the error probability conditioned on 

the rniiltiple access interference in terms of the error function. Q ( x ) .  The  multiple 

access interference however. is a function of the relative tirne delays and carrier phases 

of al1 of the interfering signals. Thus. the unconditionai error probability c m  be 

writ ten in terms of a multidimensional integral. Pursley. Sarwate and Stark replace 

the multidimensional integral by a sequence of one dimensional integrals and then 

recursively bound the sequence of integrals to  provide the upper and lower bounds on 
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r h r  rrror probability. Thc boiincls derived in t his work reqiiirc t lie maxiniiin~ niiiltiple 

access interference to be less than the desired signal component at  the output of 

t h e  correlator. One major setback of this work is the caponential increase in the 

computational complexity with the increasing number of active users in the rnulti- 

user system. making it practically irripossible to finci values for niost systenis of currerit 

i r 1 t t w s  t . 

3.2.3 Bounds Based on Quantization of the Mull iple  ..lccess lnter/erence Diskibution 

Lehnert and Pursley find arbitrarily tight upper and lower bounds for the error prob- 

ability of an asynchronous DS CDMA system in an AWGN channel by bounding the 

distribution of the multiple access interference [l%]. The aut hors proceed by first 

dividing the interval containing al1 possible values of t h e  total multiple access inter- 

ference into a set of subintervals. For cach interval. upper and lower bounds are found 

o n  the probability that the value of the multiple access interference lies in  that inter- 

val. The set of upper and lower bounds corresponding to t h e  set of subintervals form 

two vectors. one for the upper bounds and one for the lower bounds. These vectors 

are then used to obtain the bounds on the average probability of error for the DS 

CDMA system. The bounds become tighter as the  size of the vectors grows or corre- 

spondingly. the number of subintervals increases. Lehnert and Pursley calculate these 

bounds for systems that employ pseudorandom spreading sequences in [124]. Subse- 

quently. Lehnert reiterates this bounding technique in [126] to  calculate upper and 

Iower bounds for asynchronous DS CDMA systems that employ deterministic spread- 

ing sequences. Among al1 of the proposed bounds in the literature for the calculation 

of DS CDMrl error probability. these bounds have become the most popular ones. 

Recently. Lam and 0zliitürk in [Il21 and (1641 use the same technique to calculate 

upper and lower bounds for the error probabilities of BPSIi and ILIPSIi modulated 
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Finally. t'ursley and 'raipale calculatc t h e  well-known union boiind to uppcr bound t h e  

tDrror probability for a corivolut iorially encoded DS C'D 11 .A systeni t hat  ilses Viterbi 

~ l ~ v w l i i i g  i i t  i t z  rtv.i*ivty- W C (  [ l S  [ 1. 

3.3 Analyshg DS CDMA Systems Using Approximations and Bounds: 

A Literat ure Survey 

'Tl ir-  anal>.sis tools desrribcd above have foiind cstensive use in the literattirr towards 

the analysis of various DS CDM.4 systems in  various channel conditions. 

In  oi i r  of t h t ~  kry papcrs ori DS CDSl.4 systcms. Lunayach cornparrs thc per- 

forri~ancv of DS CDL,l:\ systenis i n  t h e  prescncc of white Gaussian noise with no 

s~mchronization rrrors [KISI.  Clc first compares spread spectrurn systems. where the 

sprcadirig sequence has a long period. wi t ti systcms wi t l i  spreading scqucnces t hat 

are one symbol tiiiration long. He concludes that the short codes arc acceptable 

for multiple access cornniunications but to withstand intentional jamming. long pe- 

riod spreading secluences are required. He also compares biphase spreading wi t h 

quadriphase spreading and concludes that quadriphase spreading achieves a 2-3 dB 

performance irnprovement for long spreading codes towards supressing a coherent 

jarnmer. For a system where there exist multiple access interference from ot her users 

but no coherent jarnmers. he concludes that the biphase and quadriphase spreading 

provide .ilrnost t h e  sanie performance. Finally. he compares the BPSK and QPSII; 

niodulation schemes and concludes that as lar as the  bit error rate performance is 

concerned. quadrature modulation does not bring any improvement . In the analysis. 

he approximates the  multiple access interference with a Gaussiao random m i a b l e  by 
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rriaking use of the central Iimit theorcni. 'I'liis approxirriatiori has hem iised i r i  iater 

pu hlicat ions extensively. In 1990. Sousa [%O31 rewords the conclusion t hat was drawn 

in [I:JS] that the performance of a DS C'DM:\ multiple access systcm is  worse for the 

case of one strong interferer when compared to the  performance of the  systern rvith 

general information theory concepts such as  the cut-off rate and efficiency. For an 

additive white Gaussian noise channel with BPSK modulation. a maximum efficiency 

of 2.16 bits/chip can be achieved. He finds that when a convolutional code of rate 

1 /Y is used. an efficiency of O . Y Z  bitlchip is achieved for a bit error rate of 10-". 

Viterbi in [243] treats the DS CDMA system outlined in detail in Chapter 2 

and introduces orthogonal convolutional codes to be uscd in this system. He shows 

t liat. ultiniately. the capacity of the .-WGS multiple acccss channel can approach 

t h e  Shannon capacity in the Iimit of using arbitrarily long codes. In [6S] and 1691 

Gilhousen et.al. and in (1881 and [ M g ]  Salrnasi et.al. present the DS CDMA systeni 

of Chapter 2 and clairn that by making use of the voice activity factor and diversity. 

t h e  capacity of CDMA would be greater than the  capacity of T D M A  or FDMA. 

In [110]. Kwong, Perrier and Prucnal show that for a BPSK DS CDMA system 

with no synchronization errors. synchronous CDMA always provides a lower probabil- 

ity of error t han asynchronous CDMA. They make use of the Gaussian approximation 

for the multiple access interference following the work of Lunayach in [138]. 

In the important paper ty De Gaudenzi. Elia and Viola [43]. detection losses due 

to imperfect carrier frequency and chip timing synchronization are analytically de- 

rived for a QPSK modulated DS CDMA system in an AWCN channel. The authors 

show t h a t  synchronization errors affect the system performance drastically by corn- 

paring the fully synchronized system performance with a n  asynchronous system. For 

t his reason. t hey propose a new mu1 t iple access scheme. which t hey cal1 "bandlimited 
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quasi-synchronoiis CDh1-A ( BLQS C'DM A)." This schenir. iised in conjiiriction wi th 

the Gold codes. requires network terminal synchronization with an error of less than 

f 0.3 chips. Thus. the timing error between a receiver and a transmitter lies in t h c  

interval [-0.3Tc. 0.3Tc] rvhere Tc is the chip duration. The handwidth efficiency is ac- 

cornplished by iising Zlyquist shaped chips as opposcd to rectangular piilse chips. In 

terference. One important remark about BLQS CDMA is that. unlike the traditional 

CDMA scheme. application of convolutional codes increases the symbol rate and con- 

sequently reduccs the number of quasi-orthogonal spreading sequences for a given 

signal bandwidth. For this reason. the aut hors claim that Trellis coded modulation is 

a better alternative for BLQS CDMA. The network synchronization is accomplished 

by means of a special carrier called the master signal (similar to the pilot channel 

of the systern described in Chapter 2) .  obtained by direct sequence modulating a 

precise freqiiency reference. This signal is t hen transmit ted ernbedded in the CD MA 

signal structure. The presence of a reference availablc to al1 terminals in the network 

suggests the use of a master-slave synchronizat ion technique. 

In [152]. Milstein. Rappaport and Barghouti evaluate the performance of a DS 

CDblA system for a fiat Rayleigh fading channel with .4FVGN. The Gaussian ap- 

proximation for multiple access interference is used in this paper as well. Under the 

assumpt ion of perfect synchronization, the average probabili ty of error of a user strad- 

dling the boundary between two adjacent cells is derived. The bit error rate for a 

mobile at  the intersection of four cells is also evaluated. The bit error rate calculat ions 

are first done for perfect power control and then this constraint is relaxed to show 

t h e  effects of imperfect power control. 

Stüber and Kchao in their papers [IOl. 21 11 analyze a single cell and multiple 

ce11 DS CDMA system, respectively under the assumption of perfect synchronization. 

The effects of pat. h loss? shadorving, multipat h diversity. noise and rnult iple access 
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interferencc arc consiclrrid in t. h r  bit iwor rat<% mlciilat ions. 'I'liey make iisr of t hc  

Gaussian approximation for mu1 t iple access in terference. 1 t is assumed t hat power 

control is perfect and accounts for patti loss arid shado~ving. They rnake use of R:\KE 

receivers to combat fading and use Gold codes as PN sequences and make use of BCH 

rodes for error correction. T h e y  siniiilate the area averaqed error probability as a 

luiici ioti t lit: iiiirrihi:r of ri~ohiles per w I I  hot li for t I i t r  tiplirik arid t lit. dowilin k charirwls 

to conclude that for the uplink channel. a significant improvement in performance can 

be obtained by using base station diversity and voice activity detection. 

In ['235], 'Torrieri gives a performance analysis of DS CDMA systems wit h bot h 

binary and quaternary spreading sequences assuniing perfect synchrooizat ion. Li ke 

the majority of the papers in the  literature. here. multiple access interference is ap- 

proxiniated as a Gaussian process. Using Jensen's inequality. upper and l o w r  bounds 

on the crror probability are also found. These bounds are used to further approxi- 

mate the bit crror rate. Error rate calculations for multiple access. tone jamniing. 

miiltipat h intcrference and AWGN arc perforrncd. 

In [24S. 2521. Viterbi. Viterbi and Zehavi s tate  the experirnentally found proba- 

bility density function for t h e  received signal power to interference power and state 

that t his probability density function closely follows t h e  log-normal distribution wit h 

mean and standard deviation of the normal component of 7 and 2.4, respectively. In 

[252], they find the blocking probability of the system of Chapter 2. assuming a Pois- 

son arriva1 rate  and an exponential service rate. They define the blocking probability 

as the probability that a new user will find al1 channels busy and hence be denied 

service. 'The average traffic load in terms of average number of users requesting ser- 

vice resulting in this blocking probability is called the  Erlang c a p a c i t -  The  blocking 

probability of a F D M A  or TDMA system depends on the number of servers present 

in t h e  systern. Hence. the Erlang capacity for t hese schemes are found by rnaking use 

of the convent ional 4I/M/S/S queue characterist ics. However. CD hl A is interference 
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limitctl. The blocking probability of ( 'L)lI : l  is drfincd by t h e  aiithors as ttic cverit 

that the total interferencc to background noise level excecds 10 dB. Erlarig capacity 

is deîined as the number of users resulting in a one percent blocking probability. By 

making use of the experimentally found dcnsity function for the received signal to 

interference ratio. t h e y  find the  Erlang capacity for CD.\.I:\ and compare tliis wit h 

I Iiat of l'1>51:\ arid 1:U.\I:\. I ' l i ~ j -  claiiii tliat ('D.\It\ r~~siilts i r i  aii Erlaiig crrpacit~. 

that is 20 times that of the other multiple access schemes for a voice activity factor 

of 0.4. 

In [140], Madhow and Pursley find t h e  eKect of rnultiplc access interference on the 

chip timing acquisition of DS C D M A  systcms. The? assume that there is no data 

modulation and t hat carrier frequency and phase are acquired perfectly. They assume 

t hat the multiple access interference is the only interference present in the  systern. 

:\ slicling correlator approach is usecl for acquisition. T h e  acqiiisition bascd capacity 

which tliey define as the maximum number of users i s  a function of the acquisition 

window length. siibject to the constraint that the probability of acquisition failiire 

tends to zero as the acquisition window length goes to infinity. They conclude that 

this number is in the  order of Y/ log :V. where :V is the acquisition window length. 

The basic reason is that. unless the receiver has a vcry good idea of the delay of the 

targct transmission. there are too many opportunities for the interfering signals to 

produce a false alarm. and th ispsul ts  in a reduction of capacity by log !V. 

Jalali and Mermelstein in [89. 1481 evaluate the capacity of the  system described 

in Chapter 2 for the case where there are no synchronization errors. They consider 

fading. pat h loss. power control. diversity and bandwidth in the capacity evaluation. 

The analysis is done in two stages. First. for a user. the required signal to interference 

ratio for a given bit error rate for voice transmission) is found. Then. in a grid of 

11 x 11 squares. each grid representing a microcell. handsets are randomly distributed. 

T h e  handsets. by using the received pilot signals from the base stations. decide on 
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rvhich base station to coiiiniirnicatt* \vit ti an ( l  estahlish p o w r  control accordirigly. l'lie 

ccnter grid base station checks the signal to interference ratio and compares i t wit h 

t h e  valiie found in the first stage of analysis. This procediire is repeated for a nuniber 

of difkrent random distributions of handsets. If 98% of the configurations for a given 

niimber of handsets restilt iri a signal to interference ratio higher tlian the value found 

i ~ i  staqb oriv. o i i c x  riiow Iiaiiilsct is ir ic- l t i t i (vl  irito t l i f *  systiaiii alid t h e  pro(wltiri* is 

repeated. This is continued until the  above requirement is not met. For the bit 

error rate analysis. a Gaussian approximation for the multiple access interference is 

assumed and the above analysis is used to find t h e  overall system capacit.'. 

In (-661. Yoon. Kohno and Imai discuss a canceller structure that cancels cochan- 

ne1 interference by creating replicas of the  contributions of the cochannel interferencc 

embeddcd in the correlator outputs and by removing them for a improved hard data 

decision for a BPSIi DS CDMA systcm in a slow fading. :\WC3 environment. In the 

canceller structure. after tiaving cornpleted acquisitions of the spreading sequencc of 

a iiser. t he receiver coherent ly demodulates and despreads the received signal to get 

the initial data estirnates. Based on these estimates. the cancellation scherne essen- 

tially creates replicas of the contributions of the cochannel interference embedded in 

the correlator outputs and removes t hem for a second. irnproved bard data detection. 

Yoon. Kohno and Imai give bit error rate analysis of the canceller structure and con- 

cIude t hat t  his structure brings significant improvements to the system performance 

over the tradi tional recept ion techniques. 

in [ 3 4 .  Chung. Chien. Samueli and Jain define a VLSI architecture for a n  asyn- 

chronoiis. BPSK modulated DS CDMA receiver for the AWGN channel. Coherent 

demodulation is considered. 'The system in question has an information data rate of 

100 kbits/sec and a required bit error rate ol  at most IO-'. The data signal is spread 

by a factor of LX using maximal length Gold codes so that the chip rate for the 

system is L2.ï hIchips/sec. The allocated RF bandwidth for the systern is assumed 
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to be  t h c  !)02-928 11 Hz t>arid. l'tic architcct iirc itses a Costas loop for carrier rrcov- 

ery. a dclay-locked loop for clock recovery and an energy detection schemr for PX 

acquisition. The aut hors conclude t hat t hese structures result in acceptable systrni 

performance and that it is feasible to implement an entire DS Ç D M A  receiver on a 

single C'MOS chip using approxiniatcly 50000 transistors. 

Ir i  [UJ. :\sario. Uiiido ancl Iloltzriiari arialyït~ t lie p<*rfuriiiaricc of a roLitwwt ly nt- 

ceived. asynchronous DS CDM.4 system that uses band-limited chip pulses as opposed 

to the ideal rectangular shaped chips. They investigate the use of various raised cosine 

filters to band-lirnit the  system spectra. They make use of the  Standard Gaussian 

Approximation to estimate the system bit error rate and conclude that bandwidth 

restriction by means of chip shaping results in performance degradation relative to 

the  use of rectangular chips. For example. if an ideal loiv-pass filter is used to suppress 

the  out-of-band emission caused by ttic use of rectangular chips. the- conclude that  

the systern capacity is reduced by a factor of 2/3 at any given system bit error rate 

requiremen t. 

In [El' a DS CDMA based indoor mobile system that utilizes rnacro diversity is 

simulated. The simulation mode1 presented in the paper is for a single floor indoor 

environment ivith an area of 60 x 60 meters and is covered by 6 base stations. The 

simulation accounts for the effects of imperfect power control, soft handoff. indoor 

channel propagation loss and the presence of intemal Iight walls scattered around the 

Boor. The telecommunicat ion t raffic is assumed to follow an exponent ial distribution 

and the rnean value of the duration of an individual cal1 and the mean time between 

two consecutive cal1 set-ups for the same user are set at 100 seconds and 500 seconds. 

respectively The authors find that these set values correspond to an average load of 

6 active users per base station. The system is assumed to provide service at  a trans- 

mission rate of 16.62 kbits/sec. The simulation is intended to obtain the cumulative 

distribution of the signal to interference ratio and forced link disconnections and the 
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a i t  hors provide resiilts for varioiis systcrii scrnarios. The details of t h e  simulation 

technique and speed are not  presented in the paper. 

In [ïï]. Higashi ancl klatsumoto propose a nerv. adaptive diversi ty cornbiriing 

scherne for a differential PSI< (DPSK) modulated DS C D M A  system in a multipath 

fading environment. Here. the dernodulated signals from various pat hs are unequally 

the mean square errors in the combiner output are minimized. To enable such a 

criterion. every signal that is to be transrnitted is embedded by a known training se- 

qiience of 1.5 çymbols every 48 or 96 information symbols. The weight coefficients are 

iipdated every time the receiver demodulates the 15 symbol long training sequence 

and compares it with its actual forrn. A lower bound on the performance of this 

system is given in the paper. The aclaptive diversity combining scheme is compared 

to the convrntional eqiial gain combining and it is shown that the proposed adaptive 

combining scheme outperforms the equal gain combiner at al1 signal to noise ratio 

levels. T h e  authors also investigate the performance of the adaptive diversity corn- 

bining scheme when a concatenated coding scheme that uses a cyclic redundancy code 

(CRC) together with a block code is used. 

In [4Oj D a  Silva and Sousa use an exhaustive search method to show that Walsh- 

Hadamard codes are the best codes amongst the set of orthogonal codes they consider 

for DS CDkIA systems due to their relatively Iow cross-correlation properties even 

when perfect synchronization is not maintained. For this reason. the authors find 

the quasi-synchronous DS CDMA system performance for various types of orthogonal 

codes by making use of the Standard Gaussian Approximation and show t hat systems 

that employ Hadamard codes result in the lowest bit error rates. 

Eng and Milstein in [49] use the Standard Gaussian Approximation to est imate the 

performance of a coherently received. asynchronous DS CDh1.A system in a multipath 

fading environment where individual pat h gains follow the Nakagarni-rn distribution. 
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The atit hors corisi&~r a R;\ I i  II rcvxi\-rr t hat i i t  ilizes niasiiiinl ratio conibiriing ari<l 

coriclutle t hat increasing t hc nilrnber of indcperident pat hs exhibits the usual diniiri- 

isliing retitrns characteristic of diversity systenis. a phenonienon well-dociinientet1 in 

the  literaturc [ S i .  1761. They also conclude tliat. for a DS CD>l:\ systern icith a prw 

cessing gain of 127 and a 10 brancti li:\Ii E rccciver. incroasirig t h e  a\-cragc recci\.ctl 

sigrid-tu-riois<* ratio o f  t i l t -  s t  roiiyt8s1 p t  11 l ) t ~ > - o i i ( l  IO  (113 oiil!. slialit lj. iiiil>iu\-<~s t l i t -  

bit error rate performance. 

Finally. b n g .  Bhargava and Wang in [S. 541 estirnate t h e  performance of a DS 

C'DM:\ system t hat uses a concatcnation of PN codes and Walsh-Hadamard codcs for 

spectriim spreading iising t h e  Standard Gaussian Approximation and coricliick t hat 

when perfect synclironization is achieved. the concatenation of the PX sequences with 

orthogorial Uralsh- Hadamard codcs provides a rnuch lowcr multiple access interferwce 

I r v d  and thiis a higticr syst<mi rapacity. 

In this  chapter. a literature survey on the analysis tools for DS CDAI.4 systems 

is givcn. Alethods that use approximations as well as boiinds are presented. Fur- 

thermore. results frorn the literature on DS CDhlA systems obtained by iising the  

described analysis tools are presented. 



Chapter 4 

PERFORMANCE OF DS CDMA SYSTEMS IN AWGN 

CHANNELS 

In t his chapter. we present a performance analysis met hod to calculate the bit 

rrror rates of DS C'DM.-\ systems in :\WC3 channels. The method rnakes ilse of 

an acctirate Fourier series expansion of Q ( s )  which was originally clerived in [L-11. 

i'sing the series. ive derive an analytical expression for the  probabilitv of bit error 

and find t h e  systmi capacity froni tbis expression for a given signal to noise ratio and 

maximum allowable bit error rate. 

A s  cviclcnt from t hr previous chaptcr. t here have b e n  a fair number of papers on 

the calciilation of error probabilities for DS CD!&-\ systerns in the literature. The 

approach taken in this thesis differs from the rest in a number of ways. First. the 

majori ty of t tiese papers use approxirnat ions for the distributions of the rnultiple 

access and intersym bol interference encotintered in the system while calculat ing error 

probabili t ies claiming t hat the exact calculat ion is cornpu tat ionally diflîcdt [;SI]. In 

this  thesis. however. we derive an accurate expression for the probability of error 

without approximating the multiple access or the intersymbol interference terms. 

Despite the lack of a simplifying approximation. the calculation of the expression is 

still very fast. In fact. a whole bit error rate versus signal to noise ratio curve of 

ten points can be generated in approximately tivo minutes on a Sun Sparc 10 work 

station. Furtherrnore. unlike the other papers. we do not neglect the presence of 

syochronizat ion errors. In fact. rve use the  developed probability of error expression 
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to inwstigatr the prrforriiaricr loss i i i  the systeiii for varioiis levcls of synchronization 

errors. LVc show that a synchronization error. be i t  a chip timing error. a carrier 

phase error. or bot h. can br  reprcstarited as a n  effective loss in the system processing 

gain. 

l \é ilse the systeni niotlels (levelopd in Chapter 2 to derive the probabilitu of error 

vsprt~ssiorts. L'hrstb riiwkbls ;issiirlitx t l i i i t  corrrlator rw.r.i\.ers arc iised in t l i v  s?.stvrii. I t  

is well-known t hat such receivers are opt imal in the minimiim mean square error sense 

for an t\CVGX input [l'i6]. We start this chapter ivith a brief introduction on Fourier 

series since it forms the backbone of the developed probability of error expressions. 

kVe tthen surnrnarize [I-L. 151 to show horv the  Fourier series can be used to express 

the conventional error function. Q(x). The series expression for Q(r)  is then  used 

toivards the generation of the probahili ty  of error espressions for DS CDM.4 systerns 

in :\l\-<;K channeis. Expressions for both biphase spwad and quadriphase spread 

systcnis are generated in this  chaptcr. 

4.1 A Brief Overview ofFourier Series 

Ir1 a mernorable session of' the French Academy on the 2ls t  of December 180'7. J. 

Fourier announced a thesis which inaugurated a new chapter in the history of applied 

mat hernat ics. Fourier claimed t hat an ar bit rary periodic funct ion wi t h period T could 

always be resolved into a sum of pure sine and cosine functions of frequencies fo = LIT 

and al1 its integral multiples. Accordiog to his theory. if g(t ) was a periodic function 

with period T. it could be written as. 

where t h e  series coefficients. a ,  and 6, could be calculated using, 
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Clearly the Fourier series of (4.1) can he put into a more compact form by rnaking 

use of cornplex erponeritials. Ic i  this case. wt. can rewrite (4.1 ) as. 

w here 

In  (-1.1) and (3.3) the frequency fo = 1/T is known as the Fundamental Freqiiency 

and the  frequency n fo is known as the n l h  Harrnonic Frequency. 

.The claim of being able to represent any periodic function in terms of an infi- 

n i te  siirn of pure sine and cosine functions was received by the referees of the thesis. 

Lagrange. Laplace and Legrendre with skepticism due to a -certain looseness of rea- 

soning- i n  the developmcnt of the theor* ['LOI. The referees found it vcry hard to 

believe t hat any superposition of the sine and cosine functions. which were analytical. 

could correctly represent an arbitrary function. Lacking the necessary tools in infinite 

series theory. Fourier could not justify his finding at t h e  time. He started rvorking 

at the Ecole Polytechnique and supervised a nurnber of mathematicians. L. Dirichlet 

frorn Prussia was arnong thern. Dirichlet was intrigued by Fourier's theory and he 

decided to work on it. He developed the first rigorous proof of the convergence of 

the Fourier series for a functioo subject to certain conditions. This alloived him to 

examine the "arbit rariness' of the periodic funct ions t hat allowed expansion in the 

Fourier series. and to put  forward a set of conditions on such functions: 

1. The function g ( 0  had to be absolutel- integrable. that is. 
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3. T h e  Iiinrtion g ( 1 )  had to have at most a tinite numbcr of maxima and minima 

oi-er one period interval. 

Today. these conditions are commonly rcferred to as the Dirichlet Conditions [162]. 

\\'hile tliese refincrnents of Fourier's original discovery belonged to the realni of 

piire mat hemat ics. the  possibility of rcsolving a11 the ordinarily occurring funct ions 

of the pbysical world irito pure sine and cosine terms had profound repercussions i r i  

the mos t varied arcas of mat hematical physics. Maybe t he  most fundamental of i ts 

impacts was in elcctrical engineering where the theory of elcctric networks witli al1 

its rami ticat ions trws s i m p l -  inconceivablc wit hout t h e  Fourier transforrn or Fourier 

The main thrust of this work stems from this  basic stuciy. Throughoiit this dis- 

sertation. ive use t,he Fourier series to describe certain physical phenornena that are 

encoiintrred in wireless communication net works. Descript ion of certain funct ions 

using their Fourier series enable us to pursue t h e  mathematical analysis of rat her 

cornplicated systems. Specifically, we use an approximate Fourier series and the a p  

prosimation is made by making use of the well-known Chernoff bound. This theory 

t a s  first developed by N. Beaulieu in his papers for AWGN channels wi t h intersym bol 

interference [id.  1.5. 161. 

4.2 Use of Fourier Series to  Represent Q ( r  ) 

Soise in  digit al communication systems is frequent ly assiirned to  possess a n  amplit iide 

probability density function that is Gaussian. Consequently. the error probability of 
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Figure -1.1: Definition of Q(r ) .  

many systems can b e  expressed in terms of Q(r) .  where. 

is the area under t h e  tail of t he  zero rnean. unity variance Gaussian probability func- 

tion as shown in Figure 4.1. As can be seen from Figure 4.2. Q(r) is a strictly 

monotonically decreasing function. 

In  (141. Beaulieu derives a Fourier series approximation for Q ( r )  which is based on the  

conventional Fourier series overviewed in Section 4-1 a n d  t h e  Chernoff bound. In this 

section ive summarize this derivation. To apply the Chernoff bound to t h e  Fourier 

series representation we first define trvo random bariables. 1- and 2. We assume Y is 

zero mean. unit variance Gaussian distributed and Z is a zero-one randorn variable 
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Figure 4.2: Q(r). 
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where .ra 2 O is a (roristarit arid g is a spcrific valtic of \-. The weari valiie of % cari 

In ot her  words. once t h e  random variables Y and Z are defined. Q(s)  can be defincd 

in terms of these random variables. Next. i v e  define a periodic square rvave. r ( t ) .  such 

t hat . 
1 .  ( ? r i ) T / 2 < t < ( 2 n + l ) T / 2  

O. ( 2 ~ 1 + 1 ) 1 ' / 2 < t < [ 2 r i + 2 ) T / 2  (-1- 10) 

1 / 2 .  t = n ( ' f / 2 )  

\\;a t lien tind the Fourier series representatiori of r ( t  ). From (4.2)-(4.4 ). tve find t hat. 

O. n is even 

- n is odd 
xn ' 

resulting in t h e  representation. 

1.-sing Figure 4.3 one can easily see that. 

Equation (4.1.5) can he rewri t ten  as. 
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Figure 1.3: The Gaiissian probability density function. /(y) and the periodic square 
wave. r ( t ) . 
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1-sing the &finitions. (1.16) can be rewritten as. 

Since Q ( r  ) is a strictly monotonically decreasing function. one 

lirn Al  = 0. 
T +cc 

lirri l3 = 0. 
T+CG 

Thiis. gi~rcn a dcsireci acciiracy. c. one can choose a T such t hat  

IE{r( i -  - ad} - Q b o i l  < c 

can st ate t hat. 

by ensiiring t hat c < rnax{A [ .  A2). :\ssume t hat siich a select ion for T is performed. 

Ré have from (3.14). 

1 2 2 E {sin ( ~ ( 1 -  
E{r( Y - s o ) }  = ; + 1 - .O))} 

- 
n odd 

Since 1 '  is defined as a zero mean. unit variance Gaussian random variable we have. 

2;rn 1 Oc Inn E {sin (-(Y - X C J ) ) }  = -lm e-y212 sin (-(g - x0)) dy- (4.24) T 6 T 

I.'sing the eqiiality 

& a(b2 - ac)  - (aq' - Z6pq + cp') 
y- exP 

a + p -  a' +P.' 
P((12 - pr) - (b2p - 2abq + a'r) 

- sin (h arctan (9) - 
a2 + d  
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n odd 

where UT = 2nlT. (1.26) is a convergent serics that is used t he  rcpresent Q ( x )  in the 

prohability of error arialysis in the  reniainder of this thesis. Since t tie Ctierrioff boiind 

in [14] states that with T = 28 and with I I  terms included in the sum. the magnitude 

of the  relative error defined as 

is less than 6.3 x 10-' for values of s lcss t han  G and less than 5 x 1 0 - ' O  for values 

of x less t han -1.S5. O bviously. 7' can bc increascd to gain furthcr accuracies. I r i  t his 

case. the nurnher of ternis than need to be taken into account in the  sum should be 

i ncreasecl as tvel 1. 

4.3 Analysis of Biphase Spread DS CDMA Systems in AWGN Channefs 

'I'he performanccof DS CDh1.4 systems is usually rneasured in terms of the  probability 

of error as a function of the number of active users in the  system for a given signal 

to noise ratio (SNR). In this section we derive a series expression for t h e  probability 

of error for the  biphase spread DS CDMA systems described in Section 2.1 and use 

t liis expression to evaluate the performance of the system. 

4.3.1 Probribilit y O/ Error Series D ~ r i v a t i o n  

Recali from Chapter 2 that the system of interest uses bina- signaling and that 

the  k'th user's information and spreading sequences are defined as (2.2) and (2 .3) ,  

respectively. Also recall that without any loss of generality. one can assume the 
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symbol al,-,  from the information signal of the first user. a l  ( t  ) is to be captured by the 

correlator receiver shown in Figure 2.2. In this case. the input signal to the decision 

device is given by (2.67). 

Suppose that a1.o = 1 represents the binary symbol 1 and al." = -1 represents 

t h e  binary symbol 0. The decision device in Figure 2.2 produces the symbol 1 i f  

Zl > O and the synbol O i f  Zl < O. A n  error occurs if Zl < O when a i s  = 1 

or if Z1 > O when n1.o = -1. Then. since ni,* is assumed to take on values {TL} 

randonily, t h e  probability of error is simply equal to t he  probability of having Li > O 

whcn ni.o = - 1. Recall from (2.67) that the input signal to the decision device is 

Zi = Dl + D2 + -1.1 + .V mhere Dl is the desired signal. D2 is the self interference 

term due to chip timing errors. .Il is the multiple access interference term and .V is 

the AWGX term with zero niean and variance &T. Then. the  probability u l  error 

The random variables D2 and .Il arise from different physical sources. Mence they 

are independent. Thus. using t he  total probabili ty t heorem [166]. t h e  iincondit ional 

rrror probability can he written as. 

The probability density funct ions fD2 ( D2) and J I )  are difficult to determine. 

Instead. we proceed to rewrite the condit ional error prohabiiity given in (4 .2s)  itsing 

the Fourier series representation for Q(r)  derived in the previous section. We define 

Q(r) to be. 
x 
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If ive suhstitiite (-1.2s) and (-1.30) in to  (-1.2!)). we obtain.  

But. the characteristic fttnctian of a rancloni variable t is defined as. 

Thus. m e  n o  longer need to find the  probability density functions of D2 and M .  

Finding their charactcristic functions wili suffice. At this point. note t h a t  D2 is a 

function of t h e  syrichronization errors. (q - il) and (Pl - 8t) but is independent of 

the  relative t iming a n d  phase delays of interfering signais. Q. ok. k = 2 .  . . . fi-. M. on 

the other  hand. is independent  of t h e  synchronization errors but is a function of the  

timing, a n d  phase delays of interfering signals. Therefore. t h e  fact that the system 

is sy nch ronous. quasi-synchronous or as- nchronous will only effect t h e  characterist ic 

function of Al in (4.34). 
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ICTe 110w find thc  characteristic function ternis in  (-.!.;I-I). \\'e start  ~ v i t h  t h e  char- 

acteristic funct ion of the  self interference term, LI2. To this end .  we define. 

Tticri. froni (2.69). 

T hus. 

Since the 0 , ' s  are iid random variables. froni (4.36). there folloivs. 

ii'e t hen find t h e  characteristic ftinction of t h e  multiple acçess interference terni 

.U. CVe first define. 

From (2.70). 

Then. 
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\\:P assiinic t hat t tie proccssing gain of t l ic  sxstmi. C; is evcri. Sote t hat it is also 

possible to derive the  characteristic function for odd Ci's. In this case. (1.42) can be 

rewritten as. 

(312-1 += C - p=O 

G-'Lp- 1 . COS 

It is possible to perform the expectat ion on rt using t h e  equali ties. 

COS2n+ 1 1 " 2n + 1 sin(% - 2k + I)r / (x)dz = ( ) Z n - ? k +  1 (-1.4.5) - k=O 

from page 132 of [T ' I l .  Recall from Chapter 2 that rk's are iid and uniform over 

[O.AT,I where h is a constant that may take any value from O to 1 depending on the 

nature of the system. If the system is synchronous. X = O. whereas X = 1 for an 

asynchronous system. Quasi-synchronous systems have X values between these two 

extremes. Performing t h e  expectation on the T ~ ' S  yields. 
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I f  t he  system is not synchronous. with some algebraic rnariipulations. one can write 

(4.16) as. 

ü 1 9 1  

+ (p) (:) cosC-p ( u ' m  cos(ok) T ~ )  
->G+p- 1 

p=O q=O - 

If the system in question is asynchronous. the  random variable Q can take on values 

from the  interval [O. Tc]. In other words. X = 1. In this case. (4.48) becomes 

n 4 ) - ( 9 )  t h e  remaining expectation is on the distribution of the random 

variable oc. From Chapter '2, we know that bk are iid random variables uniforrnly 

distributed over the interval [0.2?i]. This expectation is performed using numerical 
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in a reasonably fast nianner. 
. * 

Oiicc the charactcristic furictioris of mi, art. fourid. sincc the . i k , ' ~  arid j k J  Y 111 

12-70) are iid randorn variables. froni (-1.40). t hcrc follo~vs. 

pcndericc assumptions as kvas d o n e  in [YR] at the expense  of some degradation in the  

accuracy of the techniqiie. If one assumes t hat the  term cos(ok)  [&, f Tc - rk ) + rk] 

m r y  independently from chip to chip. in otlicr words. if t h e  chip-to-chip dependence 

of the DS C'D51.4 system as described in detail in C'hapter 2 is igriored. i t  is possi- 

ble to End a closed form expression for t h e  characteristic function of .1[. IJnder the  

cliip-to-chi p i ndependence assiimpt ion rve first define. 

sa that 

Since the r r i k ,  are assurned t o  be iid. (4.52) tvouid result in 

Therefore. we first find the  characteristic function of mk, .  
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\\-c know froni pagv JüO of [;II t h  the zero-orclfir Rcssirl function of t lit. tirst kiiitl 

satisfies the equality. 

tn  tha t  case, (4.5-1) can hc written as. 

5ow.  if the  system is synchronous. X = O and thus  ri, = rl giving. 

I f  the  systern is not synchronous. we can use the equality ori page 666 of [72]. 

to solve t h e  integral in eqiiation (4.56). FIere .JO({) and .Ji(<) are zeroth and first 

order Bessel functions of t h e  first kind and &({) and Hl(<) are zeroth and first order 

Struve functions. respectively [4]. Note that both .JO(x)  and H i ( x )  are even functions 

and .Ji (2) and &(r) are odd functions of x. 

f W ~ T C  (2A- 1 ) t u a T c  

+&C,A, [/u J o ( ~ k ) d ~ k  f 
.J&lk)d/lk (4 .59 )  1 

since .JO(=) is an even fuuncction [4]. We then define ~k = I L ' , / ' ~ T ~ .  In th is  case. 
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Siricr t l iv chip to chip iritiiywndrnce is asstiriicd t hi. r i i k . ,  are r~ioclclled to bcx iitl randorii 

variables. Then. 

:\nd if 4 = Pi .  Vk  (whicti would be the casc iinder perfect power control). rnk's arc 

iid random variables as well. In that  case (4.61) simplifies to. 

Note that (-1.62) is for a quasi-synchronous system. An asynchrooous system 

would have X = 1. In t his case. (4.63) simplifies to. 

Similarly. using (4.57) and (4.61). t h e  characteristic function of iLI for a fully syn- 

chronotis system can be writ:.en as. 

Having focind t h e  characteristic functions of LI2 and il1 for synchronous. quasi- 

sy-tchroriotis and asynchronous systerns. we can now write the infinite Fourier series 
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madd 

istic ftinction of M. <P1,(lü) can be found iising one of trvo niethods: exact calculation 

using semi-analytical expressions or making a chip to chip independence assiirnp- 

tion towards obtaining closed form expressions. If t h e  exact caIculations are carried. 

@lr(u*) is found tising (4.4s) for a quasi-synchronous systeni. (4.49) for an  asynchr* 

nous system and (4.47) for a fully synchronous systeni. For ail three cases (4.50) 

is cvcntually used to calculate the characteristic fiinction of M. If  the approximate 

characteristic function for .II is invoked thcn  (4.62) is used for a quasi-synchroiious 

systeni. (4.63) for a n  asynchronous system and (4.64) for a fully synchronous systern. 

T h e  i nfinite Fourier series in (4.6.5) is absolutely convergent. Recall from Section 

4.2 that u7 = 2x17' is the Fourier series frequency. Thus the above expression for 

the  probability of error is strictly true in the limit as m goes to zero. in our case. 

it is sufficient to  assume u, = ir /?5 to correctly calculate error probabilities greater 

than or equal to IO-' with negligible error. As discussed in Section 3.2. the accuracy 

of the technique is clearly bounded by the truncation of the infinite series. In Our 

calculations. taking the first 51 terms in the series into consideration was sufficient 

to achieve a level of accuracy much higher than what is necessary for ail of the cases 

considered in t h e  thesis. Beaulieu in [15] states that in practice. it is not necessary 

to search for suitable values of ul and the number of terms one should include in 

the truncated Fourier series. Beaulieu points out that by taking only 16 terms into 

account and setting w = x/ij ,  error probabilities in the  order of 8 x IO-'' can be 

calcuiated t o six or more significan t figures accuracy. 
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Xotr tliat eqication (-l.(i5) is an crror probability expression for a systeni that has a 

given l e i ~ l  of chip timing and carrier phase crrors. If t hese errors are random. ive necd 

to integrate (-1.6.5) over the probability density functions of the errors. r, = (r l  - i l )  

and O, = (di - ) to get the error ~robability. 

Q~~ (--) sin ( ~ ~ U ~ C O S ( ~ + ) C ; ( T ,  - T, ) 

J-i,T &T 
dqdo,. (1.66) 

The error probability in this case can be found by evaluating the integrals in (4.66) 

numerically. 

T h r a  probability of rrror. as can be seen in (-1.65). is a function of the signal to noise 

ratio. 

t he  number of users present in the system. K. the  synchronization errors. T, and 

O,. and the processing gain C;. Thus. it is possible to find the system capacity for 

di fferent values of signal to noise ratio. synchronizat ion errors and processing gain. 

When G. SNR. T, and 4, are fixed. ive can evaluate the error probability for increasing 

number of users. The capacity of the system is sirnply the maximum number of users 

that will still yield an error probability below a certain threshold. 

If we assume a user data transmission at 9600 bits/sec over a bandwidth of 1.2288 

MHz. a processing gain of 128 is observed. In this case. using the derived series for the 

probability of error. ive find t hat for a symbol signai to noise ratio of 20 dB and perfect 

synchronization. a maximum of 39 users can be accommodated in the asynchronous 

system. Each one of these users is guaranteed to have an error probability Iess than 

or equal to L i é  use both the exact and the approximate representations of 
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- ----- - Independence Assumption 
Numerical lntegration 

a- - 

40 50 60 70 80 
Number of Users 

Figure -4.4: C'oniparison of the two met hods in cvaluatirig the systeni capacity for a 
systeni operating at 20 dB SNR. 

the charactcristic function of the multiple access interference to compute the system 

capacities. Systern performance as a function of the number of active users is shown in 

Figure LI.-! for systems operating at an SNR of 20 dB. :\si can be seen from the figure. 

the prohability of error numbers calculated using the two methods are only slightly 

different: the chip to chip independence assumption in the  multipleaccess interference 

rcsiilts in sliglit 1'- optimist ic values. The diflercncc. hoivever. is nevcr large enough to 

grant a discrepancy in the system capacity calculated using these methods. We find 

tliat when an error prohability of 10-" is desircd. the two methods give exactly the 

sarrie value for the system capacity. 



Chapter 4: Performance of DS CDrtIA Systems in ACVGN Channels 157 

S~*nchronizat ion rrrors offcct t hc system capaci ty signifi cant 1'. For cxaniplc. a cbip 

timing error of 10% will reduce the asynchronous system capacity by approximately 

O From (4.65). it. can be seeri that t hc synciironization errors eflect the systerti 

performance by potentially reducing the energy of the  desircd signal comportent of 

the received signal and by introdiicing self interference. Né have nunierically fourid 

t lint t t i v  i - t k ~ t s  of t h<i iritrodiicd sdf iritorf<wwct-. in coriiparisori to t l i ~  rlthsircrl sigrid 

energy reduction. is negligibly srnall. Thus. a 10% error in chip timing will approxi- 

mately result in a 10% reduction in the desired signal energy level. This corrcsporids 

to a 20% reduction in the signal to noise ratio which results in approxirnately 20% 

reduct ion in the  system capacity. 

Systcm capacity as a function of signal to noise ratio is plotted for diffcrcnt levels 

of chip timing errors for a n  asynchronous system in Figure 4.5. Herc. we assume t hat 

each user rcqciircs a hi t error ratc of or less. Similarly. capacity versus signal to 

noise ratio for diffcrcnt levcls of carrier phase errors iç graphcd in Figure -1.6. Ir i  a 

practical system. both chip timing and carrier phase errors \vil1 be present. If  we define 

the  capacity loss of a system as the difference between the capacity when there zre 

no synchronization errors and the capacity when synchronization errors are present. 

our calculations show that the capacity loss frorn the presence of bot h chip timing 

and carrier phase errors is approximately the sum of individual losses for al1 values of 

signal to noise ratio. Figure 4.7 shows this additive property for a chip timing error 

of Tc/ 10 and a carrier phase error of a/ 10. The capaci ty losses for various levels of 

synchronization errors are listed in a tabular forrn in Table 4.1. These values are for 

a DS C D M A  system that employs voice transmission at Y600 bit/sec and that has a 

processing gain of 1%. The corresponding maximum allowabie bit error rate is. as 

before. LO? The signal to noise ratio is set at 20 dB. 

'The reduct ion in the desired signal energy level can a1 ternat ively be interpreted 
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-- * - 
- - - . - - . - a - . - Timing Error = O - 
.. i - - -  Timing Error = Td50 

--- : Timing Error = Td25 , : 
.- - -- + 

--* --- 
-1. Timing Error = TC/~  O : 

. / 1  , Timing Error = Tc15 
1 

Signal to Noise Ratio (SNR) 

Figure -1.5: System Capacity versus SNR for the hsynchronous DS CDMA System 
operating at diflerent chip timing error values. There is no carrier phase error. 
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_ AI t_ - * ---- .+ --- -- - -- --A-- -- -- - --. 
, -  Carrier Phase Error = O 
-- 

, -  
, -- 1 Carrier Phase Error = pi120 ' - 
I .  - Carrier Phase Error = pi/lO 

4 I . - (J- = 
l - i Carrier Phase Error = pi/5 --- A * 

10 12 14 16 18 
Signal to Noise Ratio (SNR) 

Figure 4.6: System Capacity versus SNR for the  Asynchronous DS CDMA System 
operating at diffcrent carrier phase error values. There is no ctiip timing error. 
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-. %Ïning ~rror = O, Phase k o r  = O  - 
P - c !  Timing Error = O, Phase Error = pill O - --- . - -- 

, . 
, . Cl_lt : . Timing Error = Tdl  O, Phase Error = O 
< '  -. .: Timing Error = T d l  O, Phase Error = pi/l O 

Signai to Noise Ratio (SNR) 

Figiirc -1.7: Systcm Capacity versus SXR for the DS C'Dh1.4 Systeni operating at 

different levels of synchronization errors. %te that capacity losses from different 
typcs of synchronization crrors are  approximately additive. 
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7/50 33 1 

C'ombined Synch Error Capacity Capacity Loss - 

1:- 100 

Carrier Phase Error 

Table 4.1: (iapacity Degradation with Respect to Synchronizatkm Errors 

:js 

Capaci ty 

1 

(lapaci ty  Loss 

~ 1 . 5  I 2.5 1-1 1 
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as ari ctftlctivc procrss in~  gain loss. Mc define the effective processing gain as. 

Then. for an  asynchronoiis system. (46.5) can bc rewritten in terms of the effective 

praccssing gain as follows. 

1 2 ' -  - - - Lc-tn2rL.2/2 P ( E )  = sin 
2 r,=,rn 

modd 

The effective processing gain is approximately a linear function of the system capacity 

for a given level of maximum allowablc error probability. This relationship is shown 

in Figure 4.S for an error probability of 10-3. T h e  capacity loss due to any level 

of synchronization error can be found dirwtly iising this  linear relationship. Using 

(4.6s). t he  effective processing gain can be found for the systern in question. T h e  

corresponding capacity from the  graph yields the maxinium number of users that cari 

b e  accommodated at this level of synchronization errors. The burnps in the graph 

are due to the quantization tha t  takes place when the  system capacity is calculated 

from t h e  bit error rate. This is because t he  system capacity can only take on integer 

values. 

T h e  nature  of the system affects t he  system performance as well. When long 

PN sequences are used, synchronous transmission amongst users results in the lowest 

system capaci ty. Tlie capaci ty increases as the s-ynchronism constraint is relaxed. 

In quasi-synchronous systems. the receiver will have ali of the transmitted signals 

arrive within a fised time interval. This interbal can be detined to  be [O. ATc] where X 

characterizes t he  level of s-ynchronisrn. When X = O. the  system is fully synchronous 

whereas when X = 1. t he  system is asynchronous. For a given SNR. as X is increased 

from O towards 1. the probability of error decreases. However, for values oi X > 0.5. 
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Number of Users 

Figure 4.S: Effective Processing Cain versus capacity for the  Asynchrooous DS C DMA 
System. 
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t hr dttcrras~ in ttic crror prohability witti incr~asing X is too srriall to pro\-i(lc a 

change in the  system capacity. For this rcason. for such values of A. the system 

capacity is identical to that of ari asyrictironoiis systeni. Thc capacity of synclirocioiis. 

asynctironoiis and various quasi-synchronoiis sys tems for a signal to noisc ratio of 10 

r lR  arc1 listrd in a tahuiar forrn in *l'able 4.2 for variotis synchronization errors. 

\\-lit>r 1it.r r htl syrirlironizat i o 1 1  error is t-oristarit or  riirirlorii l ias iiri td f tv . i  0 1  t I i t b  

systern capacity too. \Ve have found using (-1.65) that a constant timing error of rf = 

Tc/ 10 results in a capacity loss of S. Using (1.66). it can be seen that. for a randoni 

timing error rf that is uniformly distribitted in the interval [O. T,/S] (making the mean 

cqtial to T,/ 10). t hr capacity loss iricreases to 9. In general. for srnall synchronization 

errors, whether the error is constant or random with uniform distribution does not 

make any difference in the system capacity. iVith t he  increasing synchronization error. 

on the ot hcr hand. the random error that has a mean equal to t hc coristant error 

causes more and niore capacity decreases in cornparison to t h e  constant error case. 

.-\ coniparison between constant and random timing errors can be found in tabular 

form in Table 3.3 for a DS CDMA system that employs user data transmission at 

9600 bit /sec and t hat has a processing gain of 128. The symbol signal to noise ratio 

is set at 20 dB. 

In Tables 4.4 and 4.5. we present the loss in capacity encountered due to different 

levels of synchronization errors for varying values of processing gain and SXR. respec- 

tively. Note that for a fixed bandwidth system. an increase in the processing gain 

cornes at the expense of a reduction in the information signaling rate. CVe observe 

that pcrcentage capacity losses due to tixed synchronization errors are approximately 

invariant with respect to the system processing gain. WC also observe that rcduc- 

ing the systern SNR increases its volatility towards the synchronizat ion errors. A s  

t h e  SNR value is reduced. the percentage loss in capacity due to a givcn level of 

synchronizat ion error increases. 
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r. 

Synch Errors System Capacity 

/I 
No Synch Errors 

Chip  Timing Error 

r / Z O  
iC 

Combined Synch Error i 
Table 4.2: Performance of Synchronous. Quasi-Synchrooous and Asynchronous Sys- 
tems 
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a l  - :  Effects of Constant and Randoni Synchronization Errors on  the Systcni 
Capaci ty 

4.4 Analysis of Quadriphase Spread DS CDMA Systems in AWGN 

Channels 

We now st iidy the qiiadri phase spread DS C'DM:\ system modellcd in  Section 2.1.2. 

The qiiadriphase spread BPSK modulation scheme has in t he  past years enjoyed 

considerable attention since the  current second generation wireless system standard 

TIA/EIA-9-5 uses it on  the downlink channel [2261. As summarized in Chapter 2. the 

TIt\/EIA-95 standard defines the downlink signaling schenie to consist of a signal 

centered on the  assigned frequency, quadriphase modulated by a pair of long PX 

codes with an assigned tirne offset. biphase modulated by the encoded. interleaved 

and scrambled digi ta1 information signal. 

Recall from Chapter 2 that the L'th user in a system that uses quadriphase spreading 

and binary modulation has an information signal expressed by (2.2). In this case. 

the information bits are spread by two spreading sequences. one for the in-phase and 

t h e  other for ttie quadrature component of the user's transmitted signal. The two 
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j/ Synch Errar ('apaci ty Loss Perc. C'apaci ty Loss 

s 2 0 5  z CTu 1 

Synch Error Capacity Loss Perc. Capacity Loss 

Tc/10 16 2 0 3  1 ";/O 

Table 4.1: Effects of the Processing Gain on the  Capacity Loss Encountered D u e  to 
Synchronizat ion Errors 

Synch Error 

Tc/ 10 

Capacity Loss 

3% 

Perc. Capacity Loss 

20.35% 
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-L 

S!.ticli Errur Capacity Loss 1'vrt-. (-'apacity Loss 
L 

7 

Tc/ 10 S 1 E S 6 %  1 

'l'able 4.5: Effects of the S?i R on t lie Capaci ty Loss Ericountercd Due to Synchroniza- 

Synch Error 

Tc/ IO 

T,/Z 

n/.i 

r / 1 0  

Tc/' io. T /  10 

tiori Errors 

Capacity Loss 

S 

3 

L3 

1 

11 

Pcrc. Capacity Loss 

20.5 1%) 

1.69% 

35 -90% 

1 O -26% 

2s.2 1% 
d 
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spreading seqiiences arc defincd as (?.Y:$) and (2.7-1). :\s in t h e  case of t lie bi pliaïc 

spread system. with no loss of generality. we assume that  aiso is t o  be captured by 

the correlator receivcr shown in Figure 2.5. Thcn. 

I k a l l  froni (2.76) t hat t tir input sigiial t o  L I I P  decisiori (leviccr is %[ = Dl  + LI2 + .\ I f  .\'. 

where LII is the desired signal, D2 is the  self interference duc t o  chip timing errors. 

:CI is t h e  multiple access interference and iV is t he  r\CVCN t e rm with zero mean and 

variance. Then. similar t o  the biphase spread DS CDMA systeni. t he  error 

probability conditioned on the  random variables LI2 and !Cl is rvritten as. 

ive know froni the total probability theoreni t ha t  the unconditional error probability 

is found as [166]. 

We then define the Q ( x )  in terms of its Fourier series expression as was done in 

the case of t he  biphase spread DS CDMA system in the previous section. ï h e n .  we 

obtain. 
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Towarcls t lie evaluatiori 01 (-1.73). ire cont,iritit~ w i t h  t h e  derivat ion of t h e  characteristic 

functions for the self interference and multiple access interference terms. We start wit h 

QD2(u7). To this end. ive first de f ine  

to obtain. 

LVe then  find the characterist,ic function of the multiple access interference. Recall 

from t h e  previotis section t hat t wo met hods could be used for t his piirpose. One can 

eit her derive a n  exact. serni-arialytical expression to find @.\&~i). or use an approx- 

imation to derive a closed form expression. We find that for our interest. the two 

methods give identical results. For the quadriphase system. ive derive the closed Form 

expression here. Derivation of the semi-analytical expression is tedious and follows di- 

rectly from the  derivat ion given in t h e  previous section for the biphase spread system. 

CVe define. 

Now. if the systern is syacbronous. X = O and thus ri, = rl, giving, 
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wherc .lo(r) is t h c  zcroth o rde r  Ursscl fiinction of the  first kind. If  tlic. s>-stcrii i s  

quasi-sy nchronous. following t h e  proccdurc iised for the  hip hase spread system we 

get. 

w herc 

Recall from the  

Bessel funct  ions 

previous section t hat J&) a n d  Ji ( x )  are the  zeroth and first ordcr 

of the  first kind and &(x) a n d  Hl ( x )  a re  the  zerot h a n d  first order  

Struve fiinctions. respectiveiy. The mk., in (4.75) a re  assumed to be iid random 

variables. T herefore, 

If fk = Pl (which would be the case under perfect power control)? (4.80) simplifies 

to. 

Thus. for a synchronous system, the characteris t ic  function of the multiple access 

interference can be wri t ten as. 
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Siniilariy. for a quasi-synclirorious systerii. 

.-ln asynchronous system would have X = 1. In th is  case. (-1.53) simplifies to. 

ï h e  error probahili t y  for the  quadri phase spread DS C'DM..\ system can t herefore 

he wr i t t en  as. 

m odd 

where t he  characteristic function ol D2. (Do,  ( w ) ,  is given in (4.75) and the  charac- 

teristic function of M. Q.tr(w).  is given in ( 4 2 2 )  for a full- synchronoiis system. in 

(4.S:I) for a quasi-synchronous system and in (4.84) for an  asynchronous system. Note 

t tiat both  <Do,( t u )  and <P.%[( w )  are  even lunctions of u. since J o ( x )  and H l ( $ )  are  even 

fiinct ions and Ji ( r ) and &(x) are odd funct ions of r. 
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We now use (4.SVS) to asscss the prrforniance of the quaciriphase spread DS CDlI.4 

systeni. As in t h e  case of the hiphase spreati systeni. L V ~  assunie a user data trans- 

niissiori at 9600 hits/sec and a procrssing gain of 1%. For an SNR of 2OdB and no 

wlat(vI as :W. Encli uf t l i t w  i i s~ r s  is giiaraiittwi a sw~. i ( - (~  w i r l i  ni1 wror probnt>ilit!- 

less than or equal to 1O? Recall t hat for a biphase spread B PSIi modulated system. 

undcr t hc same assiimptions. the system capacity is 99 as well. Torrieri in [235] states 

that a quadriphase spread systern is only slightly more ininiune to multiple acccss in- 

terferrnce t han a bi phase spread systern. The niinor tlifFerrnce in the relative systcm 

performances is especially true when the niimber of users active in the system is sniall. 

For rsarnplc. whcn only IS iisers are prcscnt in a DS C'DM:\ system of SSR=?OdB. 

C;= 1% and a 5% ohserved timing error. each user csperiences an error probability 
- .  

of -1.360S I O - '  i f  qtiadriphase spreading is ernployed. The error probability for the 

same systerri is 1 .Y-17.5 IO-" i f  the morlulation in question is I~iphast. spreading. In 

bath systerns. howewr. note that evcry user achieves t h e  targct bit error rate. In 

fact t hcy operate at a niucli higher service quality t han required. When the  nurnber 

of users increases towards the system capacity. performance of the ttvo modulation 

schemes converge. In fact. the difference between t h e  error probabilities of the two 

systerns becomes so minute that this difference does not correspond to a capacity 

change. The performance OF the qiiadriphase spread and thc biphase spread system 

are corn pared in Figure 1.9. Here. asy nchronous t ransrnission and perfect synchre 

nization are assunied. In today's second generat ion TIA/EI-W.5 systeni. quadriphase 

spreading is used in the dorvnlink signaling. As can be deducted from Figure 4.9. the 

clioicc of qiiadriphase signaling over biphase spreading is due to a non-performance 

related issue. Quadri phase signaling produces a smaller signal pcak-twaverage ratio 
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relati\v to hipliase sprrading. simplifying t h e  drsigri of t he  potver amplifirrs iiscd i r i  

the transmitters. 

Similar to the  biphasr spread systern. when synchronization errors are preserit. 

t hey effect the quadri phasc spread system capaci ty significant ly. When t irning errors 

arc present in the systeni. the system capacity riaturally goes down. For an- levrl 

o f  tiiiiiiig crror .  t . h '  diffcwric<r h r t w w r i  thr prrforriiancc of thc <[iiadripliaw spr(~;i(l 

system and the biphase spread systeni remains the sarne. That is. similar to the per- 

fect synchronizat ion case. t h e  performance of the  quadri p hase systeni is only slight ly 

bet ter t han the biphase systcrn but t his performance difference becornes smaller as 

t h e  nurnber of active users increases. Therefore. the system capacities of the hiphase 

spread and quadriphase spread systems rernain the same regardless of t h e  levcl of 

timing error experienced. When phase errors are present in the  systern. however. 

the situation changes. A s  one would expect. thc qiiatlriphwc spreacl systcni is niore 

sensitive io phasc crrors. Thus. if the phase error is large enough. the performance 

of the quadriphasc spread system rnay become worse t han that of the biphase spread 

system. The capacity losses due to different levels of timing and phasc errors are 

Iisted in  Table 4.6 comparatively for biphase and quadriphase spread systems. Note 

t hat t hese values are for asynchronous DS CDMA systems operating at 9600 bitslsec 

with a processing gain of 128. The signal to noise ratio for these calculations is set 

to 20 dB. 

These results show that. similar to the  biphase spread system. the quadriphase 

spread systern is sensitive to synchronization errors as well. For example. similar to 

the biphase spread system. for a quadriphase spread systern. a chip timing error of 

10%. will rediice t h e  capacity by approximately 20%. Also. sirnilar to  t h e  case of 

t h e  biphase spread system. the capacity loss due to t h e  presence of combined timing 

and phase errors in a quadriphase spread system is approsirnately the sum of the 

individiial losses for al1 values of the SNR. 
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-.I - Biphase Spread DS CDMA System 
I Y Quadriphase Spread DS CDMA syst4m : 

t i 

34 44 
Number of Users 

Figure 4.9: Corn parison of the Probability of Error versus Number of Users for Quad- 
riphase Spread and Biphase Spread BPSK bfodulated DS CDMA Systems. 
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l l ï l i i p  Tirtiiilg Error 

Tc/ 100 

Carrier Phase Error 

7i.5 

Capaci ty Loss I Çapacity Loss 

i3ipIi;tsc Sprmd Systcrii 

1 Combincd Synch Errar 

Table -1.6: C'apacity losses due to different levels of synchronization errors for both 
hi phase spread and quadriphase spread DS CDM.4 systerns. 

Qiiadriptiast3 Sprtlacl Systwri 

L 

tlipliaso Spread S!-stcrii 

Capaci ty Loss 

1-1 

Riphase Sprrad Systern 1 Qiiadripliasr Sprcad Systcrn 
i 

1 

Qiiadriptiirsc Spread S>.stcrri 

C'apac i t y Loss 

L 5 
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ik observe that t h e  systeni capncities of the biphasc spreacl and qiiadriphasr 

spread systerns are  in practice t h e  same. Iri fact. when calculations are done to 

assess t he relative performance of sy nchronous. quasi-synchronous a n d  asynchronous 

quadriphase spread systems. the  results obtained have consistent ly been identical t o  

t hose obtained and presen td  i r i  t h e  previous section for t h e  biphase sprearl systeni. 

4.5 Summary 

In this chapter. WC derive infinite series expressions t o  calculate the  probability of 

error encountered in biphase spread and quadriphase spread DS CDMA systems in 

:\LVCX channels. The series is based on a Fourier series representation of Q( . r ) .  which 

was first derived by Beaulieu in [Ml. Unlike most other approaches in t h e  literature. 

the series makes no approximations on t h e  probabiiity density distributions of t h e  

intersym bol and multiple access interference encountered. The expressions are used 

also to  assess the  loss in system capaci ty when varies levels of synchronizat ion errors 

arc prcsent, 



Chapter 5 

PERFORMANCE OF DS CDMA SYSTEMS IN 

MULTIPATH FADING CHANNELS 

In C'hapter 4. we have developed an accurate. infinite series expression for the 

calciilation of error probabili t ies for DS C'DM:\ systems in :\WGS channels wit hout 

making use of a Gaussian approximation for the intersymbol or miilt iple access inter- 

ference. This  expression is based on t h e  Fourier scries expression of the  error fiinction. 

Q(x). developed by Beaulieu in [ L - I ] .  In this chapter. extending on this procetliirc. rve 

(levelop an infinite series expression for the bit error rate of the DS C'DSI.4 system in 

a slowly fading multipath environment presented in Chapter '1. We assume that the 

systeni uses coherent recept ion. 

A s  discussed in Chapter '1. in mobile radio environments. the receiveci signais are 

subjectetl to m u l t i ~ a t  h fading rvhich severel- degrades the system performance. If 

the system bandrvidth is larger than the coherence bandwidth of the channel. fading 

is frequency selective [176]. In t his case. the multipath componerits in the  received 

signal are resolvable with a resolution in the time delay of Tc. t h e  chip duration. With 

ÇDhI.4 techniques. the resolvable pat hs can be dernodiilated individiially by a RAKE 

receiver of the forrn shown in Figure 2.9 which exploits the  excess redundancy due 

to the presence of independent channel outputs from the multipaths. In a RAKE 

receiver. information obtained from each branch is combined in a certain way to  

minimize the interference and furt her mit igate the fading [NI. 

W e  star t  this chapter with the generaiion of the  probability of error series for DS 
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(:'DAI.-\ systenis in m~iltipatki fading channels. The dcrived series is general i t i  t h e  smsc  

t hat i t cari be applied to  bot h frequency select ive and frequency nonselect ive channels. 

Il additional antennas are used to crcate diversity or increase the degree of existing 

diversitv. tliis can easily be taken into account in the series as well. Only bipliase 

spread DS ÇD41r\ systerns are stiidied in this chapter. Three diversity combining 

srhtmitbs arc corisiilrmd: si4w t ioii (liwrsi t!.. tyiial gain voir i l ~ i i i i  rlg nrifl iiiasirrial ratio 

combining. We make use of the derived series for al1 t hree diversity combining schemes 

to study the  performance of DS CDMA systerns in various operating conditions. 

5.1 Pro ba bility of Error Series Derivation 

Recall from Chapter 2 that the system of interest uses binary signaling and that 

the  k'tti user's information and spreading scquences are detined as ('2.2) and ( 2 . 3 ) .  

respect ively. The communication channe! of intcrest has a t ransfer fiinct ion described 

in (2.1 M). W e  assume that there exist L rcsolvable paths between the transmitter 

and the receiver. For each path. the associated path gain is modeled as a Rayleigh 

distributed random variable. ,dk,/ which does not vary for the duration of one syrnbol. 

Also recall t hat wit hout any loss of generality. one can assume the syrnbol a 1.0 from 

the information signal of the first user. a l  ( i )  is to be captured by the RM<E receiver 

shown in Figure 2.9. In this case. the input signal to the decision device from the j ' th  

pat h of t h e  receiver is given by (3.150). 

As in Chapter 4. suppose that a1.o = 1 represents the binary symbol 1 and a1.o = 

- 1 represents the binary symbol O. The decision device in Figure 2.9 produces the 

symbol L if the decision variable Z > O and the s-mbol O if Z < O. For an L branch 

RAKE receiver. the  decision variable Z is forrned by performing diversity cornbining 

on the input signals to the decision device. Zlj. from al1 L receiver fingers. An error 

occurs i f  Z < O when aiVo = L or if L > O when a1.o = -1. Since aiwo is assumed to 
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Recnll frorn ( 2 .  L.50) tha t  t h r  inpiit signal t o  r be tIecision device from the  j'tli path o f  

r h t *  rtw4l.r.r i i  ZI , = Di,., + / l l , h  + li , + .\il, - Si, wlierr Di,., is t Il i .  (Icsirid signal. Dl  ,h  

is the self interference due to ctiip timing errors. I l ,  is the intersymbol interfcrence 

due to t h e  mult ipat  h. :\II, is t h e  niultiple access interference and NI, is the AWGN 

terni wit  ti zero rriean and .\i;T variarice, 

Once al1 Zl,'s are obtairied. diversi ty cort~hiriing is performed in the rcceiver and 

the clecision variable Z iç formed. CVe consider thrce diversity combining schemes: 

sclection di\.rrsity. maximal ratio divcrsity combining aricl equal gain divenity coni- 

binirig. 

A s  disctissed in Çhaptcr 2. when selection diversity is ernployed. the receiver simply 

selects the receiver pa th  with the  highest path  gain. dlj. and uses the information 

from this pat h to estimate t h e  transrnittcd signal ai(!). The other paths are not used 

in the dccision making process. In other words. the decision variable Z is qua1 to. 

Since only t lie j't ti pat h is used in the  decision making. t he  chip timing and carrier 

phase errors in the receiwr are. TI ,  and 01,. respectively. When the j ' t h  path gain is 

t lie maxirnitm of the L gains where the individual gains are Rayleigh distri buted. the 

~robahi1it.y dcnsity function of t h e  j'th path  gain will be in the form. 
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as showri in cquation (.5.2-7) of [ S I .  

Followi ng Chaptcr -1. t h c  error probability conditioned on the random variables 

The random variables I l ,  and All, al1 arise from differerit physical sources. Hence 

they are independent. Thus. using the  total probability theorem [166]. t h e  error 

probability conditioned only on dij and a, is writ ten as. 

It is clcar from (2.1.53) and (2.15-1) that the probability density fiinctions J l l 1  ( i )  

and fStr l , (ni )  arc difficult to detcrminc. Iristead. similar t o  the procedure detailetl in  

Chapter LI for the DS CDAIA systerns in .-\\\'GN systems. WC proceed to rewrite the 

conditional error probability given in (5.4) using the Fourier series expansion of Q ( r )  

given in Section 4.2. If we subst i tu te  (4.30) into (5 .5 ) .  we obtain. 

Thus. WC need only to find t h e  characteristic functions of I I ,  and Mtj -  To t h i s  end. 



Chapter 5: Performance 01 DS CDMA Systems in Multipath Fading Channels 182 

Since the  il are  independrnt random variables. 

11 ( 5 . 7 )  is studied. it is seen that the rantlorn variables dlL,  011 and Atll  remain constant 

throughout t h e  duration of G chips rvhcreas the randorn variables à, and Vary 

independently from chip t o  chip. In this case. the characteristic function of i l  is 

defi net1 as. 

k i n g  the  binomial expansion. it is possible to rewrite (5.10) as. 

Once again? Ive assume tha t  the  processing gain of the system. G is even. Note that 

it is also possible to derive the characteristic function for odd G's. In this case. (5.1 1) 

can be rewritt,en as. 
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It is possible to perform the rxpcctation on AIli using t he  equalitics. 

from page 192 of [72] where the constant of integration is omitted. Recall froni 

Chapter 2 that AIIi can be asstimed to be unifornily distributed over [O. Z.I. In this 

case. for an asynchronous system. 

'The expectation relative to the random variables dli  and 011 can be performed using 

numerical integration. From Chapter 2. Ive know that 011 are iid random variables 

uniformly distributed over the i n t e r d  [O. Z r ] .  Jll on the ot her hand. has a Rayleigh 

distribution given by (2.1 11). A s  in the case with the system in AWGN channel. a 

simple t rapezoidal rule provides accurate results in a reasonably fast rnanner. Once 

t h e  numerical integration is perforrned. the  characteristic function of I l ,  can sirnply 

be found using (-5.9). 

CVe now find the characteristic function of ?Cltj- To this end. we let. 
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Siniilar to i l  iii (5.S). the rnkl are iid randoni variables as well. Therefore. 

.-\s b ~ f o r ~ .  t he expccta t ion  on the random varialde. rkr can be performed analyt ically. 

I--sing (.5.13) and (5.14) we get. 

The espcctation relative to the random variables Jkl and okl in equatiori (5.6) can 

he performed using numerical integrat ion. Note t hat t he  characterist ic funct ions of 

il ancl mr.1 becorne ident ical if Pl = Pk. Once again. t rapezoidal rule can be used to 

perform t liese integrat ions. 

.An alternative ivay to find the characteristic functions of Ill and .II1, would be 

t o  niake some independence assurnptions as explained in Çhapter 4 at the  expense of 
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somr degradation in tlie acciiracy of t kit. tcdiniqi ie .  If one nssiiirics t. h a t  t lir prodticts 

J I  o ) [ t  +(Tc -  ALI^)^] and cos(oii) [ v k j l ~ k l l  + K ~ ~ ( T ,  - I ~ i l ) ]  ~2- in- 

dependently from chip t o  chip. it is possil>lc to  find closed forni expressions for t h c  

characteristic Iiinctions of I I ,  a n d  :\Il, and these expressions would be sigriificantly 

faster to cornpute. h d e r  thesc assiimptions we first define. 

to get 

and sinçc il; are assunied to be iid. this would result in. 

Thiis. Ive f i  nd the charactcristic function of i l i .  CVe first perform t h e  expectat ion over 

the randoni variables c i  and g to gct. 

Yext. using the  following equation from (9.1.21) on page 360 of [4]. 

ive perform t h e  expectation on 011 to get, 
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LVe t tien use t h e  eqiiali ty. 

from (6.51 1.S) on page 666 of [C%] to perform the expectation o w r  I l l r .  C I y i  get. 

Next. we perform t h e  expectation over using the equality (6.631 ) on page 716 of 

[72] given by. 

where M ( a .  b. 2 )  is t h e  confluent hypergeometric iunction and is defined as. 

where = 1 and ( a ) ,  = U ( ( L  + 1 ) . . . ( a  + n - 1 ) [dl. Similady. T ( n )  is the gamma 

function and is defined as. 

i'(n + 1)  = ri!  (5.31 ) 

for integer values of n. After performing the  integration, we obtain. 

Xote that (5.32) is in its closed form and does not require numerical integration. Once 

(5 .32)  is coniputed. t h e  characteristic fiinction of I l ,  can easily be found using (5.23). 

We continue wit h the derivat ion of the characterist ic function for the multiple 

access interference term. dllJ. For this purpose ive define. 
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Once agairi. using the equalities (5 .25 ) .  (5 .27)  and ( 5 . 2 9 )  si~ccessively. we get. 

and sincc rrtk., arc iitl random variables. from (5.M).  

Having fotind the expressions for the  characteristic functions of II, and :HI,. ive 

<:an now tind the  infinite series for the error probability. k i n g  (4.31) and ( 5 . 6 ) .  

modd 

where the characteristic functions of llj and can be found using either (5.9) and 

(-5.18) or (5.25) and (-5.36). We need to integrate P ( E )  over the distributions of i l l j  

and a,. rn = O.. . . . G-  L to get the unconditional error probability expression. Recall 

that wtien selection diversity is employed di, has a probability density function of the 

form given in ( 5 . 3 ) .  a,? on the other hand. are iid random variables that take on 

values {F 1 } randomly. We define. 
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Tlit~l .  o i': a randoni variablv rvitli hirioriiial distril>iition. Siriw di, a n d  n an. iridr- 

pendent randoni vwiahlcs. 

the equality (3.J23.2) on  page 307 of [;'LI given by. 

and the equality (3.462.6) on page 33S of (721 given by. 

succcssively and performing sonie substit~itioiis Mie get . 

tir here 

\\'e iisci botli ~ricthods of finding  th^ characteristic functions for t,he interference 

terms to cornptite the  system capacities at different ctiip timing and carrier phase 

errors. System performance as a function of the nurnber of active users is graphed for 
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bot h methods in Figure 5.1 For systems at various synchronization error levels. Here. 

sÿstems with 2 multipaths and 20 dB SNR are considercd. A s  can be seen from Figure 

5.1. t h e  pro bability of error calculated from the two met hods is slight ly di fferent : 

the independence assumption results in slightly optimistic values. The ciifference. 

hoivever. is never large enough to g a n t  a discrepancy in the system capacity calciilated 

iising t hese niet.hods. We find t hat whcn an  error probability of 10-'' is desired. t h e  

two nicthods give exactly same value for the system capacity nt al1 synchronization 

error levels. 

5 . .  .Ilizrimnl Ratio Con~bining 

M e n  maximal ratio cornbining is ernployed. the receiver. having perfect knowledge 

of the  individual pa th  gains. wrights each pat h ivit h its çorrcsponding path gairi and 

t hen sums t hcse weightecl terms. I t  is t  his surn t h a t  is i is~ri  in t hr clecision making. 

Then.  

where D is the sum of the desired signal terms from 

interference. .\.l is the multiple access interference 

variance equai to. 

gt- = 2.\iTpoL{l + ( L  - 

al1 branches. I is the interspmbol 

and .V is t h e  . W G Y  term with 

since E{3&}  = ?pu and E{Jtj) = JZ;;poZ;;po/2. Since al1 of the  branches are used 

in the decision making. each branch in the receiver structure OF Figure 2.9 has 

the potential to have synchronization errors. Thus the chip timing errors are de- 
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H Method II - Perfect Synch +-+ Method I - Timing Error:Tc/l O 
A-AMethod II - Timing Error:Tc/lO - 
4-4 Method I - Phase Error:pi/5 
V-7 Method II - Phase Error:pi/S 

Figure 5.1: Corn parison of the two methods in  evaluating the systern capacity for a 

system empioying selection diversi ty on 2 pat hs and operating at 2OdB SXR. 



Chapter 5: Per/ormance of DS C'DMA Systerns in Multipath Fading Channels 191 

fineci as. ,. TI - .  . . . . TI L .  a n d  corrcsporitlingly. t h e  carrier phasr crrors arc d e f i n 4  as. 

0 1  1 .012.  . . - * 01 L .  

Following the same procedure out lincd for t, he select ion diversity receiver. one can 

rvrite the error probability for maximal ratio combining conditioned on the  L path 

a i n s  and the Gaiissian randorn variable cr as. 

sin 

rn odd 

Once again. LW only need to find the charactcristic functions of I and ;Cl to find the 

error probabi l i  ty expression. These hirictions can be foiind ci t her semi-analytically 

or using the independence assumption disciissed in t h e  previoiis section. Using t h e  

equations (9.1.1s) o n  page 360 of (41 and (6.629) on page 716 of [ï?]. we obtain. 

and 

I t  is possible to uncondition (-5.-IS) from t h e  randorn variable a analytically. The error 

probability conditioned only on the individual path gains is given by. 
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We use the simple trapezoidal rule to perform this intcgration. 

Whcn eq~ial gain combining is ernploycd. t lie rccciver sirnply sums earti path terni 

and uses this sum in ttie decision niaking. Theri. 

tvhere D is the siim of the  desired signal terms from al1 brariches. I is the intersymbol 

interference. .\l is t h e  multiple access intcrference and .Y is the :\WC3 terni rvith 

variance equal to. 

Similar to the maximal ratio combining case. when equal gain combining is employed. 

it is clear from ( 5 . 5 2 )  that al1 of the L paths are used in t he  decision making process. 

Therefore. the chip timing errors are defined as. ri*. Tl?. . . . . T ~ L  and similar l .  the 

carrier phase errors are  defined as. ott. 012. - . . . O l t -  

Following t h e  same procedure out.lined for t h e  select ion diversity receiver one can 

tvrite t lie error probat>ility for eqiial gain combining condit ioiied on the L pat h gains 
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The characteristic functions are foiind the  sarne way as in t h e  two previous cases as. 

and 

Similar to the maximal ratio case. it is possible to uncondition the error probability 

expression from the variable a analytically. 

However. as before. unconditioning (5.57) from the individual path gain variables re- 

quires numerical intcgration. Once again. we use the trapezoidal rule for this purpose. 

5.2 System Andysis 

For the three different diversit- cornbining schemes considercd in this t hesis the prob- 

ability of error. as can be observed in (5.13). (5.51) and (5.57). is a function of the  
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recr ivd  signal to rioise ratio. S 'i R=?pU Pl l'/.\'o. t h e  nuni b ~ r  of iiscrs prescnt in t lic 

system. K. the niimber of diversity paths. L. the synchronization errors. TI ,  and &, 

and the  proccssing gairi. G'. Thus. it is possible to find the system capacity for difkr- 

ent values of SNK. number of diversity paths. synchronization mors  and processing 

gain. LVhen C;. SXK. L. T I ,  and O , ,  are fixeci. we can evaliiate the crror probabilitv 

the maximum number of users t hat will still yield an error probability below a certain 

t hreshold. 

We consider a user data transmission at 9600 bitslsec that requires a n  error prob- 

ahility 5 [O-" and systeni bandwidths of 1.25 MHz. %Hz and 10Mtlz. The l .25MHz 

svstem has a processing gain of 128, the 5hdffz system has a processing gain of X:! 

and the 10MHz systcrn has a processing gain of 1024. We assume that the maximum 

multipat h delay spread is in the  range of 25 to 200 nanoseconds 1891. Thus. ive con- 

clude that the 1.25hIHz channel has only one. the 5MHz channel has two and the 

1O'vItIz system has three rcsolvable paths. CVe assume a slowly fading channel. 

For al1 three diversity combining schemes. multipath fading affects the system 

performance dramatically The 1 .ZjMHz system at 2OdB SNR has a capacity of 

zero if no coding and divenity is employed and no voice activity factor is taken into 

account. The same system is shown to have a capacity of 39 users in an AWGN 

environmeut in Chapter 4. As stated previously. the 1.25iMHz system has no inherent 

diversity through multipath: other means such as the use of multiple antennas at the 

receiver are to be employed to achieve a nonzero capacity. When an art ificial diversity 

of 2 is achieved. the system has a capacity of 4 if selection diversity is employed. 9 if 

equal gain combining is employed and 13 if maximal ratio cornbiniug is employed. 

The wideband systems of 5MHz and LOMIIz, on the other hand. both have resoiv- 

able multipath branches of 2 and 3. respectively. If al1 of these branches are utilized 

by rneans of selection diversity at the receiver. the 5MHz systern has a capacity of 17 
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and the  1031 Hz s-stcni lias a capacit.1 of 5s. respect ii-ely. 

Synchronization errors aflcct thc system capacity significantly. For example. for 

the 1.25hIHz system with 2 artificial rniiltipaths. a chip timing error of 10% will 

reduce capaci ty of t h e  sclcction divcrsi ty systcrn to 3. the  capaci ty of t hc q u a 1  gain 

combining system to 7 and  t h e  capacity of t h r  maximal ratio conibining systcrn to 10. 

loss in the system capacity is about the same as the percentage loss of the same 

systeni in the AWGN environment discussed in Chapter 4. Here. we assume that 

for maximal ratio and equal gain combining systems. al1 of the receiver branches 

suffer from the  same level of synclironization errors. Le.. = 7-12 = . . . = q t  

and = o12 = . . . = From (5.43). (5.51) and (5 .57) .  it can be seen that 

the sy nchronizat ion errors cffect t hc system performance by potcnt ially reducing the 

rnergy of the clesired signal coniporirnt of t h e  received signal and by introclucing self 

interference. As in the  case of the ACVCN channel. ive have numcrically Foiind that 

the self i nterference. in corn parison to the signal encrgy retliict ion is negligi bly small. 

Ttie reduction in the desired signal energv level can alternatively be interpreted as 

an effective processing gain loss. Ttien. the eflective processing gain is approximately 

a linear function of the system capacity for a given level of maximum allowable error 

probability. 

System error probabilities as a function of SNR are plotted for the three diversity 

combining schemes when 10 users are present in the systern and perfect synchroniza- 

tion is achieved in Figure 5.2. The graph confirms the well-known conclusion that. for 

the same operation point. maximal ratio combining provides the user with the best 

performance. Select ion diversi ty. on the ot her hand. consistent ly under-performs the 

other two scherries. Equal gain combinitig has a performance that is in between t hose 

of selection diversity and maxima1 ratio combining at al1 times. 

For t h e  selcction diversity receiver. the  capacity losses for various levels of syn- 
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Figure 5.2: Coniparison of the diversity conibining schenies for the 1.25MHz system 
at 20dB when there are no synchronization errors. 
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Table 5.1: Capacity losses due to different levels of synchronization errors for the 
1.25hl Hz svsteni with L= 1. 2 a t  20 dB when selection diversity is employed. 

CI 

Synchronizat ion 

Errors 

chronization errors arc listed in tabular form in Tables 5.1 and 5.2 for the  1.25hIHz 

systern. in Tables 5.3 and 5.4 for the 5MMz system and in Table 5.5 for the  IOMHz 

system. respectively. a11 at 20dB SNR. From t hese tables. it can be seen t hat the per- 

çcntage capacity loss duc to a certain level of synchronization error are comparable 

in  al1 t h r w  systcms independent of t hc number of diversity branches considered. The 

occasional deviations from this conclusion are due to  t he  quantization inherent in the  

process of finding t h e  system capacity from the bit error rate. This is because. the  

system capacity can only take on integer vaiues. 

Cqiaçity 

rr 

Percent agc ('apaci ty  Loss 

ivrt Perfcçt Synchronizat ion Case 
I 
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Synchronizat ion jl Capat-i ty Percentage Capaci ty  Loss 

Errors wrt  P d e c t  Synchronizat ion Caw 

pcrf. synch. 

Table 5.2 Capacity losses due to different levels of synchronization errors for the 
1 .%MHz system with L=3. 5 at 20 dB when selection diversity i s  employed. 
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-- -- 

Sj.ri<.lironizat,ion ('apac-ity Pt!rccntage Capaci ty Loss 

I [+hors wrt P t d k t  Synchronizat iori Cast* 

Table 5.:3: Capacity losses due to different levels of synchronization errors for the 
.%IHz systern with L=2.  4 at ZOdB when selection diversity is employed. 
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L I  

Table 5.4: Cnpacity losses dtic to different levcls of synchronization errors îor ttie 
.iM Hz systcrn with L=6 at 2OdB when selection diversity is ernployed. 

perf. syricti. 

Pcrceritagc Capaci ty Loss Synchroriizat ion 

34 
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11 pcrf. synch. ( t i Y  ( 

1 

Table 5.5: Capacity tosses due to different tevels of synchronization errors for the 
LORIIHz system at 20dB when selection diversity is employed. 

Synchronizat ion 

Errors 

C'apacity E3erccn tage Capaci ty Loss 

wr t  Prrfcct Sync:tironization Caïc 
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System Capacity 

Table 5.6: Capacity losses dice to differcnt lcvels of synchronization errors for the 1.25 

Syrichronization 

J 
h o r s  

sj-stem at 20ciU when selection diversity. t ~ ~ i i a l  gairi conibining and rriasinial ratio 
mnibiriing is rrnplo~~rcl. 

In Tables 5.6 and 5.7. the  capacity losses of the three diversity combining schemes 

] pi- r~ .  iynrt:. t I I  !! 1 ! 3 1 

Sc3lwtiori 

Divcrsity 

are compared for various chip timing and carrier phase error values when the system 

bandwidth is 1.25hIHz and 5hlHz. respectively. It is seen once again that the per- 

centage capacity losses due to a certain level of synchronization error are comparable 

Eqital Gain 

('oriibining 

for the three diversity schemes. Thus. it can be concluded that al1 three diversity 

Maxirnnl Ratio 

Corribiriing 

combining schemes are equally sensitive to synchronization errors. 

In a practical system, both chip timing and carrier phase errors will be present. 

If ive define the  capacity loss of a system as the difference between the capacity when 

t here are no  synchronization errors and the capacity when synchronization errors are 

present. it  can be  seen from Tables 5.ô-5.7 t hat the capacity loss from the presence 

of bot h chip timing and carrier phase errors is approximately the surn of individual 

losses for al1 values of SXR for al1 systems considered. 
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l l Synchronizat ion 

System Capacity 

Selcction EqiiaI Gain G Ratio Il 
Conibiriing 11 

'Table 5.7: Çapacity losses due  to different levels of synchronization errors for t he  
XvIHz system at 2OdB when selection diversity. equal gain combining and maximal 
ratio combining is employed. 
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Error prohabiliry as a fiirwt iori of t l io niiriihcr of act ivc tiscrs prcscnt in t t i ~  systctni 

is plottcd in Figtircs .XI. 5.4 and 5.5 for tlic 1.25 k 1 k .  5 hIHz and 10 .\!Hz systems. 

respectivcly whcri srlectiori diwrsity is cniployed. T h e  graphs show t hat as the niim- 

ber of iisers i n c r ~ a s ~ .  the prv-formance of systems with different nurnber of diversity 

pat hs converse. i-lowevcr. wticn low crror probahilities arr rcqiiirrri. as i s  r ht-  cas^ 

for rtdiahlo t raiisiitissioti o f  \.oi(*(*. (lata a i i ( l  ri&-o sigrials. Iiaïirig niiiltiplt~ (li\.imit.y 

branches increase t lie system performance t hat was reduced by fading. However. di- 

versity combining on its own. is not sufficient to gain back al1 of the capacity that 

is lost due  to fading. Additional nicans such as coding. interleaving andfor antenna 

divrrsity arc nccessary to ftirthcr increase the capacity. It is seen lrorn Figures 5.4 and 

5..5 that when the miiltipath branches inherent in t h e  DklHz and lOXIHz systerns arc 

not iitiiized (i.e. when L = l  for the 5 hlHz system and when L = L 2  for the 10 .\II-iz 

systeni). the performance of these systerns become nlmost as poor as t hc 1 .20iSIHz 

systern that does not emplop anp diversity. 

5.3 Summary 

.-ln infinite scries for the probabiiity of error of a BPSIi modulated DS CDMA sys- 

tcm with nonzero chip timing and carrier phase errors in a slorvly fading. multipath 

environment is derived in this chapter. CVe assume that the receiver is a coherent 

RA I i  E receiver employing selection diversi ty. equal gain cornbining or maximal ratio 

cornbining. The derived ~robability of error expression is used to compare the  relative 

performances of the t hree diversity combining schernes considered. Effects of non-zero 

spnchronization errors on the performance of the diversity comhining schemes are also 

investigated. 
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Figure 5.R: Probability of error versus the nurnber of active users for the  1.25hlHz 
systeni iising various number of diversity branches when there are  no synchronization 
errors and when t here is a timing error of Tc/ 10 (Selection Diversity). 
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Figure 5.4: Probabiiity of error versus the number of active users for the 5hIHz system 
using variotis number of diversity branches when there are no synchronization errors 
and when t here is a timing error of Tc/ 10 (Seiection Diversity). 
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Figure 5.5: Probability of error versus the number of act ive  users for the IOkIHz 
system using various number of diversity branches when there  are no synchronization 
errors and when there is a timing error of Tc/10 (Selection Diversity). 



Chapter 6 

ANALYSIS OF UNBALANCED DS CDMA SYSTEMS 

:\s disciissed in Chapter 3. there have been many papers on the calculation of 

error probabilit ies for DS CtD.LL\ systems. Throughout the years. one particularly 

popiilar approximation has been the Standard Gaussian Approximation ( SG.A ). .As 

expiained in detail before. in SC.-\. only the desired user's signal is considercd and 

al1 other uscrs which arc simiiltaneously using the channel are treated as interfering 

additivr Gaiissian noise having uniforrn power spectriini over thc band of interest. 

The SC;:\ is based on the cmtrai limit theorem which states that the siim of a large 

niimber of miitiially independent random variables tends towards the normal distri- 

bution provided certain constraints are satisfiedL. Thus. the SC;:\ assumes that the 

interference terms are niutually independent and that there exist a large numbcr of 

t hem. However. rve have sliown in Chapter 2 t hat the miilt iple access interference 

terms in a DS CD!&\ system are independent only when conditionecl on a set of 

specitic operating conditions of' every user. Thus. the SG.4 is not always accurate 

enough. This observation led to the proposai of another central limit theorern based 

approximation. narncly. the  Improved Gaussian .Approvimat ion ( [GA) [156]. Here. 

the multiple access interference terms are conditioncd o n  the particular operating 

conditions of each user and the central limit theorern is invoked to find the condi- 

tional error prohability. The total probability theorem is then used to numericalk 

find the unconditional error probabilit. The IGA is naturally more accurate than 

the SCLA. However in [156]. evaluation of the expressions used to describe the IGA 

'The Central Limit Theorem is described in Section 9.1.1. 
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techriiqiic reqiiirvs significant coriipiitat iorial t inie and cortiplexity. This is overrorritr 

hy Holtzman by using an  accurate Taylor series based approximation in [SOI. Both 

t tie SC;:\ a n d  t h e  [Ci:\ have been discussed in detail in Chapter 3. 

Eveii though t h e  [GA provides a more accurate estimation of t h e  bit error rate 

t. han t lie SCLA. iilt irnately hot h approximations are based on the central liniit t heoreni 

iiri<! t hiis t 1ic.y hot li fail for castls wliorc t h t b  central h i  t 

It is well known that the central limit theorem requires 

variables where no single variable or a group of variables 

one may t h i n k  of scenarios where the DS CDMA system wil 

t hoorerii is not ap pl ir:ahle. 

a large number of random 

can dominate. In practice. 

1 not satisfy t his coastraint. 

A scarcely populatcd system. one or a sniall group of interferers dominating the 

interferencc term or a system where services that require different signaling rates 

and associated error probabilities are examples of scenarios one rriight ericounter in 

practicc where the validity of the central lirnit theorem is questionable. 

T h e  Fourier series based expression derived in this t hesis does not rely on a 

Gaiissian approxiniation For the multiple accttss interference. Therefore. even in s c e  

narios such as the ones listed above. the expression is still valid. In this chapter 

the probability of error expressions for the above scenarios are obtained using the 

derived Fourier series expression as weil as t h e  SGA and the [GA. since these are the 

rnost popular analysis techniques in use. Since the Fourier series error probability 

expression makes no approximations on the distri but ion of the mu1 tiple access and 

intersymbol interference terms. it is used as a tool to assess t he  level of accuracy of 

the central limit based approximations are in determining the error probabilities. 

6.1 Analysis o f a  Scarcely Populated DS CDMA System 

Né first consider t h e  biphase spread. asynchronous DS CDMA system in additive 

white Caiissian noise (AbVGN) channel described in Chapter 2. W e  investigate the 
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case tvherc thil s>-stern is scarcely popiilatcd sincc one  of t h e  uridcrlying rcqiiircnirnts 

for the central limit theorcm to hold is to  have a large number of users contribiiting 

to the multiple access interference. WC wrisider a systern that provides user data  

transmission a t  9600 bits/sec at a systern bandwidth of I.22SS MHz. Thus. the 

processing gain is 1%. :\ signal to  noise ratio (SNR = Eh/.\" = Pi T/.V") of 20 4 3  

PL = P L = . - . =  Px. 

If SGA is used to  find the error probability of such a system. from (3.14). one cari 

Similarly. using [GA. from (:3.26). the error probability of the  system can be 

writtm as. 

and 

respect ively. 

When the rrror probability is calciilated using the  Fourier series based scheme. 

(4.65) can be written for t h e  systern in question as. 

modd 
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rv hcre t lic charactcrist i î  functiort o f  t lie riiiiltiple access iriterfcrorice. .\l is givcri as. 

since @ m 2 ( ~ ~ )  = Oml(u') = . . . = amt(1u)  = ... = O m K ( u ~ )  for this case. @ , , ( t c )  is 

given iri  (4.49). 

\\.ta r.al(.iilat(* thr pro ha hi lit^. o f  t3rror for  the s?.sttmi i r i  mrisidrratiori iisittg ;dl o f  

t hese t hree techniques for various number of active users. The results are  shorvn in 

Figure 6.1 and Table 6.1. Here and below. sornetirnes. error rates are given to more 

t h a n  practical accuracy. This is done to provide an aid to those readers who wish 

to  test the numerical accuracy of thcir irnplernentation of the Fourier Series mcthod 

for computing CDMA error rates. From the graph and the  table. it can be observed 

that when the  niimber of active users in the system is small. thc SGA becornes ovcrly 

optimistic in approsimat ing the error probabilit ies the users esperience. For cxaniplc. 

for a systcrn with only 13 active users. the SG:! predicts the error probability to be 

;..?LZ%LS x lO-\when in fact the truc error probability calculated using t h e  Fourier 

series scheme is 5.533682 x 10-'. T h e  IGA on the other hand. gives reasonably 

accurate results even when the active number of users is small. For the above example 

where 13 users are active in the DS CDMA system. IG:\ predicts the error probability 

t o  be 5.019413 x IO-'. As seen from the graph and the table. as the number of active 

users increase. as one would predict. the  SGA starts giving more and more accurate 

results. 

It is seen from Figure 6.1 and Table 6.1 that when the  DS CDMA system is 

scarcely populated. the SGA is not a reliable scheme to  find the error probabilities. 

T h e  IGA on the  ot  her hand. seerns to be acceptably accurate even when the  number 

of users is very small. 

We repeat t h e  error probability calculations for the  same DS CDMA system. 

this time transrnitting 4800 bits/sec and operating a t  a processing gain of 256. The 
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Figure 6.1: Error Probabilities for t h e  DS CD3. f .  Systeni in an AWGN ctiannel when 
G' = 123  anri S N R  = '10 dB. 



Table 6.1: Error Probabilities for the Scarcely Populated DS CD'rl-4 System 

rcsiilts are given in Figure 6.2. It is scen that at this higher processing gain. the 

uptiriiisrii of the  SC;.-\ i r i  assessirig t h e  error probabilities at loiv values of niiniber of 

iiwrs is accentuatecl. The IGA still gives acceptably acciirate results but for small 

niiniber of users. the discre~ancy betwtien t h e  actiial bit error rate ancl the  value 

obtained from ICL\ is larger t han t hat observed in t h e  system with the processing 

gain of 1%. Therefore. we conclucle t hat the accuracy of a central liniit t heorem 

hased approxirnat ion decreases wi t h increasing processing gain. 

6.2 Analysis of a DS CDMA System with Dominant Interferers 

Lié now consider the  same biphase spread. asynchronous DS CDhI.4 system in :\LVCN 

channel where there is no perfect power control. Lack of pocver control may generate 

situations where one or more users* signals dominate the multiple access interference 

term for a t  least a short amount of time, -4s stated earlier, this is a direct violation 

of one of the key constraints of t h e  central limit t heorem. 

Now consider that in the  system of interest. one of the interferers dominate the 
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Figure 6.2: Error Probabilities for the  DS CDMA Systern in an AWGN channel when 
G' = 256 and SXR = LOdB, 
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rndtipie access intcrfcrenre. i-c.. 1: = I!, = Pi = . . . = Ph. = P and Il2 = n . Il. 

where u is a constant. In this case the error probability equation for the SC;:\ in (6.1) 

çan be rnodified as. 

i v  here 

'The Fourier series based scheme on the other hand. still tises the equation given 

in (6.5) with the only difference that now. the characteristic function of the multiple 

acccss i nterference is given by, 

since the  terms rn? and r n ~ ?  k # 2 in (4.49) are now different since PL = a Pk. 

We calculate the probability of error for the system in consideration using the 

t hree techniques for various number of active users and different values of a. C\é first 

consider a to be 20. The results are given in Figure 6.3 and Table 6.2. From the 

graph and the table. it can be seen that when there is a dominant interferer present 

in  the system. the  SG.4 gives overly optimistic results even for moderately large 
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* - - - - - -- A . 'a - Fourier Series Bascd s cher ne-^ 
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Figure 6.3: Error Prohabilities for the DS CDMA Systern with a Dominant Interferer 
whcn CI = 2O.G = 12s and SNR = 2OdB. 
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1 Nurnber of Users 1 P ( E ) F S  

Table 6.2: Error Probabilities for a DÇ C'DM:\ Systern wi th  a Dominant Interferer 
(a = 20). 

nitrnber of users. On the ot her harid. when t here are dortiinant interferers. the  [GA 

analysis becomes prohlernatic. For srna!l nuniber of iisers (1-6 iisers when n = 20). 

the inecpality given in (3.37). which rnaps t h e  region of operation for the I C L L  is not 

sat isfied. Due to t his reason. t h e  IC;:\ as descri bed in [SOI cannot be used wlien t here 

are few n t m b e r  of users and when one of them is dominant. If one lowers the  value 
- 

of the h described in (3.24) frorn d302 to p. we observe that  the iriequality of 

(:$.;(7) holds even in the 1-6 user region. For h = &. (3.26) can be rewritten as. 

Recall however from Chapter 3 that as the value of h is decreased. the IG.4 perfor- 

mance approaches to that of the SC;.-\. In Figure 6.3 ive plot the error probabilities 

calculated using both the  original IG.4 (in its region of operation) and the modified 

IGA as well as the SGA and the  Fourier series based met hod. It is clearly seen here 
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that for srnall to moderate number of users. botli the SGA and the modified ICA 

produce optimistic results. Within its operational region. the original ICA gives ac- 

curate results. -4s the number of users increase. once again. dl central limit based 

approximations produce more and more accurate results. The error probabilities for 

the system in question as calculated by the SGA. IGA and the Fourier Series based 

met hods are given in tabular lorm for increasing number of active users in Table 6.2. 

Note that here. for 1-6 users t he  rnotlified iG.4 with h = is used and for 7-10 

iisers. the  IG.4 with h = & / j ~  is used. 

It is seen from Figure 6.3 and Table 6.2. when t h e  DS CDS[-4 systeni has a 

dominant interferer. t h e  SGA is not a reliahle schenie to find the error probabilities 

even when there is a rnoderately large niimber of users active in the system. The 

IC;:\ as described in [SOI on the other hand. cannot be iised in siich systenis when 

the number of iisers is srnall. For large niimber of users. the IG.4 produces relatively 

acciirate results. For t h e  range where the I C A  is not applicable. a niodified IG:\ can 

be used to get estimates of the  error probability. The modification. hoivever. conies 

at t he ex pense of a decreased acciiracy. 

LVe repent the error probability calciilations for the same DS C'DM:\ systern. this 

time wit h a dominant interferer of a = 50. The results can be foiind in Figure 6.4. -4s 

can bc seen from the figure. when the  dominant interferer is stronger. both SCL4 and 

1G.A becomc less accurate. As the strcrigt h of the  dominant interferer is increased. 

the minimum number of active users required to get an estimate from the original 

IG.4 becomes larger (for û. = 50. a minimum of 17 users is required). 

6.3 Andysis of a Mdti-Service DS CDMA System 

.As discussed in Chapters 1 and 2. third generation (3G) wireiess systerns are in the 

last stages of t heir development. Globally. DS CDMA has emerged as t he  promi- 
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Figure 6.4: Error Piobabilities for the DS CDMA System with a Dominant Interferer 
when a = 50.C; = LIS and SNR = '20dB. 



Chapter 6: Analysis of Iinbakunced DS CDM.4 Systems 220 

nent iiiiilt iple access scheriic- i n  :K.;. I'rcscrit sworitl gcricrat ion systcrris arc pri riinrily 

designed for low. fixed rato voice and data. Horvever. thc emcrging 3C; systcms will 

support a wide range of se r ï ic~s  wliicli ni- rcquire differcnt source rates aricl proh- 

ability of error reqiiirements. New approarties are necessary to acconimodate the 

perforniance needs of misetl serviïtx iisers. Provision of a niiiititiitle of possiblr data 

0 Iizr-iabfe Spreading: Hcre. a single spreadirig sequcncc is assigned to cadi user 

regardless of the sourcc rate. Since the  signaling bandwitlt h is kept constant 

and is shared by al1 iisers in  DS C'DM:\ systcriis. the processing gain for cadi 

iiser tvill depend on the associated source rate in such a way that t h e  product 

of the source rate and the ~orrcs~onclirig processing gain will alirays he cyiial 

to t h~ system bandwidt 11. Therefore. as t lie source rates increase. t lie observecl 

p roccssi ng gains decreasc. 

Consider two baseband signals at rates rl and r2 = k x r i .  respect ively. If the 

systeni bandwidt h is B W .  t lie corresponding processing gains are. Gt = BIC*/rl 

and G? = Bll'/r2 = G 1 / k .  respectively. If the error probability requircnients 

arc the sarne. then the power control scherne at the receiver sets the power 

level of the second signal. rz to k times that of the first signal. rl [S3]. This 

ensures t he  signal to multiple açcess interference ratios of the two signals after 

despreading and filtering to be approximately the sarne. 

a .\lulti-( 'ode Trrrn.smis.r;ion: tIere. a basic transmission rate. ri, and its associated 

processing gain. C;a is estahlished as t h e  basis for the  signaling baridwidtti. BCÇ-. 

I f  a iiser needs JI tinies the basic source rate. it converts its signal st rcam. serial 

to parallel. to JI streams. each at the basic transmission rate. and spreads each 
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Stream with a different spreading sequence. In other words. the user is given .II 

code channeis to transmit a t  J I  times the  basic transmission rate. hlulti-code 

transmission is tised in Tif\/ EI:\-95-B to provide higher user data rates [lSZ]. 

W e  now investigate an asynchronous DS CDMA system where two types of services 

signaling rate of 9600 bitslsec and the  information bits are spread to a bandwidth of 

1.22% MHz by a processing gain of Cii = 1'18. Similarly. the second service rcqiiires 

a signaling rate of 192000 bitslsec and the information bits are spread to the same 

1 .??SS .LI tIz bandwiclt h by a processing gain of G2 = Gl 120. W e  assiinie t tiat t here 

are Ki iisers using the Rrst service and h-2 users using the second service. In this case. 

from ( 2 . 3 ) .  assuming perfect power control rve can write t h e  total received signal at 

the receiver of Figure 2.2 as. 

where. al;( t ). i i k ( t )  are the information secluences of t h e  k'th service one user ancl k'th 

service tivo user. respect ively. Similarly. bk( t ). bk( t ) are the spreading sequences of the 

k'th service one user and k'th service tivo user. respectively. r k .  oi, are the  time and 

phase offsets for the k'th service one user. and ik.& are the tirne and phase offsets 

for the k l h  service two user. 

L e  are interested in the impact of service two users on the bit error rates of service 

one users. \Vithout an- loss of generality. we assume that the signal frorn the first 

service one user. a l ( t )  is to be captured. We also assume that correlator receivers are 

utilized and perfect synchronization of tirne and phase as well as perfect power control 

are rnaintained. We consider the  data symbol interval of [O. Ti] in the analysis. rvhere 

ir, = 1/9600 seconds. In this case. frorn (2.6). the input to the decision device for the 
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receiver of Figure 2 . 5 s .  

whrre D is the  desired signal. .\Ll is t h e  multiple access interference from service 

one iisrrs. .\12 is the niiiltiple access interference from service two users and .V is the 

channel noise. Following (2.20) arid (2.70). one can write. 

The random variable -Y is zero mean. .VoT variance Gaussian distributed. [ t  can 

clearly be observed from (6.17) that as Far as the bit error rate analysis is concerned. 

the variable spreacl mult i-service system is ident ical to the system rvit h dominant 

interferers. Relative to the  service one users. service two users dorninate the multiple 

access interference that a server one user observes. The larger the data rate for the 

service two user is. the more dominating the service two users will be as mult i ple access 

interferers. This is because. as the data rate is increased wit hin a fixed bandwidt h. the 
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transmit powers need to  be increases proportionally t o  conipensate for the  loss in t h e  

processirig gain. Ln gcncral. using (6.1). the obscrved error probability cqua t ion  for 

the  SGA for a service one user can be written as. 
r i  d 

where k is t he  ratio of the service two inforniation rate t o  that of service one. 

Sirnilarly t he  [GA error probability eqciation for one  of the service one users can 

b e  writ ten as. 

w here 

When the error probability is calculated using the Fourier series based scheme. the 

equation given in (6.5) can still be used. However. the characteristic function of M 

is now calculated using the equation. 

since t h e  terms r n t k  and rn2k in (4.19) are  now different since t h e  received signal power 

of a service two user is k times that of a user one service user. 
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Table 6.3: Error Probabilities for a Miilti-Service DS CDhIA System with a single 
wrvice two user. 

Number of Voice Users 

We calculate error probabilities for the variable rate rnulti-service DS (.'DM-\ 

systern with one service two user and niany service one users using al1 of the above 

rnentioned schemes. The results are shorvn in C'igiire 6 . p 5  and Table 6.3. It is clear 

from t h r  graph and the table that the SC;:\ gives overly optiniistic resiilts cvcn for 

P( E)FS 

modrratrly large nuniber of iisers. ICA. on the othcr hand. gives respectably accurate 

resiilts in its region of operation. When the K.-\ is modified to get error prohahility 

rcsiilts for small number of users. as before. the performance of the modified [Ci.\ 

nioves torvards that  of t h e  SC.\. The error probabilities for the system in qiiestion as 

calciilated by the SC;:\. I C A  and the  Fourier Series based method are given in tabular 

P( E)sc..~ 

form for increasing number of active users in Table 6.3. 

[.-se of mu1 t i-code transmission to provide the variety of signaling rates necessary 

P(  E )  IG,I 

in 3C; does not cause any of the central limit theorem conditions to Fail. On the 

contrary. since the high data rate users transmit their signals using k parallel code 

channels al1 at  the basic spreading level. their impact on the loa data rate users 

is identical to the  impact of k separate low data rate users. Thus. the presence of 

high data rate users in the systern merely increases the effective number of low data 

rate interferers. t hereby rnaking bot h SGA and IGA respectable approximations in 

bit enor rate estimation, It should be noted here that use of multi-code or nriable 
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Improvcd Gaussian Approximation 
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Number of Active Users 

Figure 6.5: Error Probabilities for the multi-service DS CDhIA System with a single 
service two interferer at SNR=LOdB. 
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spreadirig to achievr the  highcr data rates rcsiilts in approximatcly the sanie systeni 

performance [221]. Thus. the choicc of one scherne over the other has to be based on 

non-performance related issues. 

6.4 AnaIysis of a DS CDMA Systern in a Ei-equency Non-Selective Fad- 

ilig Clianiiel 

Next. WC consider the flat Rayleigh fading multipath channel. In this case. the  path 

gain variable $k for each user described in (2.110) is a Rayleigh random variable with 

the distribution. 

with E{@) = Jpor/z. ai = ( 2  - i ï / 2 ) p o  and E{d2} = 2p0. We assume that Pl = 

Pi = . . . = Ph. = P. To find the error probabilities for this case. the equations given 

in (3.19). (3 .26)  and (5.37) have to be averaged over the  distributions of t he  path  

gains. 

When SGh is used to find the  error probability for the DS CD'vl.4 systeni in a 

flat Rayleigh fading channel. (3.14) becomes. 

The above integral can be solved using equality (6.237) in [72] on page 649. 

where 8(r)  is the Exponent ial-Integral funct ion defined by. 
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resulting in. 

k i n g  (6.25). one can rewrite (6.24) as. 

Similady. in  a fading environment. the [Gr\ error prohability equatioii of (3.26) 

becornes. 

.-1 Fourier series expression is already derived in Chapter 5 to calculate the error 

probabilities for DS CDMA systerns in multipath fading environments. For an asyn- 

chronoiis DS CDMA systern rvith no synchronization errors. t h e  series for t h e  error 

probability conditioned on  the distributions on the path gains is given in (5.:37). To 
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h l  t t ic~ systrrii rrror probability h m ~ .  WC. riccd to at-rragr awr  t h c  inclivitiual pat t i  

gains. Note here that  WC assume the fading expcrienccd by different iiscrs to he 

independent froni orle another. Iti  tliis case. 

The cliaracteristic function of r n k  can be foiind by averaging eqiiation (4.62) over t h e  

distributions of . jk rniirrierically. Oncc agairi. a simple t rapczoidal rule is siifficierit to 

obtain accuratc resul ts in a reasonabiy fast rnanner. Averaging over the distri bu tion 

of .jl can bt. performrd arialytically. \Ve ilse the following ecluality frorn page -I!h 

eqiiat ion ( :1.!9.5'2.1) of ['Z] for t his piirpose. 

In this case. (6.32) becornes. 

LVe calculate the probability of error for the  system in consideration using all of 

these t hree techniques for various number of active users. The results are shown 

in Figure 6.6. This graph shows that. for the  calculation of error probabilities for 

DS CDMA systerns in multipath fading channels the central limit theorem based 

SC hemes provide reasonably accu rate results. However. unlike t be previous scenarios. 

as t h e  n imber  of users increase. the SCL4 or the IGA do not converge to  the true 

error probability value in this case. but rather maintain their error margins. The 

[GA. as before. provides bet ter results t han SC;-\ but it still overestimates the systern 

pzrforniance sliglitly even for large number of users. 
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2 _ - -  _ - ---- 
n I - (PI : lmproved Gaussian Approximation 

-1 
. ( -  z Standard Gaussian Approximation : 
l - .  Fourier Series Based Method 
8 - 

---- ---- . .A--- -- - 
2 4 6 8 1 O 

Number of Users 

Figure 6.6: Error Probabilities for the DS CDM.4 System in a Multipath Fading 
C'han ne1 
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ln this îhapter we calciilatc error probabilities for various DS CD!tpI..\ systems uçirig 

t h e  standard Ciaussian approxiniation. irriproved Chissian approximation and the  

Fourier series based schcn-ies. The sccnarios are selerterl siich t hat candi t ions for t h e  

~xl id i ty  of t lie c m t  ral liriiit t l i m r m i  artb q i i~s t  ioriahlr. :\ sr-arwly popiilattd ~ J w ~ t t i .  

a systcrii  vit li  dominant iriterferers. a niiil t i-service systcrii rvi t li u n e w n  ntiniber of 

subscribcrs to the offercd services and a systcrn in a fading channel are considcred. 

It is seen that the SGA in ail of these cases yields optirnistic results. especially when 

the  nitniber of ilsers active in the  system is small. The ICA on t h e  other hand. 

%ives accurate rcsults for a scarccly populated system. a system with a dominant 

interfcrer and a multi-service system. However. in the  dominant interferer and multi- 

servicil cases. i f  the strengt h of the ciorninant interferer is significarit ly large. t hc IG.4 

does not work at ail. .A modification can bc made to overcorne tbis problem at the 

espensc of a recliiced accuracy. For systerns in fading channels neit her of the Ciatissian 

approsimations secm to ever converge to the true error probability. For al1 of these 

cases. the Fourier series based schemc is uscd to calculate the truc error probabilities. 
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CONCLUSIONS 

At a tirne where there is an ever growing move towards wireless communications. 

it is important to provide the iiterature with a rigorous. accurate performance analy- 

sis tool for DS CDbl:\ systems since most third generation systems r d 1  bc based on 

t his  multiple access scheme. In this light. this t h a i s  is concerncd wit h providing an 

analysis scheme to calculate the error probabilities of DS CDMA systenis in additive 

whi te  Gaiissian noise (AWCS)  and multipath fading channels with diversity combin- 

ing when correlator receivers are used to coherently reccit-c t hc signal. I'nlikc the 

popular approximations used for performance analysis. t h e  scheme developed here is 

valid for a11 types of systems at al1 operating points. 

The main objective of this thesis is to develop semi-analytical error probability expres- 

sions for DS CDMA systems without approximating the distributions of the multiple 

access interference and t h e  intersymbol interference. Developing an analysis scheme 

for DS CDhl.4 is important for two aspects. First. it provides a better understanding 

of such systems and second. such an  analysis scheme could be used to find just how 

accurate the  popular approximations that are currently in use to estimate t h e  systeni 

performance are and whether they have any limitations. 

The error probability expressions derived throughout the thesis are based on a 

Fourier series approximation of the  error funct ion. Q (r ) first developed by Beaulieu 
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r i  4 .  1.51. (.'unip~itatiori of t h  (w-or prol)ahilit.ic%s iisirig r l i t>  c l c r iwr l  c~sprt~ssioiis is 

fast in al1 cases. 

Oncc t h e  crror probability tlxprrssions arc ticrivecl. t r . ~  rvaluate the pcrformancc 

of hi phase and qiiadripliase spread. coliererit DS C'DM-A systerns in ;\\VGN and rtiiil- 

t ipat ti fading channrls. 

1 i l  .\\\-( ; 3 (-liari r 1 i b 1 2 .  t\.rn i , l > s ( ~ \ - t *  i l iai  t l i t *  ~ l ~ i i i ~ l r i  pliastb +f>r<.ii<iirig sysr i b i i i  pro\-i<lt.h a 

slight 1- better error probability performance t han t hat of the  biphase spread systeni. 

The  difference in the ~er formance  howcvcr. is ncver large enough to  grant a capac- 

ity gairi for t hc quaclri phase sprcad s!-stem. Li'c inwstigate t hc impact of non-zero 

i-hip t irning and rarrirr  phase syrichronization rrrors on t h e  capaci ty of t hc hi pliase 

and quadriphase spread systems. CVe observe that both systems are quite sensitive 

to such errors. tn fact. tve obscrvc t h  a 10% crror in çhip timing corresponds to 

approsimately a 20% capacity loss for hot h systcms. \Ve rralizc t hat t h c  synchroniza- 

tion errors rffect the  systcm performance by potentially reducing the cnergy of the 

tlcsired signal component of the reccived signal and by int roducing self interfcrcncc. 

L\'e find that the effects of t h r  self intrrference. in cornparison to the desircd signal 

energy reduction. is negligibly small. Fiirt herrnore. ive Hnd t hat the reduction in the 

desired signal energy level can alteniat ively be interpreted as an effective processing 

gain loss where the  effective processing gain is approxirnately a linear function of the 

system capaci ty for a given level of maximum allowable error probabili ty. If we define 

the capacity loss of a systern as the difference between the  capacity when there are 

no synchronization errors and the capacity when synchronization errors are present. 

Our calcuiations show that t h e  capacity loss from the presence of both chip timing 

and carrier phase rrrors is approximately the surn of individual losses for al1 values of 

signal to noise ratio. 

C\C consider various DS CDM.4 schemes: synchronous. quasi-synchronous and 

asynchronoiis. When long PN sequences are  used for spreading the information se- 
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rlurnces. ive fin4 t tiat sy nchronoiis transmission ariiongs t lisers rcsul t s  in the lowrs t 

systeni capacity. The capaci t y  increases as the synchronism const raint is relaxed. 

.-\synchronoiis systems have the  best perSorrriance when long PX codes are used. 

In multipat h fading channels. WC investigate system capacit ies when selcction 

combining schemes. we find that  multipath fading affects thc system perforniance 

dramatically. If a system does not have inherent diversity to exploit. the system C a -  

pacity drops drarnatically relative to its performance in :\\.\CS channels. Diversity 

rombining is beneficial. We find that oiir simulations reitrratc the wcll-known Sact 

t hat maximal ratio combining performs best and selection diversity performs worst. 

WC 'end that synchronization errors effect the system capacity significantly in 

niiiltipath fading channcls as well. The perrmtage loss in the system capacity dur 

to a given level of chip timing or carrier phase errors is approximately the samc as 

the pcrcentage loss of the same system in the .-\LVC;S environment. :\nalogous to 

t h e  . W C X  channel case. we observe that the synchronization errors effect the  system 

performance by potentially reducing the energv of the desired signal component of 

the  reccivcd signai and by int roducing self interference. As in the case of the ACVGN 

channel. we have numerically found that the self interference. in cornparison to the  

signal energy reduction is negligibly small. The reduction in the desired signal energy 

level can alternatively be interpreted as an effective processing gain loss. Then. the 

effective processing gain is approximately a linear function of the  system capacity for 

a given level of maximum allowable error probability. 

LVe also calcitlate error probabilities for various DS CDMA systems using the 

standard Gaussian approximation. the improved Gaussian approximation and the  

Fourier series based expression we derived in  this thesis. The scenarios are selected 

such t hat conditions for the  validity of the centrai limit t heorem are cpestionable. 
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\\> investigate a srarcely popiilatetl systt~ii. a system with dominant interferers. a 

multi-service systern with uneven number of siibscribers to the offered services and 

and system in a freqiiency non-selective Rqlcigh fading channel. We observe t hat 

t lie SG.4 in ail of these cases yields optirnistic results. especially when the  nurnber 

of iisers active in t hr  svstem is srnall. The IG:! on t h e  o t t w  hand. ~ i w s  acriiratp 

r t w l  ts  for a scarccly populattvl SJ-stttni. a systcrti wit h a iloriiiriant interftxrer and  a 

mult i-service system. Mowever. in t h e  dominant interferer and mult i-service cases. if 

the strength of t he  dominant interferer is significantly large. or if  the signaling rates 

between the different services are large. the ICA does not work at all. .A modification 

can be made to overcome this problem at the expense of a reduced accuracy. For 

systems in fading channels neither of the Gaussian approximations seem to converge 

to the true error probability. 

L\*e conclude t hat the error probability expressions derived t hroughout t h e  t hesis 

for various US CD.VI.4 systerns are powerful tools. Since the  derivations do not rely 

on approximating the multiple access interference or the intersymbol interference. rve 

can use them at al1 operating points. even in cases where the Central Limit Theorem 

does not apply. Despite the lack of an underlying approximation. calculation of error 

probabilities is fast. Thus. the expressions forrn a sound alternative to many other 

techniques that have appeared in  the literature that are either not as accurate or have 

significant ly more computat ional complexity. 

7.2 Suggestions for Ehther Researcfz 

The DS C'DM.4 based systems used in practice are significantly more involved 

than t h e  systerns that are considered in this thesis. ?io coding or interleaving 

blocks have been considered here. One possible extension would be to investi- 

gate the possibility of incorporating the error correction coding and interleaving 
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effects into the  analysis. 

Only correlator receivers are considered in t his thesis. [t is possible that ex- 

pressions can also be developed for the iterative interference cancelling receiver 

explained in dept h in [ X O ] .  It  is anticipated t hat as the iterations progress in 

this receiver anci more anu more of the  interference terms are canceiied out. the 

nurnber of remaining terrns will becorne too small for the CLT based approxi- 

mations to acciirately assess the  system performance. 

Only Rayleigh fading is considered in this thesis. One can attempt to get results 

for Ricean and Nakagarni fading using the  same techniqiic. 

Effects of long term fading which is tisiially modeled as a log-normally distrib- 

iited rancioni variable nia- be incorporated into the analysis. 

The application of the  met hod devdopeci herein should he extended to miil ti-ceIl 

DS C'DM;\ systertis. 
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