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Abstract 

The last decade has witnessed subs tsntial changes in organizational structure, inter- 

organizational relations and the nature of competition. In particular, the realization of 

interdependencies across firm boundaries has brought forth a range of mechanisms for 

coordination among firms in vertically related stages of production, or among direct com- 

petitors in the same industry. Our objective is to study inter-organizational relations in an 

oligopolistic setting to explore the interactions between efficiency and strategic incentives 

for organizations to engage in various forms of coordination, vertically or horizontally. 

Specifically, we employ a gametheoretic approach to analyze organizational structure 

and coordination incentives in relation to process innovation, transfer pricing, and degree 

of competition between products. This study is divided into four parts. 

In the first part, we look at the impact of manufacturer's investments in process 

innovation to reduce production costs on distribution c h m d  structure, and vice versa. 

We show that the optimal chanxlel structure decision depends on interactions between 

two parameters: degree of product differentiation and the extent of production cost 

reduction. These parameters represent the two primary 'generic strategies' that most 

organizations follow in order to gain competitive advantage. Second, we show that de- 

centralized manufacturers invest less in process innovation than integrated manufacturers 

do. However, manufacturers may prefer decentralized, non-coordinated channels to per- 

fectly coordinated channels when product substitutability is high, contrary to efficiency 

and transaction-cost based arguments for increased coordination. 

In the second part, we relax the assumption that a manufacturer has a choice only 

between integration (or 'hierarchy') and decentralization (or 'market'). Various means 

of channel coordination are analyzed, and ownership is assumed to be distinct fkom the 



particular coordination mechanism employed. It is shown that the consideration of the 

competitive environment changes incentives for, and benefits to, coordination in various 

production, inventory, and pricing decisions among members of a supply chain. 

In the third part, we focus on horizontal cooperation among firms, ignoring the 

vertical relations. We consider the possibility of technological spillovers in the process in- 

novation efforts of the manufacturers, and their incentives to engage in cooperative R&D 

agreements with rivals in the same industry. We develop a twestage game model with 

manufkcturers producing differentiated products, and establish fairly general conditions 

under which different cooperative arrangements would be beneficial both for manufactur- 

ers and consumers. 

In the fourth part, we merge the above two dimensions, i.e., we investigate the inter- 

actions between horizontal cooperative agreements among rival manufacturers and vertical 

coordination arrangements dong the supply chain. The models above are extended to in- 

corporate the triple influence of technologid spiilovers and research joint ventures, dong 

with demand and cost side parameters, on supply chain coordination incentives. We argue 

that a better understanding of such interactions is crucial in explicating a more relevant 

theory of the firm. 

(... frmcais en suite) 



La demibre dkennie a 6th le th&tre de chmgements profonds dam la structure 

org anisationneue, les relations inter organisat ions et la nature de la concurrence. En par- 

ticulier, la rkalisation d'interddpendances au travers de limites organisationeks a d o ~ 6  

naissance B tout un bentail de m&anisrnes de coordination entre lea entreprises aux 

Qapes de la production verticsles, ou entre des entreprises rides  directes dam la m b e  

branche d'activitb. Notre ob jectif est d'hdier les relations interorganisat ions dam un 

cadre oligopolistique afb d'analyser leg interactions entre l'efficscit6 et les incitations 

stratiigiques pour les entreprisea qui se livrent ZI diverses forms de coordination, verti- 

dement ou horizontalement. En particulier, nous employons la thbrie des jeux pour 

analyser la structure organisatiomelle et les incitations de coordination par rapport Zi 

la restructuration des activitb, au prix de trmfert entre organisations et au niveau de 

concurrence entre les produits. Cette 6tude se divise en quatre parties. 

Dam la premihre partie, now analysons l'impact des investissements des.fabricants 

dans la restructuration des activitk visant B r6duire les cofits de production sw la struc- 

ture des circuits de distribution et viceversa. Nous dhontrons qua la meillewe d b i o n  

sur la structure des circuits d4pend des interactions entre deux paramhes : Ie niveau 

de W&enciation des produits et l'amp1eu de la r&u&ion des coi'its de production. Ces 

param&trea reprhtent les deux principdes "strat6gies g6n6riques" que suivent la plupart 

des entreprisea pour avoir un avantage concmentiel. Dewci&mement, nous dhontrom 

que les fabricants d6centrW investissent m o b  dam la restructuration dea activit6s que 

ne le font les fabricants int6gb. Toutdois, il se peut que lea fabricants prarent  lea cir- 

cuits dkentrahh et non coordo~6a a w  circuits p d t e m e n t  coordonnds lorsque la sub- 

stituabilit6 des produits est 6le&, contrairement aux arguments reposant sur l'&cacit( 

v i i  



et les fiais de transaction pour m e  plus gande coordination. 

Dans la deuxihe partie, nous infirmons l'hypothhe selon laquelle un fabricant n'a 

de choix qu'entre l'intiigration (ou la "hi&archie") et la dkentralisstion (ou le "masch6"). 

Divers moyens de coordination des circuits sont andys6s et on p r k e  que la propri6t6 

est distincte de l'instrument de coordination particulier utilis6. On dhontre  que le poids 

attach6 au milieu concurrentid modifie les incitations et les avantages de la coordination 

dass &verses decisions sur la production, les stocks et les prix entre les membres d'une 

ch&e d'approvisionnement . 
Dans la troisibe partie, nous now concentrons sur la coop6ration horizontale 

entre les entreprises, en ignorant les relations verticales. Nous 6tudions la possibilite 

d'hhorragies technologiques dam les efforts d$loy& par les fabricants pour restructurer 

leurs activitC et dam leur incitation 9. conclure des accords de R-D concert& avec des 

rivaux du m h e  secteur. Nous Qaborons un modkle de jeu en deux temps avec des fab- 

ricants qui produisent dm produits diff&enci& et 6tablissons les conditions relat' ivement 

g&&ales dam lesquelles divers accords de coop6ration peuvent &re bh6fiques B la fois 

pour les fabricants et la consommateurs. 

Dam la quatrikme partie, nous fusionnons les deux dimensions ci-dessus, c'est- 

Mire que nous Btudions les interactions entre les accords de coopQation horizontau 

entre fabricants rivaux et les accords de coordination verticaux le long de la ch&e 

d'approvisionnement. Nous 6largissons les modkles ci-dessus pour y int6grer la triple in- 

fluence des hhorragies technologiques et des coentreprises de recherche, les paramhtres re- 

la* & la demande et aux coiits sur les incitations & coordonner la ch&e d'approvisiomement. 

Now soutenons qu'une connaisssnce plus intime de ces interactions est essentielle pour 

expliquer une thbrie plus pertinente de Pentreprise. 
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'You have to compete and cooperate at the same time." 

- Ray Noorda, founder of Novell, Inc. 

The last decade has witnessed substantial changes in organizational structure, inter- 

organizational relations and the nature of competition. A few examples include: vertical disinte 

gration and outsourcing, joint ventures and strategic alliances, transformation of buyer-supplier 

relations from 'adversarial' (characterized by frequent bidding, multiple sourcing, no infoma- 

t ion sharing and const ant bargaining) to 'obligational' (char act erized by longer contracts, mutual 

trust, and collaborative practices). In pazticular, the increasing realization of interdependencies 

across firm boundaries has brought forth a range of mechanisms for coordination among firms in 

vertically related stages of production, or among direct competitors in the same industry. The- 

oretical explanations for the underlying drivers of such change vary widely across disciplines. In 

economics, the contractual theories of the firm treat the problem of coordination among differ- 

ent economic entities (individuals or firms) as primarily a problem of incentive alignment, and 

different organizational forms as governance mechanisms (see Masten, 1996; Williamson, 1996). 

On the other hand, most studies in management credit the imperatives of operational efficiency 

and competitiveness (lowering costs, accelerating new product development, and responding to 

changing market needs) for the accelerated change in organizational forms and interorganiza- 

tional relations. For example, there is a large and growing body of literature on supply chain 

management in production/operations (and channel coordination in marketing) that assumes 

efficiency gains from coordinating production, inventory, and pricing policies among different 

members of a supply chain, and focuses on devising means of realizing such gains. Such studies, 



however, ignore the interdependence among organizations that arises in oligopolistic maskets 

with competition among a few organizations, and as such, are applicable only. in the context of 

monopolies or perfect competition. The competitive interactions can have a significant influence 

on the desirability of various coordination mechanisms or alternative organizational forms, the 

extent of diversification (Scott, 1991), speed of new product development, and, level of product 

differentiation or cost leadership incentives (Scherer, 1980; Porter, 1985). A large number of 

industries fkom air crafts and automobiles to athletic shoes, cereals, and fast food, can be best 

described as oligopolies where actions of one organization significantly influence the strategies 

of another. Moreover, the fast pace of consolidation in a number of industries such as suppli- 

ers of various parts and components to automobile manufacturers, auto dealers, entertainment, 

and banking, implies that competitive influences will play an increasingly important role in 

determining an organization's behavior. 

The broad objective of our research is to study inter-organizational relations in an oligopolis 

tic setting to explore the possibility that different organizations may, in addition to the efficiency 

incentive, have a strategic incentive as well to engage or not in various forms of coordination or 

vertical integration. Specifically, we employ a gametheoretic approach where competitors' reac- 

tions are explicitly accounted for, and study the interactions between specific organizational and 

operational decisions such as process innovation and transfer pricing agreements between firms 

(or divisions of a firm), and the implications thereof for organizational form and coordination 

incentives. There are three basic themes in this thesis: 

1. Supply chain coodination in the presence of competition: The joint consideration of wr- 

tical coordination along the supply chain and the competitive environment provides a 

foundation for better understanding the variety of interorganizational coordination mech- 

anisms and the changes in organizational form observed in a large number of industries. 

The mandate of increasing the efficiency of production and distribution through more coor- 

dination among members of a supply chain - a mandate implicit in most of the expanding 

literature in the increasingIy popular field of Supply Chain Management - does not capture 



the strategic incentives that play an important part in any intra- or inter-organizational 

coordination. 

2. Integrating both the demand and the cost side effects: An interdisciplinary modeling a p  

proach that incorporates both the demand and the cost side parameters yields a much more 

general framework in which to analyze specific h decisions. Most studies in marketing 

ignore the cost side effects (eg, manufacturer's investments in cost reduction), whereas 

most of the operations management literature ignores the demand side effects (eg, retail 

pricing), and thus, can lead to suboptimal decisions. 

3. Intemctions between 'horilontal' and 'vertical' inter-olganizational relations: The prob- 

lem of coordination among different firms at various stages of a supply chain (from raw 

materials, to suppliers of intermediate parts and components, manufacturers, wholesalers 

and retailers) is generally treated as distinct from the problem of cooperation among 

different organizations (ie, competitors) within the same industry (eg, through strategic 

alliances and joint ventures). By simultaneously modeling these two dimensions of inter- 

organizational relations, we intend to show that such interactions are crucial in explicating 

a more relevant theory of the firm and market structure. 

The thesis is divided in four parts. In the first part, we analyze a manufacturer's incen- 

tives to integrate or decentralize downstream retailing in relation to his1 own investments in 

cost-reducing process innovation. We develop a four-stage game theoretic model with two man- 

ufacturers and two retailers where the decisions at successive stages of the game include a choice 

between integration and decentralization, level of R&D investments, setting the transfer price, 

and setting the retail price. Results &om this model indicate that the optimal channel struc- 

ture decision depends on two parameters: degree of substitutability between the manufacturers' 

products, and the extent of investments in production cost reduction. These parameters repre- 

sent what have been widely interpreted in the management literature as the two primary 'generic 
- 

 he masculine gender is used throughout this thesis for simplicity only. 



strategies' that most organizations follow in order to gain competitive advantage: cost reduc- 

tion and product differentiation (Porter, 1981,1985). Thus, our analysis brings out the strategic 

and interdisciplinary nature of the chmel  structure decision that can significantly affect firm 

profitability. Specifically, we find that manufacturers may prefer decentralized, non-coordinated 

channels to integration (or perfectly coordinated channels) when product substitutability is high, 

contrary to efficiency arguments for increased coordination as well as transaction-cost based ar- 

guments for integration. Moreover, the range of substitutability over which decentralization is 

an equilibrium strategy is smaller the easier it is reduce production costs, implying that there 

is an explicit trade-off between efficiency and strategic incentives in distribution channel de- 

sign. Second, we show that decentralized manufacturers invest less in process innovation than 

integrated manufacturers do, because of a vertical 'R&D extern&@' induced by the imperfect 

appropriability of the benefits of R&D to the manufacturer in a decentralized channel. Conse 

quently, a decentralized channel with non-coordinated decision-making has higher costs, charges 

higher prices, and produces lower quantities than an integrated channel does. Lower channel 

costs, however, do not always benefit the coordinated manufacturer when competitive inter- 

actions between channels are accounted for. Profit dominance conditions depend, in general, 

on interactions between cost reduction and product differentiation parameters. Thus, a joint 

consideration of both the demand and the cost side parameters allows us to extend many of 

the existing results on the likelihood of o b s e ~ n g  integrated or decentralized channels obtained 

previously in studies that consider only the latter decision, as well as obtain many new results. 

In the second part, we expand on the above model by relaxing the assumption that a 

manufacturer has a choice only between integration (or 'hierarchy', with common ownership and 

centralized control over all decisions) and decentralization (or 'market', with separate ownership 

and control of respective decisions, transfer pricing being the only coordination mechanism). 

Various means of channel coordination are analyzed, and ownership is assumed to be distinct 

from the particular coordination mechanism employed. This is in agreement with the hamework 

adopted by Langlois and Robertson (1995), as well as by Mattsson (1965) who considers inte- 

gration dong three dimensions: institutional, decision, and executional. The expanding body 



of literature on channel coordination mechanisms in marketing and operations management 

typically ignores the institutional dimension, the former focusing on transfer and retail pricing 

decisions, and the latter on production and inventory costs. We show that consideration of 

operational parameters such as production costs alongwith the pricing decisions has important 

implications on the desirability for a firm to engage in various forms of decision or ownership in- 

tegration. For example, certain existing results on franchising agreements as a means of channel 

coordination do not hold when variation in production costs are taken into account: two-part 

tar& (a fixed fee plus a per-unit charge) do not always guarantee that a manufacturer would 

always prefer to distribute his products through an independent retailer, contrary to existing re- 

sults. Similarly, benefits of offering quantity discounts are expected to be much less pronounced 

than those shown by most analyses in the literature that ignores competition. 

Note that in the above two parts, the horizontal interaction between firms is only through 

competition between their products in the find market. In practice, inter-organizational rela- 

tions among firms in an industry are more varied: through externalities imposed on the com- 

petitors of one £inn's investments, or various kinds of strategic alliances and joint ventures. We 

incorporate such horizontal relations in the third part of this thesis. We consider the possi- 

bility that intellectual property rights do not provide perfect protection for process innovation 

efforts of a manufacturer, and that rivals can benefit from his R&D investments at no cost to 

them. Such involuntary R.&D spillovers have been the subject of intensive study over the last 

few years and have prompted many government policy changes as  well. In keeping with the 

literature on R&D spillovers, we ignore the vertical aspects in this part and focus instead on 

various forms of horizontal cooperative arrangements and their effects on R&D levels, prices, 

and firm profits. To this end, we develop a two-stage game model, where n firms in an indus 

try produce differentiated products and commit to a certain level of R&D expenditures. Four 

different arrangements for horizontal cooperation ate anslyzed (depending on whether the firms 

share cost or results of R&D or both), and conditions are provided under which different forms 

of mearch joint ventures are preferable (to other alternatives such as intellectual property rights 

or subsidies) in deviating the old tradeoff between provision of incentives and dissemination of 



R&D. This model allows us to extend many existing models in the literature (eg, d'Aspremont 

and Jacquemin, 1988; Kamien et al, 1992; Suzumura, 1992). 

In the fourth part, we merge the above two strands and consider the joint effects of horizon- 

tal cooperative arrangements in the presence of R&D spillovers, and vertical channel structure. 

That is, four different games are analyzed, each corresponding to a particular horizontal mange 

ment, where each game is similar to that analyzed in part I above with the added generality of 

involuntary R&D spillovers. The optimal channel structure is now shown to depend on three 

crucial parameters: degree of product differentiation, ease of production cost reduction, and 

level of RdcD spillovers. Thus, the model integrates both the demand and the cost side effects, 

horizontal and vertical dimensions, as well as strategic and efficiency incentives in deterrnining 

the channel structure. Thus, the problem of supply chainfchannel coordination is shown to be 

much more complex and multi-faceted than a simple emphasis on reducing costs of production 

and distribution as is traditionally assumed in most of the operat ions management literature. 

Specific results for this part indicate that the threshold value of the R&D spillovers required for 

determining the nature of strategic inter action between the R&D level decision variables, and 

hence in eduat ing the benefits of allowing competitors in an industry to cooperate on their 

R&D decisions, is dependent on the vertical structure of the industry: at any given level of 

product substitutability, s relatively larger level of spillovers is required to induce strategic com- 

plementarity between the R&D levels (which reduces incentives of a firm to unilaterally increase 

R&D investments) if manufacturers are integrated than if they are decentralized. Thus, even in 

the presence of spiUovers, the strategic incentive persists for the manufacturers to decentralize 

retailing in order to limit their own R&D investments. This point has not been recognized in 

numerous analyses of research joint ventures, and government policies encouraging such coop 

erative mangements ought to take into account the downstream integration level of the firms 

involved. 

The thesis is organized as follows: in the next chapter, we summarize the research questions 

we address in our study and the methodology employed. In Chapter 3, we briefly review economic 

theories of the firm and some economic models relating to vertical integration incentives. This 



serves as a general backdrop against which we position our models. Accordingly, a more detailed 

review of the literature closely related to each of the four parts is handled separately alongwith 

the models in subsequent chapters. The first part appears in Chapter 4, where we present 

our basic model structure. In Chapter 5, we first provide a brief overview of the difEkrent 

channel coordination policies prevalent in the literature as well as in practice, and then consider 

these policies in the context of our model. In Chapter 6, we start with a review of the basic 

arguments and models proposed to study horizontal cooperation in research and development. 

These models typically ignore vertical channel relations, which we consider in conjunction with 

horizontal cooperative arrangements in Chapter 7. Chapter 8 concludes this thesis, and provides 

some directions along which we hope to extend this work. 



AND 

2.1. Research Questions 

The research questions that we wish to address in this thesis are summarized below: 

(1) What are the determinants of incentives for an organization to engage in vertical integration 

or various forms of cooperative arrangements along its supply chain1? 

(2) Are there any strategic incentives for a firm to engage (or not) in coordinated decision 

making along its supply chain? Is there any strategic value for an integrated firm to decentralize 

internally and delegate decision-making power to autonomous, profit-maximizing divisions? Can 

lack of coordination be beneficial for organizations? 

(3) What effects do the level of integration or the cooperative agreements of a firm have on its 

internal operational parameters, such as incentives to invest in process improvements? Con- 

versely, how do operational parameters such as production costs affect organizational incentives 

for cooperation? 

(4) Is there a trade-off between cost-leadership and product differentiation incentives of manu- 

facturers in an oligopolistic industry? 

(5) Do intellectual property rights provide adequate protection to process innovation efforts 

'In this thesis, we will use the temu 'channel' and 'supply-chain' interchangeably, although the marketing 

literature generally emp1oys the former term and focuses only on the manufacturer-retailer relations, whereas the 

operations management literature uses the term supply chain to refa to a more general network of interrelated 

activities consisting of raw material and components suppliers, intermediate and final product plants, distribu- 

tion centers, warehouses, and retailers- For simplicity, we focus on the manufacturer-retailer relations in our 

discussions, though similar incentives exist at other stages & well. 



of a manufacturer? Under what conditions should competitors in an industry be allowed to 

cooperate in their Rdd) efforts? How do these cooperative arrangements compare to other policy 

alternatives such as subsidies in restoring the divergence between social and private incentives 

to conduct R&D? Do they aid or restrict the dissemination of R&D results? 

(6) In industries with technological spillovers and various institutional alternatives to R&D 

cooperation, under what conditions will the mmufacturers prefer to integrate or decentralize 
- the retailing function? Does the Level of spillovers have an impact on the downstream integration 

incentive and the retail channel structure? Does the integration level of a firm affect its incentives 

to participate in a particular form of R&D cooperation? What effects do vertical cooperative 

arrangements of a firm have on its incentives to engage in horizontal R&D cooperation? Do 

government policies on vertical restraints and cooperative R&D need to be modified? 

As mentioned in the Introduction, we have broken down this study into four related parts, 

and in each part we study a subset of the above questions in detail, as will be clear in the 

following chapters. 

2.2. Methodology 

In order to aaswer the questions listed above, we adopt an economic model-based approach. 

Since the competitive context of an organization is one of the central characteristics underlying 

our analysis, we develop a series of gametheoretic models in which competitive reactions are ex- 

plicitly accounted for. Most models in the operations management literature typically ignore the 

competitive context, and focus instead on ways of minimizing production costs or coordinating 

production and inventory decisions across a (single) supply chain (eg, Cohen and Lee, 1988; Lee 

and Billington, 1992, 1995; Cachon and Fisher, 1997). On the other hand, models of oligopoly 

have been studied in the economics and industrial o r g ~ a t i o n  literature for a long time (eg, 

Cournot in 1838; Bertrand in 1883; Edgeworth in 1925), though these models typically abstract 

away &om the detailed operational decisions of manufacturers. Issues of vertical restraints and 

channel coordination have been extensively studied within the disciplines of both economics (eg, 



see Blair and Kaserman, 1983; Mathewson and Winter, 1984; Rey and Tiole, 1986) and mar- 

keting (eg, McGuire and Staelin, 1983; Jeuland and Shugan, 1983; Coughlan and Wernerfelt, 

1989), also at the expense of production decisions. Thus, none of these disciplines provides 

adequate answers to the questions listed above. We borrow insights, models and results &om 

each of these disciplines and seek to integrate them in our models; that is, we study the compet- 

itive environment, channel coordination practices, and operational parameters simultaneously. 

A discussion of why we choose noncooperative game theory as our preferred methodology and 

the specific assumptions employed in our models follows. 

We base our analysis on the observation that in industries with a handful of firms, strategic 

decision making requires a careful consideration of the competitive environment and anticipated 

reactions of the competitors. Firms ate assumed to act as rational decision-makers who make 

their operational and structural decisions to maximize their own profits, while being aware of 

the impact that the competitors' decisions will have on their own profitability, and conversely. 

Game theory provides an ideal tool for analyzing decision making in such a setting. Pioneered 

by von Neumann and Morgenstern in the 19409, it has proved to be an invaluable tool in an- 

alyzing competitive and cooperative interactions among rational decision makers in situations 

where their respective well-being depends on actions taken by all the players involved (Ru- 

binstein, 1991). The level of theoretical developments in this field has been remarkable2, and 

practical applications span the fields of economics, management, biology, political science and 

international relations. 

We treat organizations as players in a game where the profitability of each is dependent 

on the actions taken by all the players, reflecting their interdependence through the markets in 

which the organizations compete. 

UIE the essence of a game of strategy is the dependence of each person's proper choice 

of action on what he expects the other to do, it may be useful to define a 'strategic 

 he Noble Prize for Eaonomics for 1994 was awarded to three game theorists: John Harsanyi, John Nssh, 

and Reinhard Selten. 



move' as follows: A strategic move is one that influences the other person's choice, 

in a manner favorable to one's self, by affecting the other person's expectations of 

how one's self will behave." [Schelling, 19601 

"Game theory is particularly effective when there are many interdependent factors 

and no decision can be made in isdation from a host of other decisions." ... T h e  

real value of game theory for business comes when the full theory is put into practice: 

when game theory is applied to the interplay between competition and cooperation." 

[Brandenburger and Nalebuff, 19961 

We take the example of an operational decision involving the level of investments in process 

innovation as a strategic commitment by the manufacturers whereby they expect to alter the 

outcome of competition between independent, profit-maximizing firms to their own advantage. 

The method employed csn be used to analyze other types of strategic commitments as well. 

The example chosen enables us to analyze the strategic interaction effects of the cost leadership 

incentive of manufacturers in industries with only a few producers. Moreover, since we assume 

manufacturers to be producing differentiated products, our analysis provides an explicit account 

of the trade-offs between cost leadership and product differentiation incentives? Porter (1985) 

has convincingly argued that firms should (and often do) choose between the 'generic strategies' 

of costleadership o r  product differentiation, but not both. Though this &amework has been 

widely adopted within strategic research and practice in management, and a lot of anecdotal 

evidence and some empirical data exist supporting this view, there has not been much systematic 

quantitative examination of the tradeoff posited in this hamework. 

Though the specifics of the models employed in diiferent chapters below differ somewhat, 

the common assumptions and their methodological implications are summarized below: 

First, we illustrate the concepts of a multi-stage game and the different equilibrium no- 

tions utfied, ie, Nash, Stackelberg and subgame perfect equilibria, due respectively to Nash, 

3~ the mod& that we have developed so far, product diffe~entiation is treated as an exogenous parameter. 

More ambitious models may formalize the choice between cost leadership and product differentiation explicitly. 



von Stackelberg, and Setten (see Shubik, 1980; Friedman, 1977; or, Fudenberg and Tirole, 

1992, for a full description). Let r = [N, {SiliEN , { ~ i ) ~ ~ ~ j  denote a game between n play- 

ers played in m stages, where N = {1,2, .. .n) is the set of players; Si is the set of strate- 

gies of player i E N, Si = $(I) x Si(2) x . . . Si(m), where &(<) represents the strategy set 

of player i at stage 5 (ie, Si = PFl Si(c), the Cartesian product of the strategy sets at 

each stage); and, q is the payoff function of player i E N that maps every strategy-tuple 

s = (s(l),s(2), -..s(m)) E {E=lSi(l)) x {n=l Si(2)) x . .. x {E=, Si(m)) into the set of 

real numbers (where s(<) = (sl(~),sz(c),),. . .s,(r)) is the strategy n-tuple at stage c, si(<) E 

Si(<) Vi, ~ ( c )  E niEN Si(c); we * o  mite S(C) = (&), s-~(c)), where s-i(-) denotes the 

vector of strategies of a l l  players except player i). At any stage F = 1,2,. . .m - 1, players 

simultaneously and non-cooperatively choose a strategy +tuple s(t) that induces a subgame 

r(s(c)) = [N, {Si(c+l))iEN, { T ~ ( s ( c ) , - ) ) ~ ~ ~ ] ,  a d  so on. The strategy profile s(q) is a Nash 

equilibrium of the game (in pure strategies4) at stage c if no player has an incentive to deviate 

from it, ie, for all players i E N, T&(c), S-i (~))  2 Y(&(c), s&), for BU si( - ) ,  &(-) E Si(*)- On 

the other hand, a Stackelberg equilibrivm applies to situations where players move sequentially 

at each stage (and hence the game reduces to one with perfect information). Thus, a St adcelberg 

equilibrium is consistent with backward induction (ScheUing, 1960; Fudenberg and Tirole, 1992). 

Finally, a subgame perject equilibrium extends the idea of backward induction to extensive form 

games where players move simultaneously at several stages (Selten, 1965; adenberg and Tirole, 

1992). A subgame perfect equilibrium of the multi-stage game described above is a strategy p r e  

file s such that s(<) is a Nash equilibrium of the subgame r(s(c)) for each C. To illustrate, assume 

the game I' as above, but with only two stages, F = 1,2. Specification of s(l) induces a subgame 

r(s(l)), snd let sN(s( l ) )  E niEN Si(2) be the Nash equilibrium of the subgame r(s(1)) 5 Then, 

assuming that the outcome of the second stage game will correspond to the Nash equilibrium, 

the game to be analyzed at the first stage can be represented by rN = [N, {Si(l)}iEN , {&)iEN], 

'That is, probabi ic  (or mixed) actions are not considered. 
'The existence and uniqueness of such equilibria are as9umed here; see Wedman (1977) or fidenberg and 

Tirole (1992) for a detailed discussion. 



where f& (~(1)) = 7~ (s(l) , sN (s(1) )) , i E N, for each s(l) E nim & (1). If sN(l)  E niw Si(1) 
is' the Nash equilibrium of game rN, then { s ~ ( l ) ,  s~ (s (1 ) ) )  is the subgame perfect equilibrium 

of the two stage game r (Suzumura, 1995). We will use these concepts in subsequent chapters 

to analyze various multi-stage games. 

Secondly, we assume throughout that consumers value diversity in the products that they 

consume. We follow the %on-address" approach to model the consumer preferences [Spence, 

1976; Didt  and StigIitz, 1977). That is, a predetermined set of all possible products in an 

industry is assumed, over which the consumer preferences are defined! This approach is quite 

flexible, allows easy welfare analysis paton and Lipsey, 19891, and has been recently used by a 

number of authors (eg, Roller and Tomb*, 1990,1993; Coughlan and Wernerfelt, 1989; McGuire 

and Staeh, 1983). 

Let the typical consumer's utility function be [Shubik, 1980; Shaked and Sutton, 19901: 

where qi is the amount of good i (i = 1,2) and y the amount of income spent on some numeraire 

good consumed by the representative individual (y = I - s p i q i ,  I being the consumer's income, 

and pi the unit price for product i) ; parameters M, b, and 9 are aU positive, and 0 5 6 < 1 
implying that goods are demand substitutes. Then, assuming I to be sufficiently large so that 

the consumer's optimal purchases are obtained as an interior solution by setting the marginal 

utility equal to the unit price (aU/& = pi) for each product i, we obtain the following system 

of demand functions: 

q i = M - ~ i + b O p j ,  j=3-i,i=I,2 (2.2) 

Thus, M can be interpreted as the total market size (when both prices are zero), and 6 

 his is in contrast to the =addressn approach where the assumed diversity of consumers' tastes is captured 

through a distribution of tastes over some continuous space of parameters descrjb'ig the n a t w  of products (see 

Eaton and Lipsey, 1989, for a summary of the two approaches). 



as a substitutability parameter: 0 = 0 implies that each manufacturer is a monopolist in his 

respective market, and products become maximally substitutable as e approaches unity. 

For a l l  the models except those in Chapter 6, the following structure is assumed: there 

are two manufacturers, each of who produces a single product, and can distribute his product 

through one of the two retailers in each geographical region. Each retailer canies the product 

of only one manufacturer. While this structure may appear somewhat restrictive, i t  adequately 

captures the reality in a large number of industries (eg, automobiles, gasoline, and fast food 

chains). Moreover, this structure has been used by a number of authors (eg, McGuire and 

Staelin, 1983, 1986; Coughlan, 1985; Moorthy, 1988). The sequence of actions obeyed is as 

follows7: fbt, manufacturers choose whether to integrate or decentralize the retailing of their 

products, and then decide on investments in process innovation to reduce their unit production 

costs. Then, transfer prices are set at which the products will be sold by the manufacturer to the 

retailer (whether internally within two divisions of a h, or between separately owned firms). 

Finally, retailers set the prices at which they will sell their products to final consumers. At each 

stage, the players are assumed to make their decisions simultaneously, taking the other player's 

actions as given, and in N1 knowledge of all the actions taken by a,lI the players at previous 

stages. The structure is illustrated in Figure 2.1.8 

With regard to the timing of actions assumed, we believe it is reasonable. For most manu- 

facturers, channel integration is a longer-term decision and precedes those on RdcD and transfer 

pricing, both of which are on-going, short-t e m  decisions. Also, manufacturers' investments in 

process improvements are anterior to their own production and setting of prices for the retailers. 

Second, by postulating simultaneous decisions at each stage, we are in &ect assuming that firms 

at each level are symmetric (with their competitor in the other channel); there is no industry 

leader in any of the actions. While an alternative formulation with a leader/foIlower structure 

'The particular decision rule followed at each of these stages will be different in different models, depending 

on the institutional assumptions. 
'On the other hand, mod& described in Chapter 6 ignore the vertical structure decision and assume the man- 

ufacturers to be vertically integrated, in accord with the existing literature on R&D spillovers, This simplification 

allows us to to extend the model to a general oligopoly with n manufacturers. 
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Figure 2.1 : A Differentiated Products Duopoly: Channel Structure 
and Sequence of Decisions 



is also possible (and requires determination of Stackelberg equilibria instead of Nash), it is an 

empirical question as to which of the two is most prevalent; a priori, both would seem to be 

of equal importance. However, loss of simultaneity of decisions in a leader/follower formulation 

simplifies the model to one of perfect information. Moreover, the assumption of symmetry also 

implies that competiton in an industry have equal access to various means of cost reduction. 

This is quite reasonable given the fact that new ideas and technologies (eg, JIT, FMS, EDI, 

SCM) get diffused very quickly, especially if they have the potential to affect an organization's 

cost structure. Third, it can be argued that our assumption that all the decisions are observ- 

able to all the players at subsequent stages is somewhat restrictive, as firm- or channel-specific 

decisions such as R&D investments and transfer pricing contracts may not be observable to 

competiton. While this may or may not be true, we need to remember that one of our main 

interests is identifying the effects of strategic interactions; lack of observability of intra-channel 

decisions may dampen (or nullify) these effects (eg, Coughlan and Wernerfelt, 1989; Katz, 1991). 

While the latter may be a better description of some empirical settings, that would certainly be 

a loss in identification of underlying strategic incentives. If such incentives do exist, firms may 

take measures to purposively reveal their operational and channel-specific information. 



3. ECONOMIC THEORIES OF THE FIRM: A BRIEF REVIEW 

UA firm can be described as vertically integrated if it encompasses two singleoutput production 

processes in which either (1) the entire output of the 'upstream' process is employed as part o r  

all of the quantity of one intermediate input into the 'downstream' process, or (2) the entire 

quantity of one intermediate input into the 'downstream' process is obtained born part o r  all of 

the output of the 'upstream' process" Perry, 19891. This definition thus characterizes vertical 

integration as  dependence between two related stages of production, while ruling out the case 

where most of the output of upstream process is used as most of the input in the downstream 

process. The notion of the substitution of market exchange by internal mechanism (within a 

finn) is inherent in this definition, though it is not limited to this view, as are definitions adopted 

by the proponents of transaction cost approach (see section 3.2) that sees vertical integration as 

". .. an alternative to contracting where the hazards of market exchange are severe" (Masten, 

1996). However, a s  is readily apparent, it does not directly address the important questions of 

ownership and control: that is, delineating the range of decisions (eg, investments, employment, 

deployment of assets in production and distribution) over which partners in an exchange have 

full authority, and the change in bargaining power or governance capabilities of one party due 

to ownership. Somewhat different positions axe held by Williamson (1975) and Grossman and 

Hart (1986). (We will discuss these separately below.) In brief, the former argument relies on 

relationship specific investments in physical assets and human capital as an important element in 

integration decision, as such specificities expose the parties to opportunism especially because of 

the lack of ex-post competition. DEcuIties in guarding against such possibiities and resulting 



increase in contracting costs provides incentive to integrate - to internalize these transactions. 

The second azgument considers vertical integrstion as gaining ownership of the assets of another 

firm, which gives residual rights of control over all aspects that cannot be contracted (in an 

incomplete contract) to the owner [Grossman and Hart, 19861. In this view, no distinction is 

made between "employees" and "outside contractors" as  long as the ownership of the assets used 

is not changed - that is, nature of the h ' s  relationship with labor is irrelevant in vertical 

integration decision - and moreover, rights to a return stream (generated by the acquired h) 

are considered to be distinct from ownership of physical assets, in contrast to the literature 

on property rights that explicitly identifies ownership with rights to a residual return stream 

[HoLnstrom and Tirole, 19891. 

It will be useful to recall why, in the economic perspective, does the problem of organization 

arise in the first place. Troblems of organization arise wherever the benefits of specialization 

lead to trade" and "with trade . . . comes the need to coordinate" pasten, 1996, p.51. The con- 

tractual perspective sees markets and firms as two polar modes of governance, with the necessary 

coordination provided by the price system in the former (as assumed in neo-classical economics) 

and by managerial fiat in the latter. A large number of alternatives exist, however, in the form 

of institutional or contractual arrangements that are a hybrid between pure (anonymous) spot 

market exchange and complete vertical integration, sometimes referred to as 'bertical controls" 

or "vertical restraints". Perry (1989) defines vertical control as "a contract between two f i n  

at different stages which transfers control of some, but not all, aspects of production and distri- 

bution" . Examples of such arrangements include vertical quasi-integration, input-tying, output 

royalties, requirements contracts and exclusive dealing, and resale price restraints [Katz, 19891'. 

Blair and Kaserman (1983) argue that certain contractual arrangements such as input-tying, 

royalty, or lumpsum entry fee can be used by an intermediateproduct monopolist to yield eco- 

nomically equivalent outcomes to ownership integration, and hence should be similarly treated 

in a legal sense. Alternative forms of organization such as franchising and joint ventures will be 

an important part of our study, snd a detailed discussion of these is deferred to later chapters. 



We now turn to a brief discussion of some of the explanations usually provided for incen- 

tives of a firm to integrate. The broad categories are: technological economies, transactional 

economies, and market imperfections [Peny, 19891. The bt two are "efficiency" arguments 

[Tirole, 19881; the former focuses on integration as a way of minimizing costs of production, 

while the latter relates to minimization of the costs of organizing and governing the exchange 

process itself between two firms. This might lead one to the erroneous conclusion that integra- 

tion will always enhance social welfare. In this context, Blair and Kasennan (1983) emphasize 

the importance of distinguishing between (1) the underlying incentives of a h to exercise con- 

trol over another vertically related firm, and (2) the choice of a specific control instrument (ie, 

ownership integration or contractual arrangements) - such a distinction would help separate 

out profit motives from efficiency motives for integration. Moreover, Perry (1989) argues that 

market imperfections remain an important determinant of vertical integration, even if &ms have 

integrated to economize on technological and transactional factors. Integration in response to 

market imperfections may increase or decrease welfare, hence the importance of government 

policy. 

3.1. Technological Economies 

In the past, the predominant economic theories of finn size used to be technology based. In this 

view, beginning with Viner's (1932) analysis of long-run average cost curves, concentration of 

production within a single firm is explained by economies of scale, and the optimum h size 

is determined by the minimum average costs Polxnstrom and Tirole, 19891. Higher levels of 

output allow investments in efficient techniques, new technologies, and specialization of labor. 

A related argument is economies of massed reserves [Robinson, 19581 - "a plant with a 

larger number of machines can support a flow of output proportionally higher than one with a 

s m d  number" [Tirole, 19891, as random breakdowns have less of an impact in the former case. 

A similar argument could be used in terms of pooling of various product markets with variable 

demand to reduce uncertainQ. Economies could also be realized in a variety of other activities 



- such as marketing, distribution, research and development, procurement of components, and 

sharing of production techniques among multiple products. 

However, limits exist to scale adwtages. As firm size grows, these advantages become 

smaller and smaller, as savings associated with pooling of risk and law of large numbers also 

become smaller and smaller. Other reasons may include lack of managerial talent and limits 

to managerid capability. A related development in production management literature is the 

concept of "focused mmufacturing" [Skinner, 19741. Here it is argued that an expansion in 

the size of the plant based on economies of scale arguments, as well as widening of product 

range being manufactured in response to marketing-led strategies of higher differentiation, leads 

to increased complexiw and confusion in the plant [Hill, 19943. Coordination problems and 

conflicting requirements of different products make production costs rise as size and complexity 

increases. 

Technological reasons for determination of limits of a firm have almost been abandoned 

in economic theories of the firm, in favor of transaction cost based arguments which are viewed 

as 9he more interesting economic reasons for vertical integration'' [Perry, 1989, p.1871. It is 

argued [Tirole, 19891 that the technological view is inadequate as a theory of the firm because: 

(a) it does not explain why economies of scale should be exploited within a firm, instead of 

through contracting between two legally separate entities; and, (b) diseconomies of scale (ie, 

average cost curves rising at higher outputs) is not a convincing argument for explaining limits 

to h size. In particular, technological view does not explain mlliarnson's "puzzle of selective 

intervention" [Williamson, 1975, 1985; Tirole, 1989; Holmstrom and Tirole, 19891 : Why can't 

one merge two firms into a single one, and by selective intervention (from the top), accomplish 

more in the integrated case than in the decentralized case? 

3.2. lkansaction Cost Approach 

Another definition of vertical integration is whereby a finn '... (internally) transmits a good or 

service which could, without major adaptation, be sold in the market" [Adelman, 1949; Blair 



and Kaserman, 19831. Thus, markets and hiemrehies (or fim) are viewed as two alternative 

mechanisms of coordinating the allocation of productive resources in an economy [Coase, 1937; 

Williamson, 19751. The former relies on "the market supply of and demand for the intermedi- 

ate product" at the aggregate level and "the bilateral negotiation and contracting process that 

occurs between individual buyers and sellers" a t  the disaggregate level [Blair and Kaserman, 

19831. Vertical integration suppresses the price mechanism of the market and replaces it with 

%nilatera1 administrative decisions of the managers of the firm and the bureaucratic or hierar- 

chical processes through which these decisions are implemented" (ibid]. In this view, credited to 

Coase, the fundamental reason for the existence of firms is to economize on the costs of using 

the price mechanism, widely referred to as the transaction costs: "Transaction costs refer to any 

expenditure of resources associated with the use of the market in transferring a good or service 

from one party to another" [ibid]. Thus, an incentive to vertically integrate exists whenever 

internalizing the transfer of an intermediate product leads to reduction in transaction costs. 

A question naturally arises then as to the underlying sources of transaction costs. Such 

a determination would be necessary in order to predict the relative efficacy of markets and 

hierarchies in organizing economic transactions and how it changes over time [Williamson, 1975; 

Blair and Kaserman, 19831. A thorough analysis of such determinants was provided fint by 

Williamson, which we briefly summarize below. 

3.2.1. Determinants of Transaction Costs 

First of all, it would be useful to recall Williamson's own summary of his approach to economic 

organization [Williamson, 1975, p. 81: 

"(1) Markets and firms are alternative instruments for completing a related set of transactions; 

(2) whether a set of transactions ought to be executed across markets or within a firm depends 

on the relative efficiency of each mode; 

(3) the costs of writing and executing complex contracts across a market vary with the cham-  

teristics of the human decision makers who are involved wzXh the transaction on the one hand, 



and the objective pmpeTEG*es of the  market on the other; and 

(4) although the human and environmental factors that impede exchanges between firms (across 

a market) manifest themselves somewhat differently within the firm, the same set of factors 

apply to both." 

Williamson identifies ''uncertainty" and "small numbers exchange relations" as the two 

environmental factors, and "bounded rationality" and t'opportunism" as the two human factors. 

It is argued that interactions among these factors are primarily responsible for increasing the 

costs of market exchange, by impeding the "negotiation and enforcement of contractual agree- 

ments between buyers and sellers of an intermediate product". Thus, d economic activity is 

seen a s  a series of contracts. Hierarchies replace markets when the contractual costs of the 

market mechanism become too large. Therefore, the theory explains the shift from many small 

organizations to a few large ones as  a pursuit of efficiency in costs of transacting business - "effi- 
ciency of organizational forms, not the efficiency of specific practices, machines, sales techniques, 

or transportation devices" perrow, 1986, p.2361. "I argue that efficiency is the main and only 

systematic factor responsible for the organizational changes that have occurred" [Williamson, 

19751. Let us look briefly now into each of the four factors central to the Transaction Cost 

Economics (based on Blair and Kaserman, 1983; Williamson, 1975): 

1. Uncertainty: Uncertainty refers to future environmental changes that cannot be foreseen 

or controlled - for example, uncertainty regarding future market demand, price or quality 

of the product, ability to produce a new product, technological innovations that may reduce 

production costs and/or enhance quality, availability of required quantities at any price/quality 

combination (ie, possibility of rationing). Existence of uncertainty increases the chances of 

contractual reneging by either psrty to an exchange. Therefore, a higher degree of uncertainty 

requires that more lengthy and complex contracts be negotiated to safeguard the interests of 

both parties, which, in turn, increases the coats of negotiating and enforcing the contracts. 

However, by locking the parties in a longer, more rigid contract, it also reduces the flexibility to 

adapt to changing market conditions. 



2. Small Numbers Bargaining: This situation arises when pa.rties involved in a trade find their 

options for seeking alternative partners severely limited. Specifically, this problem could arise 

even when a large number of potential bidders are involved at the outset. Once the contract 

is awarded, the winner of original bid may enjoy non-trivial cost advantages over others at 

the contract renewal time, due either to specific inwstments in plant and equipment made 

by the bidder, or investments in firm-specific human capital that result by carrying out the 

original contract (investments in routines and experience with that firm's supplies, procedures, 

and idiosyncracies). In either case, firms, by engaging in a contractual exchange over a certain 

period of time, have created a form of asset specificity - specialized assets that are most useful 

only when employed in an exchmge relation with a specific firm. 

3. Bounded Rationality: Limits on the capacity of human decision makers have been recognized 

for a long time, though not explicitly considered especially in economic models that accord 

human agents a "superrational calculating behavior" plair and Kaseman, 19831, or a "pre- 

posterously omniscient rationality" [Simon, 19761. Simon proposed a theory of human behavior 

and decision-making that "aims to accommodate both those rational aspects of choice that have 

been the principal concern of the econom*sts and those properties and limitations of the human 

decision-making mechanism that have attracted the attention of psychologists and practical 

decision-makers" [Simon, 1976, p. 1 .  Simon distinguished between the "economic man" - 

who mmtmizes (ie, selects the best alternative fiom all possible actions) and deals with the 

'real world' in all its complexity - a.nd the "administrative man" who, instead, satbf;ces (ie, 

looks for a course of action that is "good enough" without first trying to ascertain all possible 

choices), and, moreover, makes his choices ' W g  a simplified picture of the situation that takes 

into account just a few of the factors that he regards as most relevant" while ignoring others 

[ibid] . The latter characteristic allows him to use relatively simple rules of thumb that mitigate 

the unreasonable requirements on his mental capacity that would otherwise be placed while 

making decisions. It is in this context that '8ounded rationality" is used by Simon as referring 

to human behavior that is 9ntendedly rational, but only limitedly so". Thus, in complex situ- 

ations, bounded rationality may result in individual uncertainty regarding choices available or 



the consequences thereof, even when the situation itself does not exhibit any such uncertainiy 

- a common example that is often cited in this context is the game of chess (eg, von Neumann 

and Morgenstern, 1953; Simon, 1975; Williamson, 1975). Chess is of course a game of perfect 

information, but a complete decision tree is prohibitively complex to develop, hence players must 

play with substantial uncertainty regarding the future evolvements. 

4. Opportunism: Williamson postulates opportunism on the part of all parties involved in an 

exchange - "a lack of candor or honesty in transactions, to include self-interest seeking with 

guile" - as a major factor in explaining the choice between alternative contractual relationships. 

He considers opportunism as an extension of the standard economic assumption of self-interest 

on the part of agents, "to make allowance for strategic behavior" [Wiamson, 1975, p.261. ' 

Williamson axgues that these four factors, and especially the interactions among them, 

explain when economic exchange relationships that were previously coordinated through the 

market are internalized within a firm. For example, when substantial uncertainty exists re- 

garding future contingencies, bounded rationality of the actors involved makes it very costly or 

impossible to specify appropriate course of action in all possible contingencies. Thus, long- t e m  

contracting costs are increased which may lead to integration, since internal organization relies 

on administrative processes to orchestrate adaptations to uncertainty by means of an "adaptive, 

sequential decision-making process" instead of trying to anticipate a l l  possible contingencies in 

advance. A second example posits the pairing of opportunism and small-numbers bargaining 

that results in increased short-term contracting costs - Williamson stresses that such a pairing 

is necessary, for opportunism itself will not result in internal transfer if there are a large number 

of bidders available because ' % d r y  among large number of bidders will render opportunistic 

inclinations ineffectual" [w.iamson, 1975, p.271. 

In essence, the argument is as follows: firms involved in a market exchange make invest- 

ments in specialized assets that limit their future choices in terms of alternative partners. This 

exposes both firms to opportunistic behavior by the other. Therefore, firms negotiate a bilateral 

contract that specifies each party's obligations in a l l  possible contingencies. Such a specifica- 



tion is, however, made impossible or very costly by the existence of market uncertainty and 

bounded rationality of the actors involved - more so for long-term contracts that have to bal- 

ance the higher costs and increased compl&@ against flexibility (as a rigidly specified contract 

may lock the parties in a mutually harmful relationship if the market conditions change). An 

equivalent series of short-term contracts may provide the requisite flexibility by giving an o p  

portunity to the parties to respecify terms at contract renewal time. However, problems related 

to small-numbers bargaining and opportunistic behavior due to asset specificity (since %xed 

investments made by one party generate a stream of quasi-rents that may be appropriated by 

the other party" plair and Kaserman, 19831) may make short-term contracting unattractive. 

Thus, basic predictions of this approach can be summarized as follows: internal transfers (ie, 

hierarchies) will replace rna~ket exchange whenever the costa of using the market mechanism to 

wodinate the exchange are high. This will happen in situations where market uncertainty is 

relatively great and where short-term contmcts involue small-numbers bagaining. 

3.2.2. Advantages of Internal transfers 

As indicated above, the transactions cost approach attributes certain advantages to coordinating 

economic activity within a single firm instead of through the market mechanism. Four major 

properties that favor internal control of related stages of production, as summarized by Blair 

and Kaserman (1983), are: 

a) Flexibility to adapt to changing market conditions: output and capacity changes are easier to 

coordinate, and convergence of expectations can be realized. 

b) Reduced opportunistic tendencies of the parties: 'internal divisions do not have preemptive 

claims on profit streams (but more nearly joint profit maximize instead)"; and '%he internal 

incentive and control machinery is much more extensive and refined than that which obtains in 

market exchanges" Williamson, 1975, p. 101. 

c) Infornational advantages: reduction in incentives to behave opportunistically reduces the 

threat of falsifying Information to gain strategic advantages at the expense of other party 



("strategic misrepresentation risk"). Moreover, common experiences within a single tirm im- 

prove communication that aids the flow of information. Finally, the firm has greater access to 

relevant performance data of its internal divisions than of other tirms. 

So what prevents all economic activity fiom being organized in one giant firm? Williamson, 

and Coase and MaIrngrm before him, have based the arguments limiting firm size on manage- 

nhl diseconomies of scale - that is, as firm size increases, the costs of organizing additional 

transactions within the firm rise, making further integration m a t  tractive. 

3.3. Incomplete Contracting and the Theory of Residual Ownership 

The transact ion-cost based arguments summarized above have been modified and "sharpened" 

by Grossman and Hart (1986), who stress that the allocation of residual decision rights implied 

by different modes of governance is crucial in enunciating a theory of vertical (or lateral) inte 

gration. This framework relies on the argument that most contracts are fairly incomplete owing 

to the transaction costs associated with foreseeing and writing d contingencies, as well as costs 

of monitoring and enforcing the contract [Williamson, 19751. This incompleteness gives rise 

to opportunities for ex-post bargaining, which, in turn, might lead to inefficiencies in ex-ante 

investments or ex-post trade [Perry, 1989; Tirole, 19883. However, in contrast to the transaction 

cost literature where vertical integration is a way of alleviating opportunism and the associated 

investment inefficiencies, the focus here is on the residual decision rights, identified with the 

ownership of assets, that are any rights not explicitly contracted away beforehand in an (incom- 

plete) contract [Perry, 1989; Holmstrom and Tirole, 19891. Integration is thus viewed as a means 

of gaining ownership of another firm's assets, which gives the acquiring firm the residual rights 

of control over production decisions of the other fum and alters the ex-post bargaining positions 

of the parties involved. Severd examples have been provided to illustrate how distribution of 

residual decision rights (or, authority) affects the division of gains from trade and incentives for 

ex-ante investments - see Tirole (1988), Holrnstrorn and Tirole (1989), Hart and Holmstrom 

(1987). Most of these examples consider ex-ante investments by one (or both) parties that en- 



hance the gains fiom trade by increasing the value of the scchange to the buyer (for example, 

a higher quality good), or by decreasing the costs of production for the seller. The investment 

decisions are assumed to be not contractible. The (realized) value of the improvement (due to 

a technological i~ova t i on  or product design change, say) is assumed to be obsenmble to the 

parties involved, but not verifiable by an outside party (eg, court) - hence a contract contingent 

on realized value is not feasible. It is then shown that desirability of integration depends on 

the particular parameter values chosen. In particular, "this mode of analysis offers a reason 

why selective intervention is not possible and therefore why integration may not be desirable" 

[Holmstrom and Tirole, 19891. 

3.4. Market Imperfections 

The literature on integration incentives as a result of market impertections, especially in the 

neoclassical tradition, is extensive and scattered. Excellent surveys have been provided by Blair 

and Kaserman (1983), and Perry (1989). We only mention below some of the major results that 

are closer to our models in subsequent chapters. 

A basic distinction that can be made for various models in this category is that of the 

assumption regarding degree of substitutability between intermediate inputs. The fized input 

proportions models assume that one unit of each intermediate product is produced for each 

unit of the final product. This is a realistic assumption in several industries such as computers 

and semiconductors, automobiles, and petroleum. More importantly, this assumption also allows 

analysis of manufacturer-retailer relationships in the recent but growing literature on distribution 

channel choice (see Chapter 4). In contrast, the variable input proportions models explicitly 

consider the eff't of substitutability among intermediate products that form inputs to the 

production of a h a 1  product. Consideration of substitution among production factors may have 

important consequences for conclusions regarding market structure and welfare implications. 



3.4.1. Fixed Proportions 

First of all, under fixed proportions inputs, Blair and Kaserman (1983) demonstrate with a sim- 

ple example that a manufacturer with some degree of (horizontal) market power has no incentive 

to integrate into a downstream competitive industry, assuming no transaction costs, nonstochas 

tic demand, and no product-specific services. Under these conditions, the manufacturer extracts 

all the monopoly profits through price and output decisions - that is, final product price and 

quantity are equal to those that would result £corn a vertically integrated monopoly (control- 

ling both manufacturing and distribution stages). Consequently, there is no need for vertical 

integration by the manufacturer. 

These conclusions are modifmi when successive monopoly is considered. A common ex- 

ample cited in this context is exclusive territories granted to hamhisees by a manufacturer, that 

gives the retailer function market power within his geographical area. Under these conditions, 

it has been shown [Spengler,lSSO; Machlup and Taber, 19601 that the manufacturer's profits 

are reduced, retailer profits are increased, and total industry profits are lower (compared to 

the previous case of monopoly in manufacturing and competitive distribution). Thus, there is 

incentive for the manufacturer to integrate forward. Such an incentive may also exist when 

there are important product-specific services to be provided by the retailer that would shift the 

demand for manufacturer's products (see Blair and Kaserman, 1983, pp. 36). 

Finally, incentives for vertical integration may exist as an instrument for increasing entry 

barriers in an industry. If all or most of the firms in an industry are vertically integrated, the 

input markets will not exist (or will be severely constrained, leading to bargaining difficulties 

and threat of rationing). Secondly, production costs may be lower for vertically integrated firms. 

For either of these two reasons, a potential entrant may be obliged to enter simultaneously at 

multiple stages which makes entry more difficult due to: (a) higher capital requirements, and 

(b) barriers to entry at any one stage get translated into overall entry barriers for the industry 

in question (see Blair and Kaserman, 1983; Wiamson,  1975). We wil l  return to this issue later. 



3.4.2. Variable Proportions 

Existence of incentives for a monopolist manufacturer to integrate forward, when the downstream 

industry employs the monopolist's product in variable proportions with other intermediate in- 

puts, is "one of the most extensively discussed incentives for vertical integration" [Perry, 19891. 

The basic argument in this stream, popularized by Vernon and Graham (1971), is as follows: 

mopopoly pricing by the upstream manufacturer leads the downstream firms to substitute away 

from the monopoly input toward other competitively supplied inputs. As this substitution re- 

sults in efficiency loss in downstream production, manufacturer has an incentive to integrate 

forward and internalize the profits obtained by restoring the efficient combination of inputs. 

Schmalensee (1973) established that this incentive persists till the upstream monopolist has 

successfully monopolized the downstream (final-good) industry as  well. Moreover, a number of 

authors established that the final retail prices rise as a result of integration under a range of 

demand conditions - making integration even more attractive for the upstream monopolist. 

However, the welfare effects are a priori indeterminate - hence the importance of this issue for 

government policy. 

Blair and Kaserman (1983) discuss a number of contractual alternatives that would yield 

outcomes equivalent to vertical integration. Specifically, they show that under assumptions 

similar to those for the models discussed above, following alternatives are equivalent to vertical 

integration: (a) an input tying arrangement, whereby the purchase by downstream firms of input 

x2 (that is competitively supplied) is tied to the purchase of input X I  (the monopoly input under 

question); (b) an output royalty whereby the X I  monopolist charges a per-unit tax on output 

of the downstream firms; (c) a sales revenue royalty whereby the xl monopolist places an ad 

valorem tax on downstream sales revenue; (d) a lumpsum entry fee charged by the monopolist 

to the downstream firms for the right to purchase the monopolized input. Consequently, the 

authors argue that the antitrust treatment of these contractual alternatives should be the same 

as that of integration. 

A substantial literature also exists on integration incentives under conditions of price 



discrimination, product differentiation, retail senrice externalities, and uncertainty or private 

information. We will review these models elsewhere (alongwith the role of product differentiation 

and flexibility in the theory of the firm). We turn now to a review of some of the works on 

successive oligopolies which are closer in spirit to our model presented in Chapter 4. Models in 

this stream are more recent and compatatively fewer. 

3.5. Oligopolistic Vertical Integration 

Issues of firm and market structure become more interesting, and empirically relevant, when 

one turns to oligopolies. Recent advances in game theory, and its increasing popularity, have 

certainly helped bring about more models analyzing markets that are best characterized by 

oligopolistic interactions. Some of the papers close to our analysis are reviewed below. 

Two strands of research on oligopolistic vertical integration with fixed coefficients of tech- 

nology can be distinguished. The £kt  considers a general successive oligopoly - that is, two 

vertically related oligopolistic industries (suppliers and manufacturers) with market power as- 

sumed to be distributed asymmetrically, suppliers deciding on the price or quantity of the 

intermediate good, and producers having power in their output markets. The focus, then, is on 

welfare effects of vertical integration. The second stream of literature focuses on the relationship 

between a manufacturer and a distributor when both industries are oligopolies. In a game set- 

ting - typically taken to be a 2- or 3- stage four-player game with price or quantity competition 

- the authors analyze equilibrium market structures that would emerge under various degrees of 

substitutability among the final products. This second approach is much closer to our work, and 

we will analyze it in somewhat greater detail in Chapter 4. A brief review of the first approach 

follows* 

One of the earlier models is by Greenhut and Ohta (1979). The setting is two vertically 

related industries, where each industry is an oligopoly engaged in Cournot competition, and 

there is perfect competition at the final consumer level. Assuming constant returns to scale 

and linear demand, the authors establish that a vertical merger by a subgroup of firms leads 



to an increase in total industry output and a reduction in final product price, thus raising 

consumer welfare. However, the industry profits fall, while the profits of the integrated firms 

increase at the expense of non-integrated firms. These conclusions are, therefore, in opposition 

to those obtained under successive monopoly whereby both consumers and producers benefit 

born integration. 

Hamilton and Lee (1986a, b) consider the effect of entry into the upstream (intermediate 

product) market as well the possibility of market foreclosure in the downstream (final product) 

industry. That is, industry A supplies an input to industry B. A has a dominant firm and 

a competitive hinge, while B has two firms competing in quantities. Entry into market B is 

assumed to be impossible, while the entry rate into the competitive fringe of market A is a 

function of market price at which A supplies to B - higher price attracts more firms. The 

authors show that under these conditions, a merger between the dominant firm in A and one 

of the two tirms in B results in a reduction in quantities produced by, and market shares of, 

the firms at the competitive fringe of market A. Therefore, this foreclosure effect has adverse 

consequences for welfare. However, integration still produces the welfareenhancing effect of 

reduced h a 1  product price due to elimination of mark-up over the intermediate product (see 

comment below). The h a 1  effect on welfare depends on the relative strength of these two effects. 

Sdinger (1988) examines the price path of intermediate as well as the find product in 

a 2-stage Cournot game setting with n firms. Two opposing effects of vertical integration axe 

identified: the first is due to the elimination-of-markup effect mentioned above, which increases 

competition in the final product market and lowers the intermediate as well as final good price. 

The second effect results from an increased concentration in the intermediate goods market for 

the non-integrated producers, causing sn increase in the price of intermediate goods. In other 

words, as more downstream producers merge with their suppliers, the choice of suppliers for 

non-integrated producers is reduced, leading to higher input prices. I .  Salinger's model, the 

first effect dominates the second, leading to lower input prices as a iesult of vertical integration. 

As a brief review ofthese models shows, reduction in the price of the intermediate and h a 1  



products as a result of vertical integration seems to be a fakly robust result. The reason generally 

offered is elimination of mark-up on the intermediate product that otherwise obtains (ie, when 

the firms are not vertically integrated), because the input is transferred at the marginal cost 

of production within a firm, but at a cost greater than the marginal cost if the exchange takes 

place in an oligopolistic market. Put differently, when a vertically integrated h decentralizes 

the downstream h c t i o n  (eg, assembly or retail), it leads to an increase in the price of the final 

product, by shifting the derived demand curve faced by the upstream producer to the right2. 

The same argument is used by McGuire and Staeh (1983) and others in describing "strategic 

decentralization" by manufacturers3 as a way of committing to higher prices and, thus, raising 

their profitability (see Chapter 4). In this context then, it becomes more relevant to ask what 

happens to final product prices, consumer welfare and fhn  profits when there is a possibility of 

reducing production costs through R&D? We answer this question in the next chapter. 

'for price competition, demand substitutes, and strategic complements - see next chapter. 
'That is, choice of vertical integration vs market transfer is purely strategic - there is no difference in opera- 

tional efficiency or transaction costs. 



One of the major decisions facing any manufacturer is the design of a distribution channel. A 

number of factors affect a manufacturer's decision whether to distribute his products himself 

or through an independent intermediary. The usual theoretical explanations for the forward 

integration incentive of a manufacturer revolve around transaction costs (see Chapter 3), or a 

trade-off between informational and distribution efficiencies and distribution expenses (eg, see 

Stern and El-Ansary, 1988). A parallel stream of literature exists that analyzes the integra- 

tion incentive in an oiigopolistic industry and the choice of a distribution channel structure as 

a hction of trmfer pricing agreements and end-product substitutability (eg, McGuire and 

Staelin, 1983; Coughlan, 1985; Moorthy, 1988; Coughlan and Wernerfelt, 1989). This litera- 

ture, concentrated primarily within marketing, does not consider the effect of a manufacturer's 

operational parameters such as production costs or the reduction in production costs that the 

manufacturer may realize as a result of process improvements, on downstream integration in- 

centives. In this chapter, we wish to analyze the joint effects of manufacturing variables (such 

as production costs and process improvements) as well as marketing decisions (such as pricing) 

on the channel structure and forward integration incentive, in the context of an oligopolistic 

market with manufacturers producing ~ e r e n t i a t e d  products. That is, we ask: how do inter- 



nal operational parameters of a manufacturer affect his incentives to choose an integrated or 

decentralized distribution channel structure; conversely, how does the channel structure sect 

a manufan=turer's incentives to invest in process improvements? We show that the assumption 

of constant rnazgina.1 cost of production employed in most of the existing models is not with- 

out consequence for the determination of equilibrium structures and the relative profitability of - 

downstream integration. Specifically, while the existing results on the nature of equilibria hold 

in general, the precise range over which these equilibria obtain depends on other parameters 

such as the cost of process RdJ). More impoaantly, consideration of the option available to the 

manufacturer of reducing his production costs through investments in process R&D accentu- 

ates the marginalizahion effect (ie, transfer price greater than marginal cost of production) in a 

decentralized channel, with the result that the relative manufacturer profits in a decentralized 

structure at high product substitutability (and that in an integrated structure at low substi- 

tutability) are higher than those obtained without R&D. As the cost of R&D rises, the R&D 

effect diminishes, and in the limit, earlier results on channel structure (eg, those of McGuire and 

S taelin, 1983) that are dependent only on the marginalization effect, are replicated. 

Second, we show that channel equilibria depend on two dimensions: the degree of product 

differentiation, and the ease of production cost reduction achieved by the manufacturers. This, 

in our view, is a significant contribution because both cost leadership and product differentia- 

tion have long been considered the two most important 'generic strategies' in the management 

literature (Porter, 1980); however, analytical studies of the effect of these strategies on specific 

marketing decisions such as the design of distribution channel have been lacking. 

Third, we show that the distribution channel structure has an impact on the manufac- 

turers' incentives to invest in process improvements to reduce their own production costs. De- 

centralization of the downstream function to independent retailers causes the manufacturers to 

reduce their R&D investments because of an externality created by lower production costs of 

the manufkcturer - the associated increase in retailer's profits is not taken into account by a 

decentralized manufacturer maximizing his own profits. Thus, while effective mmginal cost of 

production is higher when both manufacturers are decentralized than when both are integrated, 



the manufacturers make higher profits by non-cooperatively choosing the former structure when 

their products are close substitutes. In other words, the manufacturers have an incentive to 

keep their production costs high. 

F i n d s  we provide an analysis of the joint effect of reduction in production costs (as 

a result of process R&D) and increase in decentralized channel's effective marginal cost (as a 

result of individual profit maximization by the independent channel members) on retail prices 

and quantities produced. The significance of our analysis lies in providing a useful extension of 

the earlier models, as well as providing a synthesis of research streams on production costs and 

distribution channel management. The intent is to open up the analyses of industry structure 

and the choice of distribution channels to explicitly include the joint effect of operational pa- 

ramet em such as  production costs, along with product differentiation and intrachamel pricing 

arrangements, in an oligopolistic setting. Consideration of strategic incentives may provide a 

counterpoint to supposed benefits of coordinated decision making that most studies on supply 
I 

chains or channel coordination take for granted. The basic model in this chapter is kept simple 

to highlight the underlying effects; some important extensions will be discussed in subsequent 

chapters . 
We consider an industry with two mdac tu r e r s ,  Ml and M2, each producing a single, 

differentiated product. In any given geographical area, there are two retail outlets, Rl and R2, 

and each retailer (a) is restricted to selling the products of only one manufacturer ( Mi, i = 1,2). 

Each f i  could be privately owned (ie, a hanchised outlet) or owned by the manufacturer 

(ie, a company-owned store). Thus, inter-brand competition within one retail outlet is ruled 

out, and each retailer is assumed to have exc1usive distribution rights within a given territory1. 

'~sual explanations for territorial restrictions entail nutailing excessive intrabrand competition among retailers 

that would lead to failures (eg, see Pashigian, 1961; Blair and Kaserman, 1983). Recent court rulings in the U.S. 

suggest that ftanchisees in some industries are having success in ensuring territorial monopolies even when such 

restrictions are not part of a formal contractl For exampIe, in July 1996, a California federal court ordered 

XaugIes Inc., a Mexican fkt-food chain, to pay $2.2 million to a franchisee after it opened a company-owned 

store nearby; and, recentry, Burger King agreed to notify its franchisees whenever it planned to open a new outlet 

nearby, promising to reimburse the franchisee for the resulting loss in profits [Business Week, 19971. 



Examples of industries that meet these criteria include consumer products such as gasoline, fast 

food chains, and (new) automobiles2; and, industrial products such as heavy farm equipment, 

fork lift trucks and industrial gases WcGuire and Staelin, 19831. 

The basic model-structure we use is that of a Cstage game, where players at each stage 

make their choices simultaneously, non-cooperatively, and in full knowledge of the actions taken 

by all the players at previous stages. At the first stage, each manufacturer decides whether to 

integrate or decentralize the downstream retailer function. Second stage decision variables are 

investments in cost-reducing R&D by the manufacturers. At the third stage, manufacturers 

decide on the wholesale price they would charge their retailers; and, finally, retailers compete 

on prices in the market. Thus, the manufacturers are assumed to act as Stackelberg leaders 

with respect to the retailers. That is, channel power is assumed to lie with the manufacturers 

in that retailers are price takers, although privately-owned stores do have pricing autonomy 

over the final product. In order to focus on the strategic incentive, it is assumed that there 

is no difference in the distribution efficiency between the private or company-owned stores, no 

marketing economies of scale or scope, and no value-added (in terms of better customer service, 

for example) by the retailers. This structure chsely follows some of the existing models in the 

literature, which we briefly discuss in the next section. Section 4.3 presents our model in detail. 

In section 4.4 we demonstrate the procedure followed for determination of equilibria. Our main 

results appear in section 4.5. Section 4.6 concludes this chapter. 

*Although exdusive dealing h the automobile industry was made illegal in the U.S. in the 1940s Pomaclc 

et al., 1990, pp. l?O], a vast majority of autdealers remain single-manufacturer outlets. However, the single- 

manufacturer franchise system with territorial restrictions seems to be changing as the number of "megadealers" 

carrylhg the product lines of many manufacturers at the same location (eg, Autonation and CarMax) grows rapidly 

(see Business Week, 1996), in response to s consumer backlash against poor service and higher search costs that 

they face in gathering relevant information and comparing the expanding product-lines of rival manufacturers. 

Though state franchise laws prevent the manufacturers from forcing consolidation on their dealers, publicly owned 

companies like Republic hdustries (that owns AutoNation) have already amassed deaIerships worth $3 billion in 

estimated 1997 sales [Business Week, 19971. 



4.2. Related Literature 

The literature that we draw upon consists prhsrily of a number of recent papers that have 

analyzed the incentive for forward integration by a manufacturer in an oligopolistic setting when 

the final product is differentiated (eg, McGuire and Staelin, 1983, 86; Coughlan, 1985; Bonanno 

and Vickers, 1988; Lin, 1988; Moorthy, 1988; Coughlan and Wemerfelt, 1989). The basic 

conclusion is that if the products produced by two different manufacturers are nearly identical, 

then it is profitable for a manufacturer to delegate the marketing function to an independent 

intermediary who has pricing autonomy. The intuitive reason for this assertion is that price 

competition is strongest when products are identical (leading to zero profits under the conditions 

of a Bertrand equilibrium). By inserting an independent intermediary, the manufacturers can 

'shield' themselves &om this competition, as it restricts their ability to react to price changes by 

the competitor (McGuire and Staelin, 1983; Coughlan, 1985). The underlying cause is higher 

transfer price to the retailer (instead of marginal-cost pricing in an integrated firm) that leads 

to higher retail prices and higher manufacturer profits (at high substitutability) as a result 

of decentralization. This effect, known as 'double marginalization' (Spengler, 1950), and the 

associated social welfare issues, have been analyzed in the economics literature for a long time. 

In a monopoly situation, the retailer in a decentralized channel always charges a higher price 

than an integrated manufacturer would chargeO3 Variants of this effect have been studied under 

different assumptions on the retail sector (see Blair and Kaserman, 1983, for a review), as well 

as under successive oligopoly (eg, Greenhut and Ohta, 1979). The recent marketing studies 

mentioned above have isolated this effect in the context of rnanufkcturer-retailer relations and 

choice of a distribution channel; the unique contribution of this literature is that determination 

of the market structure is endogenized in the game, and, the equilibrium structure is shown 

to be dependent on the degree of substitutability between the h a 1  products. In particular, 

 or a vertidy integrated monopoly, the retail price is p, = arg max @ - c) f @) , and the monopoly output 

is qm = f @m). However, in a decentralized chamel, the manufacturer charges the retailer a transfer price w > c 

in order to make a profit, and the retailer, r n m c h k k g  ( p  - w) f ($1, charges a retail price p > pm, leading to lower 

industry profits as well as tower consumer welfare (eg, see Rey and Tiole, 1986). 



decentralization can be achieved as an equilibrium strategy, in contrast to the traditional result 

on successive monopolies whereby integration always improves manufacturer profits (as well as 

consumer welfaze). None of these papers, however, consider the effect of manufacturerys internal 

operational parameters. 

The earliest contribution in this stream is by McGuire and Stselin (1983) who consider 

a two-stage four-player game with retailers facing a linear demand function. The per unit pro- 

duction costs as well as the unit selling costs are assumed constant and equal for both products. 

The authors analyze a rescaled demand system in order to suppress ad other parameters ex- 

cept 8, the degree of substitutability between the two products? In contrast, we work with 

the most general form of a linear demand system, £rom which McGuire and Staelin's results 

can be easily derived. The main conclusions of their seminal paper can be summarized as fol- 

lows: The attractiveness for the manufacturer of integrating the retailer function depends on 

the substitutability between the two manufacturers' end-products. When each is a monopolist 

(t? = 0) , it is twice as profitable for the manufacturers to integrate forward than to sell through 

private retailers. On the other hand, when products are highly substitutable (8 = 1)' it is three 

times as profitable for the mmufacturers to insert independent retailers than to sell through 

company owned stores. In the determination of industry structure, the mixed system is never 

a Nash equilibrium. For 0 8 5 0.931, the pure vertically integrated structure is the unique 

Nash; whereas for t9 1 0.931, both pure integrated and pure decentralized structures are Nash 

equilibria. For 0-708 0 5 0.931, a classical Prisoner's dilemma situation arises. 

The results obtained by McGuire and Staelin (1983) have been commented on and gen- 

eralized by a number of authors. Coughlan (1985) replaces the linear demand function with a 

more general function that is linear with respect to the competitor's price, but can be convex, 

concave or linear in its own price, and obtains similar results. Moorthy (1988) shows that the 

4Although these authors establish that the profit rnaximizhg behavior of the players is the same in both 

systems, the r d e d  demand system makes it more difficult to attach meaninghl interpretations to comparisons 

of different parameter d u e s  across equilibria, and change in equilibrium conditions with parameters such as 

market size and production costs. 



results afhming superiority of delegation are dependent on the condition that manufacturers' 

products be demand substitutes and strategic complements, or demand complements and strate- 

gic substitutes, at the manufacturer and retailer levels? The nature of strategic interaction is 

important in that decentralization (for demand substitutes) is beneficial only when it raises the 

other manufacturer's retail price as well (otherwise the profit impact of an increase in own retail 

price is negative). For example, Moorthy shows that decentralization can never be Nash equi- 

librium strategy if one assumes constant elasticity demand functions because of the strategic 

independence between channels. 

Bonanno and Vickers (1988), and, Coughlan and Wernerfelt (1989) modify the above 

models to allow for tw*part tariffs to be charged by the manufacturer to its independent retailer. 

That is, in addition to the constant per-unit fee (the wholesale price), the manufacturers can 

now charge a fixed fee as well, as is the case in many franchise systems observed in practice (eg, 

McDonald's and Burger King). Consideration of a fixed fee allows the manufacturer to extract 

all profits from the retailer, and therefore, the manufacturer is concerned with maximization of 

channel profits rather than his own profits. The authors conclude that under these conditions, 

decentralization is always an equilibrium strategy for both manufacturers when products are 

strategic complements - regardless of the level of product differentiation. 

All of these papen consider the unit production costs of the manufacturer to be fixed (or, 

normalized to zero to focus on transfer pricing). Rom an operational perspective, investment 

by a manufacturer in cost reduction is one of the most important decision variables; it has been 

a long-standing theme in the management literature, gaining further scrutiny as a result of the 

emphasis on continuous improvement (or kaizen) by the 'lean' manufacturers. The phenomenal 

success of a large number of Japanese companies, and the ensuing widespread acceptance of 

'TWO products A and B are demnd arbstitutes if A's demand function dses with B's price (ie, > 0). 

However, A and B are stmtegic complements if A's marginal profitability with respect to price increases in B's 
83r price (ie, BpAB;B > 0). That is, when B lowers its prica, it is optimal for A to I m  its price as 4. aggressive 

behavior begets aggressive response. Demand complements and strategic substitutes are defined analogous1y (see 

Bulow et al. (1985)). 



continuous improvement practices among manufacturers worldwide, are indicators of the com- 

petitive advantages that a strict discipline of cost management and process innovation can confer 

on an organization. Moreover, there is an increasing realization on the part of organizations and 

academics alike of the need to take a csystems approach' and manage costs in the whole supply 

chain, and to focus on the final delivered price to the customer which affects the profitability 

of all the channel members (eg, Lee and BiUington, 1992). Most of these studies, however, take 

an efficiency perspective and focus on ways of achieving coordination along the supply chain in 

production, distribution, and inventory control policies to optimize certain performance mea- 

sures such as casts and lead times (eg, Cohen and Lee, 1988; Lee and Billington, 1995; Arntzen 

et al., 1995), or consider the problem of incentives befmeen marketing and manufacturing in 

a principal-agent hamework (eg, Porteus and Whang, 1991). Several models also exist that 

examine pricing and production planning decisions in a competitive framework with varying 

assumptions on demand and cost functions (see Gaimon, 1994 for a review). Most of these 

models are dynamic and are formulated in continuous time, thus requiring a differential games 

approach; and, most of them focus either on the horizontal or the vertical dimension. Examples 

of models with horizontal competition include a dynamic game between two manufacturers with 

asymmetric cost functions (Eliashberg and Steinberg, 1991); and, a dominant and a smaller 

firm (Dockner and Jorgensen, 1984). Models in a vertical channel setting include a dynamic 

game between a single manufacturer and a retailer (Jorgensen, 1986); and, a manufacturer and 

a distributor who has to further process the goods (Eliashberg and Steinberg, 1987). In contrast 

to these models, Gaimon (1989) analyzes a model where production cost is a decision variable 

in a differential game between two manufacturers choosing prices and capacity levels, where 

acquisition of new technology reduces a firm's unit production costs. None of these authors 

consider the strategic incentives for cost reduction through investments in process improvement 

by manufacturers producing differentiated products in an oligopolistic market, who sell through 

competing retailers. 



4.3. Model Specification 

Consider two manufacturers, each producing a single, differentiated product. Each manufacturer 

can distribute its product itself or through a single, privately-owned retailer in a particular geo- 

graphical area. Each retailer is restricted to carrying the product of only one manufacturer, and 

it is assumed that the ownership decision does not affect the efficiency of distribution. The man- 

ufacturers specify the price at which they will sell their output to their own retailer, the retailers 

make their pricing decisions contingent on the manufacturers' prices, and the manufacturers take 

the retailers' decision rules into account while set t ing their wholesale prices. 

The demand function for product i is 

as described i n  chapter 2." Let q represent the unit cost of production for manufacturer i. 

We consider a situation where each manufacturer can invest in R&D (eg, in process improvement) 

that would reduce his unit production cost. Specifically, we let y = c - xi, where c is the unit 

cost if no R&D is carried out, assumed equal for both manufacturers (c < M/b)7, and xi is the 

' ~ h u s ,  our demand system is very similar to the one used by McGuire and Staelin (1983), though ours is more 

'convenient' in that an additional parameter (p) capturing the absolute difference in demand is ignored (which 

does not affect any results, as shown by them). However, given the nature of our problem, our analysis is carried 

out in terms of the 'full' demand system, instead of a rescaled one in bIcGuire and Staelin. AIso note that in this 

specification, own-price rate of change is not affected by changes in 8. The reader is, however, cautioned at the 

outset against comparing solutions across different values of 8 as the industry demand tends to expand with 8 in 

the present formulation. We choose this f o d a t i o n  primarily for two reasons: 1) to provide a comparison of our 

results with those existing in the literature, and 2) to provide a foundation for future studies where it would be 

ppssible to distinguish between two effects of the degree of substitutability between products: demand qansion 

as a remlt of new product introduction, and increased competition between single-product duopolists (see Shaked 

and Sutton, 1990). Such an analysis would be highly useful in studying product line decisions of a multiproduct 

h n  as compared to competition between single-product firms. This article is Iimited to analysis of the latter 

effect o d y  (as are most studies on marketing c h ~ ~ ~ l l l e l s  cited above). 
for the market to exist, the maximum unit production coat has to be less than the price at  which demand 



amount of unit cost reduction achieved by manufacturer i as a result of his efforts in process 

improvement. It is assumed that the R&D results of a manufacturer are my protected by 

intellectual property rights so that competitors cannot free-ride on a h ' s  R&D; that is, no 

R&D 'spillows'? We further assume decreasing returns to R&D expenditures: cost of R&D is 

given by WE!, where a is some positive constant. 

Therefore, letting wi represent the wholesale price that a decentralized manufacturer i 

charges to its retailer, the profit function for manufacturer i is written as: 

For retailer i, wi becomes the effective variable unit cost, and thus, his profit function, ignoring 

any fixed costs, can be written as: 

On the other hand, an integrated manufacturer is assumed to make his decisions to maximize the 

profits accruing Lorn both levels, setting the (internal) transfer price to equal his unit production 

cost (wi = q), and the retail price to maximize total channel profits. Thus, the profit function 

of an integrated manufacturer is: 

Our four-stage game unravels as follows: at the first stage, manufacturers simultaneously 

and non-cooperatively decide whet her to integrate or decentralize the downstream retailing 

function. This decision is observed by all the players at the end of the fist stage, and then the 

manufacturers set their R&D levels and transfer prices respectively at the second and third stages 
- - -  

drops to zero. 
 h he generalization of this model to indude the impact of R&D spillovers, and the associated government 

policy initiatives (such as the National Cooperative Reaearch Act of 1984) that encourage horizontal cooperation 

(eg, in the form of Research Joint Ventures), is carried out in chapter 7. 



of the game. Finally, retail prices are set at the fourth stage. The manufacturers specify the price 

at which they will sell their output to their own retailer, the retailers make their pricing decisions 

contingent on the manufacturers' prices, and the manufacturers take the retailers' decision rules 

into account while setting their wholesale prices. That is, channel power is assumed to Lie with 

the manufacturers in that retailers are price takers, although privately-owned stores do have 

pricing autonomy over the h a l  product. Moreover, the following two assumptions are utilized 

in our anaJysis: 

1. Intrachannel decisions are observable to the competitors. We recognize that this assumption 

somewhat restricts the applicability of our analysis, since Coughlan and Wernerfelt (1989) and 

Katz (1991) have shown that lack of obsenrability of intrachannel contracts can nullify strategic 

interaction between channeIs by making the delegation decision incredible. However, intrachan- 

nel contracts are observable in a large number of industries, particularly in geographically d i s  

persed markets where it may be quite difficult to maintain secret transfer pricing mechanisms? 

For example, hanchising terms for automotive dealers and fast food outlets are fairly well- 

known'0. Moreover, even with unobservable contracts, the underlying strategic incentives can 

persist in some situations (e-g., see Corts and Neher, 1997). 

2. In the basic model analyzed in the next section, we focus our attention on linear trans 

fer pricing mechanisms. This implies that there is no cooperation in a decentralized channel; 

manufacturers and retailers make their decisions to maximize their own profits; and, channel 

coordination through more complex contracts (e.g., bepart  t&) is not considered. On the 

other hand, integration is assumed to provide perfect coordination of all decisions in a channel. 

In the next chapter, we will see some examples of 'intermediate' decision rules where coordina- 

tion in some, but not necessarily all, decisions is explicitly analyzed. Nevertheless, there is plenty 

of support for both theoretical and empirical relevance of 'simple' transfer pricing mechanisms 

 he Robinson-Patman act, which requires manufacturers to offer similar terms to all retailers, makes it even 

more difficult for the ma~~&cturers to maintain secret contracts with a large number of retailers. Coughian and 

Wernerfelt (1989) also ackaow1edge this @. 233). 
"See Coughlan and Wernerfeit (1989; footnote 2) for McDonald's and Burger King's franchising terms. 



(e.g., see Ingene and Perry, 1995; Lee and Staelin, 19%'). 

4.4. Solution Procedure 

We look for subgame perfect equilibria [Selten, 19751 of the four-stage game described above. 

The equilibrium expressions are obtained by backward induction, conditioning on the equilib 

rium retail market structures decided by the manufacturers at the first stage of the game. Three 

possible scenarios are considered: homogenous equilibria where both manufacturers (indepen- 

dently) choose to distribute their products through private retailers (DD) or both integrate 

forward (11) , and the heterogenous equilibrium where one integrates and the other decentralizes 

(ie, a 'mixed structure'). Closed-form expressions can be obtained for all the variables of interest 

(ie, prices, quantities, R&D levels, and profits), though these depend in general on five pararn- 

eters (M, 0, b, 8, and c). These expressions, for each of the three cases, are given in Appendix 

A. The f is t  stage decision of the manufacturers regarding the choice of decentralization is then 

given by a comparison of manufacturer profits. For illustration, we present below the details 

only for the case (DD) - the other two cases are solved similarly. 

4.4.1. Pure Decentralized Structure (DD) 

In this case, both manufacturers use independent retailers. The solution procedure followed is 

as follkws: at the fourth stage, retailers set their retail prices, conditioning on the R&D levels 

and wholesale prices of both the manufacturers, as  well as retail price of the competitor. That 

is, each retailer i sets pi to maximize nf. First order conditions (ie, ( a / ~ ~ ) ? r F  = 0 for i = 1,2) 

yield the following reaction functions: 

which can be solved for the fourth stage Nash equilibrium retail pricesn, given wholesale 

"(8?/8p:)r? = -26 < 0; (BZ/~pc&~)fp  = 6d > 0 for 0 > 0 (ie, for demand substitutes); and, 1% 1 = 8/2 < 1 

43 



pi' = M(2 + 8 )  + 2 h i  + b&tj 
44 - 82) , j = 3 -i)i = 1,2 

Note that the playersy decision variables are strategic complements at the retailer level; 

and, the equilibrium retail price increases in own as well as rival's wholesale price. 

At the third stage, manufacturers take the retailers' decision rules into account while 

setting their wholesale prices; equations (4.6) determine the derived demand h c t i o n s  that 

manufacturers face as a function of both manufacturers' wholesale prices, given by: 

Therefore, the manufacturers set their wholesale prices by solving: 

M(2 + 0) - b(2 - 02)2ui + bBwj 
max = (w - Q) [ (4 - 02) 

] i = 1,2 
Wi 

The first-order conditions ( (a /h i )~Y  = 0, i = 1,2) give the reaction functions: 

and the equilibrium wholesale prices, conditional on manufacturers' unit production costs, 

are: 

Here, note that the wholesale prices are also strategic complements; and a rn811ufacfurer's equi- 

librium wholesale price decreases in his own as well as rival's R&D levels (recall Q = c - xi). 

as required for stability- Thus, for 6 > 0, and 0 < 9 < 1, second-order and stability conditions are always satisfied- 

Similar comments appIy to the third-stage equilibrium in wholesale prices below. 



Substituting for wi from (4.9) into equations (4.6) and (4.7) gives retail prices and quantities as 

functions only of the manufacturers' unit cost of production and cj, as follows: 

Thus, the equilibrium retail price decreases in own as well as rival's R&D levels; quantities 

produced increase in own R&D, but decrease in rival's R&D levels. Similarly, substituting for 

wi and qi into ?ry gives the second-stage manufacturer profits as functions of q, i = 1,2 : 

At the second stage, manufacturers set their RkD levels, conditioning on the competitor's 

R&D and hlly taking into account the effect that a lower unit production cost will have on the 

wholesale and retail prices and the quantities produced, by means of equations (4.10-4.11). Thus, 

the R&D levels are determined by maximizing the profit functions (4.12): maxzi lrtf, i = 1,2. 

The first-order conditions are: 

where constants A,. . . , E are given by: 

D = (8 -9Bz+284) E = 8(2 - B2)  

Equations (4.13) yield the following reaction hctions in the R&D-level space: 



NotefromabovethatA>O, B>0, (D-E) 1 0 , a n d E  LOVO(where(D-E) =(I-B)B=O 

for 6 = 1, and E = 0 for 9 = 0). Moreover, AD > 0, V6 which implies (a-ADb) > 0 V8 as  long as  

ct > (as required by the second-order ~ondi t ions)~~.  Therefore, (4.14) yields downward sloping 

reaction cmes;  that is, manufrnturers' R&D level decision variables are strategic substitutes 

( ( a * / a ~ ~ a ~ ~ ) #  < 0 for B > 0): an increase in the R&D level of the rival manufacturer reduces 

the marginal profitability of own R&D. On the other hand, recall that both wholesale and 

retail prices are strategic complements. Hence, when the products are demand substitutes, the 

following two opposite effects exist: 

(a) Higher equilibrium R&D investment ( x j )  by manufacturer j lowers his unit production cost 

(cj = c - Y), which allows him to cut his wholesale price (wj ) ,  translating into lower retail 

price ( p j )  for his product, and higher quantities produced (qj). For demand substitutes, higher 

qj results in reduction in quantity (qi) demanded for product i, which reduces manufacturer i's 

incentives to invest in R&D. 

(b) On the other hand, strategic complementarity between the wholesale (and retail) prices 

requires that manufacturer i respond to a price cut by j by lowering his own wholesale price wi 

(which will translate into lower retail price pi as well) - thus increasing i's incentives to invest 

in R&D. 

Solving equations (4.14) Qves the equilibrium R&D levels. The solutions for the other two 

channel structures (pure integrated and mixed) are obtained similarly (see Appendix A for a 

summary of all equilibrium expressions) .I3 To ensure the existence, uniqueness, and stability of 

R&D-level equilibria under all the structures studied, we assume from now on that b/a c 3.44; 

that is, the cost of R&D is 'large enough'. This assumption is rather innocuous for most 

industrial environments as can be readily seen &om the following simple example. 

"~eeond-order conditions are: ( @ / B x ~ ) #  = A D 6  - a < 0, wbich hold as long as b / a  < 8 (AD decreases &om 

0.125 to 0.037 as 9 goes from 0 to 1). Stability requires = s6 C 1, or a / b  > A(D + E),which implies 

b/a < 7.68. 
14 

' = ~ o t e  that ignoring the process-R&D stage and assuming M = b = 1, c = 0, will  exactly reproduce McGuire 

and Staelinvs (1983) results. 



Consider an automobile industry with market size of one million cars annually (Ad = lo6). 

The average price of a car is $20,000, and assume that a manufacturer can increase his sales by 

10,000 cars for each $300 reduction in the unit production cost that he can achieve; thus b 33. 

A reasonable estimate for R&D expenditures needed to achieve this level of cost reduction is 

$20 million, implying that cr = 222. Thus, a/b = 6.67, much larger than required by the above 

assumption. (Alternatively, note that a/b = 0.3 implies a = 9.9, which means that a cost 

reduction of $300 per car can be achieved via F&D expenditures of less than $900,000, a very 

low value indeed.) 

4.5. Results and Discussion 

Given our assumptions, when will a manufacturer have an incentive to decentralize the retailing 

function? What effect does the channel structure have on the incentives of a manufacturer to 

invest in process improvements, as well on prices and output? We examine these issues below. 

4.5.1. Characterization of Equilibria 

We now determine the equilibrium channel structure as given by the subgame perfect equilibrium 

of our Cstage game, assuming that the manufacturers at the f3st stage decide on the downstream 

integration based on their own profits. The game faced by the manufacturers at the hst stage 

is shown in Figure 4.1. 

Manufacturer 2 

I D 

Figure 4.1 



(i) Pure integrated structure: (I, I) is a Nash equilibrium if no manufacturer has an incentive 

to unilaterally decentralize, when the other manufacturer is integrated. That is, ?rg > ng, 
which, using expressions in Appendix A, can be written as: 

where el, 9 2 , .  . . are as given below. It is easily shown that (4.15) dways holds; therefore, (I, I) 

is always an equilibrium. 

(ii) Pure decentralized structure: Similarly, (D, D) is a Nash equilibrium if no manufacturer 

has an incentive to unilaterally integrate, when the other manufacturer is decentralized. That 

is, *ED > rfi, which, using Appendix A, can be written as: 

where: 

el = 

El2 = 

e4 = 

es = 

e6 = 

Q7 = 

O8 = 

(iii) Mixed structure: Heterogenous equilibria involving one manufkturer integrated and the 

other decentralized will occur when both (4.15) and (4.16) are violated. Since (I, I) is always a 

Nash equilibrium, a mixed structure is never one. 



Comparing manufacturer profits under the two channel structures, (D, D) and ( I ,  I ) ,  we 

see that n& > T# iff : 

where el . . . e8 are as given above, and: 

The equilibrium and profit dominance conditions are depicted graphically in Figure 4.2 

(a). ((I, I) always remains an equilibrium and is thus not shown in Figure 4.2.) First, note that 

channel equilibria depend on two parameters: the degree of product differentiation (represented 

by O ) ,  and the ease of production cost reduction (represented by bla). This provides a more 

general picture of the underlying drivers for channel structure decisions than that discussed 

so far in the channels literature, which focuses only on the product differentiation dimension 

following McGuire and Staelin's (1983) pioneering analysis. By adding the process innovation 

dimension, our analysis points out the need to focus on the interactions between marketing and 

operations decisions. Second, these two dimensions represent what have repeatedly been stressed 

in the management literature as the two primary igeneric strategies' that most organizations 

follow: cost leadership and product differentiation (Porter, 1980). Thus, the general picture 

provided by our model is an important complement to the marketing channels literature, and 

at the same time, provides an analytical foundation for numerous studies that exist in the 

strategic management literature on the role of cost leadership and product differentiation. An 

important managerial implication here is the strategic and interdisciplinary nature of the channel 

structure decision. While deciding whether to assume retailing responsibilities for their products 

themselves or to engage independent ret ailem, managers will have to consider not only the degree 

to which the c m e r s  perceive their products to be differentiated from those of the competitors' 

products, but also their own production processes and technology, their budget for investments 

in process improvements and the level of cost reduction that they expect to achieve. 



(a): Feasible Region for Pure Decentralized Equilibrium 

(b): Region where Decentralized Structure Dominates the Integrated 

Figure 4.2: Equilibrium and Profit Dominance Conditions with Linear Contracts 
(Manufacturer Profits Criterion) 



Our first result summarizes the nature of equilibrium channel structure that would be 

expected in industries where our model assumptions are applicable. 

Proposition 1. (a) Pure fntegration is always a subgame perfect equilibrium of the four-stage 

game. 

(b) Pure Decentralization is an equilibrium only under condition (4.16) . 
(c) Whenever the pure decentralized structure is an equilibrium, it gives higher profits to the 

manufacturers than a pure integrated structure (see Figure 4.2). 

While integration (i.e., full coordination) is always an equilibrium out come, the somewhat 

surprising result is that decentralization (i.e., no coordination in any decisions) can be an equi- 

librium strategy - and a more profitable one - for the mmufacturers under certain conditions. 

A similar result was established by McGuire and Staelin (1983) and Coughlan and Wemerfelt 

(1989) who analyze channel equilibria in relation to product differentiation alone. Thus, the 

inclusion of process R&D decision does not change the general nature of equilibria found in the 

literature, in particular, the appearance of decentralized, non-coordinated channels as a more 

profitable equilibrium strategy at high levels of product substitutability. However, consideration 

of the production cost dimension has the following effect on channel equilibria: 

Proposition 2. The easier it is to reduce production costs (i.e., smaller a), the smaller the 

range of product substitutability (0) over which (D, D) is an equilibrium outcome. (See Figure 

4.2 (a).) 

To understand this result, it will be useful to recall why decentralization is obtained as 

an equilibrium strategy in the models that consider channel structure in relation to product 

differentiation alone. Briefly, the argument is as follows (Coughlan, 1985; Moorthy, 1988): 

decentralization by a manufacturer raises the retail price of his product, which leads the other 

channel to raise its price as well (under the conditions of demand substitutes and strategic 

complements). The effect of own-price increase is negative, but the increase in other channel's 

price raises your demand curve, which leads to higher profits. When markets are not too 



much interdependent (i.e., low B) ,  the first effect dominates and thus, it does not benefit the 

mmufacturer to decentralize. As 6 increases, the second effed increases in magnitude and 

becomes dominant at  high B when mmufxturers find it profitable to use independent retailers 

as a credible commitment to charge high prices and thus dampen the price competition betmeen 

them even though their products are nearly homogenous. 

Our result indicates that the above view understates the cost penalty of decentralizing 

(and consequently, not coordinating any decisions with the retailer) that the manufacturer and 

the channel as a whole incurs. As we will see below, lack of channel coordination dampens 

manufacturer's incentives to invest in cost reduction. This effect, when combined with 'double 

marginalization', makes the effective marginal cost of a decentralized channel much higher than 

that of an integrated channel. The easier the cost reduction, the larger the cost penalty of not 

coordinating, and smder  the range of substitutability over which decentralization is an equilib- 

rium strategy. That is, when process innovation is accounted for, the strategic effect (through 

committing to higher prices and 'raising the demand curve') needs to be larger in magnitude 

to compensate for the lost savings in lower production cost in order for decentralization to be 

an equilibrium strategy for the manufacturers. Looked at another way, if both manufacturers 

are decentralized, no one can benefit by unilaterally integrating to achieve efficiencies of coor- 

dinated decision making, in the parameter range indicated in Figure 4.2 (a). Thus, there is an 

ezplieit trade-of between eficiency and stmtegic incenti'ues in distdmtion channel design. It 

also implies that we will be less likely to observe decentralized channels in industries such as 

semiconductors, computers, and communication equipment, where adoption of new technologies 

makes cost reduction easier, than in industries such as earth-moving and heavy farm equipment, 

fork lift trucks, and industrid gases, with more mature technologies and processes making it 

harder to reduce production costs. 

To provide an easy comparison of our results with those in the literature, we illustrate 

equilibrium manufacturer profits in Figure 4.3 as a function only of product substitutability (6).  

As depicted, ( I ,  I) is always an equilibrium; (D, D) becomes an equilibrium only for 0 2 0.938. 

Thus, there are two equilibria for 19 2 0.938, and (D, D) Paretiedominates ( I J ) .  For 0.688 5 



B 5 0.938, the classic prisoner's dilemma game obtains. It is easy to check that as a -r co (i.e., 

as R&D becomes infeasible), the above results reduce to those obtained by McGuire and Staelin 

(1983). 

4.5.2. Decision Variables 

In order to gain better insight into the underlying drivers of our model, we now turn to a 

comparison of the level of decision variables (i.e., R&D investments, prices, and quantities pro- 

duced) assuming a given channel structure. That is, we ignore the first-stage decision of channel 

structure choice of our game and focus on the levels of different variables conditional on the 

channel structure. We have three reasons for doing this. First, in situations where multiple 

equilibria exist in at least some part of the parameter space (as is the case here), it is of intrinsic 

interest to know how equilibrium levels of decision variables and profits compare under different 

equilibria.14 For example, both managers and policy-makers would want to know the outcomes 

not only under industry equilibria that presently exist, but also under those that axe likely or 

more desirable. Second, it could be argued that oligopolistic industries where we do observe 

mixed channels (or, non-equilibrium channel structures) represent industries in transit ion to- 

wards a more stable pure-channels equilibrium condition (for example, see Coughlads (1985) 

discussion of channel choice in the international semiconductor industry). The level of these 

decision variables are therefore of interest to managers in such industries. Third, the results 

discussed below are robust to the inclusion of channel equilibrium conditions, that is, consider- 

ation of the parameter ranges under which single or multiple equilibria hold do not change the 

nature of these resultd5 

"1t should be noted here that the fact that (D,D) is a dominant equilibrium at high substitutability does not 

imply that manuf~~:tuers would switch from &I) to (D,D) unless some other mechanism not modeled here is 

considered that would allow the manufacturers to coordinate their channel decision on a mutually more profitable 

equilibrium. 
''Also note that the r d t s  discussed here only indye comparisons across channeIs holding 6 fived (see footnote 

6)- 
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Figure 4.4: Equilibrium R&D Levels as a Function of Product 
Differentiation (8) 
(Mlb=l, b/a=l, c=0.5) 



Process Innovation hvestments 

The fbst question we address is as follows: Is there a difference in the manufacturer's incentives 

to invest in cost reduction in a decentralized (non-coordinated) channel as opposed to that in 

an integrated (coordinated) one? Jeuland and Shugan (1983) examine a similar question in the 

context of bilateral monopoly. They show that in a non-coordinated channe1, the retailer has 

an incentive to lower his marketing efforts, and the manufacturer to lower the product quality, 

below the joint maximum level. It is not a-priori clear how this result will be affected when 

we consider competition from rival channels and varying degrees of substitutability between 

competing products. An answer to this question is provided by the following result. 

Proposition 3. The equilibrium R&D expenditures by the manufacturers satisfy the following 

relations: 

(a)xbD Va,B (equalityforO=l). 

(b) xhI < xFI V a  a b/4, W. 

(c) xjD <, =, or > xbD as Q <, =, m > A, where 

(d) X I D  = X ~ I  at 0 = 0. If 8 # 0, then xFD <, =, or > xFI as <<, =, or > 9, where 

@ = 2[32a + W 3  (6a - 5b) + o4(1?a + 13b)l and 

li? = O[16 (2a - b) + 88(l la + 2b) + 4e4 (a - 2b) + 85 (4a + 13b) + be6 (1 - 28)j 

Proot. See Appendix B. 

The above proposition states that each manufacturer, spends more on R&D when both 

manufacturers are integrated than when both m m u f ' e r s  are decentralized. In a mixed struc- 

ture, the integrated manufacturer spends more than the decentralized one. Moreover, unilateral 



decentralization by a manufacturer always reduces his R&D investments, when the other manu- 

facturer is integrated. However, when the other manufacturer is decentralized, decentralization 

by a manufacturer reduces his R&D investments only if 8 is below a certain threshold value. 

These relationships are illustrated in Figure 4.4 (for M/b = 1, a/b = 1, c = 0.5). 

Clearly, there is a cvetical externality' generated by manufacturers' investments in cost- 

reducing R&D. A lower unit production cost also benefits the retailer by lowering his cost 

of procurement16, which a decentralized manufacturer madmizing his own profits ignores. In 

other words, the manufacturer recovers only part of the profits generated by lower production 

costs, the other part is retained by the retailer. In absence of any contractual or other means 

of channel coordination, this externality lowers the manufacturer's incentives to invest in cost 

reduction. However, as stated by Result 1, decentralization is an equilibrium strategy (and a 

more profitable one than integration) at high substitutability. This suggests that manufacturers 

can, in fact, use independent intermediaries as a credible commitment to invest less in cost- 

reducing R&D. Thus, our analysis not only generalizes the notion of vertical externality in 

manufacturing efforts to duopolistic markets, but also provides a basis for understanding why 

we still observe decentralized, non-coordinated channels in a number of industries (Lee and 

Staelin, 1997), despite the fact that the consequences of decentralization for prices as well as 

manufacturer and retailer effort incentives axe "we11-knot~n'~. Also note from Appendix A that, 

regardless of the channel structure, equilibrium R&D investments by the manufacturers increase 

as the final market size (M) increases, decrease as the cost of carrying out R&D (a) increases, 

and decrease as the existing level of variable production cost (c) increases. 

Prices and Quantities 

Secondly, we ask how the retail prices and output levels compare between decentralized and 

integrated channels. It is well-known that, if marginal costs of manufacturing and retailing are 

constant, a decentralized chme1 charges a higher price than an integrated one does because 

"~ote fmm Appendix A that retailer i's profits rise in proportion to the square of the output of product i, and 

w t i t i e s  produced increase as prodution cost goes down. 



of successive mark-ups imposed by independent profit-maximizers, irrespective of whether the 

situation considered is that of a bilateral monopoly (as in Jeuland and Shugan, 1983; also 

see Machlup and Taber, 1960) or successive oligopoly (as in McGuire and Staelin, 1983, 1986). 

However, it is not clear what the effect on final prices will be when marginal production costs are 

not constant - in particular, when the manufacturer has the option of reducing his production 

costs through investments in process R&D. We provide an answer below. 

Proposition 4. (a) A decentralized channel charges higher r e t d  prices and produces lower 

quantities than the integrated one, regardless of the degree of substitutability between their 

products, in pure as well as mixed structures. 

(b) The easier it is to reduce costs, the higher the difference between the retail price charged by 

a pure decentralized channel over that of a pure integrated channel's retail price. 

The above result generalizes the long-standing result in the economics and marketing chan- 

nels literature that prices increase and output levels fad as a result of non-coordinated decision 

making at successive stages in an isolated production-distribution system1? Introduction of 

competition and manufacturer's investments in cost reducing process innovation do not change 

this result. In fact, over the last few years, a renewed realization of this fact on the part of both 

academics and practitioners alike has helped spawn a multi-billion dollar industry focused on 

ways of achieving coordination in various production, inventory, and pricing decisions along a 

supply chain.18 The major concern in these studies is cost reduction, but competitive reactions 

are typically ignored. Whereas part (a) of the above result gives credence to the notion of chan- 

nel coordination to reduce prices even when competitive reactions are accounted for, part (b) 

 o or a vertically integrated monopoly, the retail price is pm = argmax O, - c) f @), and the monopoly output 

is q, = f (p,). However, in a decentralized channel, the manufacturer charges the retailer a transfer price w > c 
in order to make a profit, and the retailer, rnmimking ( p  - w )  f (p), charges a retail price p > p,, leading to lower 

industry profits as well as lower c o m e r  welfare (e.g., see Rey and Tirole, 1986). 
"~itness,  for example, the rise in the number of companies such as i2 Technologies, selling software packages 

(and management e o d t i n g  companies offadng customizz solutions) that help other 6rms reduce their costs 

through coordinated decision making along their supply chains. 



indicates that the 'benefits' of coordinated decision making that an integrated channel enjoys 

(in terms of lower prices) become even greater the easier it is to reduce production costslg. The 

reason behind this latter assertion is as follows: proposition 3 tells us that a decentralized man- 

ufacturer invests less in process R&D, and therefore has a higher marginal cost of production, 

than an integrated manufacturer does. This difference gets bigger the lower the investment 

required in process innovation to achieve a given level of cost reduction, with the result that 

the retail price increase in a decentralized channel (over that of an integrated channel's price) is 

also higher the easier the cost reduction. Moreover, since the vertical externality of lower R&D 

investments in a decentralized channel operates in conjunction with the successive mark-ups 

due to individual profit-maximization, the increase (decrease) in retail prices (quantities) in a 

decentralized channel is higher in our model than is the case when marginal production cost is 

treated as constant (which corresponds to b/a = 0), as in most of the studies cited above. This 

result is illustrated in Figure 4.5. 

Industry Profits and Consumer Welfare 

What is the effect on msnufacturer and channel profits, and consumer welfare? It is an old result 

that in a successive monopoly, integration will always improve industry profits as well as con- 

sumer welfare. However, consideration of process innovation incentive makes this improvement 

larger in value than that obtained due to marginalization alone (as illustrated in Figure 4.7)20. 

When competition is introduced into the picture, the result on consumer welfare still holds (as 

is obvious horn proposition 4 above). The effect on manufacturer profits, on the other hand, 

is not that clear. It is well-known that, if marginal production costs are treated as constant, 

manufacturers in competitive markets may be better off not coordinating their decisions with 

"although whether 10- &ees lead to higher profits is not guaranteed; see next section. 
"~snuning a demand function of the form q = A - Bp, and an integrated monopolist's profit hc t ion  as 

rrF = @ - c')q- ma, where d = E-2 is the unit production cost after process R&D, it is easy to show that the 

ratio of total industry profits in in decentralized channel to that in an integrated one, = 314 with no R&D, 
"I 

and < 3/4 with W D  investments; in the latter case, 4 3/4 as B / a  -t 0. 
-I 



retailers when competitors' products are very similar, because then the price competition is 

the strongest (see McGuire and Staelin, 1983, 1986; Coughlan, 1985; Coughlsn and Wemerfelt, 

1989). The effect of the inclusion of process innovation dimension on manufacturer profits is 

summar;lzed below: 

Proposition 5 .  (a) The manufacturers make higher profits under a pure decentralized structure 

than in a pure integrated one for 0 > Bo, and Bo decreases with a (see Figure 4.2 @))*I. 

(b) The easier it is to achieve production cost reduction, the larger the Merence between 

mmufacturer profits in decentralized and integrated channels. 

To understand part (b) of this result, let us  look at Figure 4.6, where we plot the ratio 

of equilibrium manufacturer profits (#$@) as a b c t i o n  of product substitutability (8) at 

different levels of the investment cost of process innovation. When the relative cost of R&D is 

low (i.e., high b / a ) ,  (D, D) is more than three times as profitable as (I, I) at 0 close to unity, and 

(I, I) is more than twice as profitable as (D, D) at 6 = 0. However, as the cost of R&D increases, 

the effect of the vertical R&D externality diminishes, and the ratio approaches that obtained 

by McGuire and Staelin (1983). An intuitive explanation is as follows: lower cost of R&D 

makes higher cost reduction feasible, which leads to a larger difference in the level of marginal 

production costs in decentralized and integrated channels due to the vertical externality (see 

proposition 3). It also leads the decentralized channel to sell its products at a much higher price 

than those of an integrated channel (see proposition 4). Thus, decentralization can be viewed 

as a non-cooperative way for the manufacturers to do less RdrD, commit to higher prices, and 

thus reduce the intensity of competition between themselves. This strategic commitment is 

larger in value the higher the substitutability between products, and, beyond a cut-off level of 

8, dominates the advantages of having lower costs by integrating downstream. Since the higher 

profits in a decentralized channel are a result of strategic commitment 0nl3~, lower R&D costs 

''please see page 49 for the exact condition under which this result holds. 
2 2 ~ h a t  is, a channel cannot benefit from deentralization in absence of strategic interaction with the other 

channel. 
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Figure 4.7: Comparison of Manufacturer and Channel Profits in 
Integrated and Decentralized Structures in Absence of 
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make this profit increase (over manufacturer profit level in an integrated channel) larger in 

value in the upper region of 0. Similarly, below the cut-off level of substitutability, the strategic 

interaction effect between channels is dominated by lower costs of an integrated channel. Thus, 

in this region, lower R&D costs result in a larger increase in profits that the manufacturer 

makes by integrating downstream. Process innovation accentuates the pmfit difference between 

integrated and decenhlized channels. 

By the same argument, lower R&D costs, by increasing the value of strategic commitment, 

make decentralization more profitable than integration for a wider range of substitutability (see 

Figure 4.2 (b)), though decentralization is an equilibrium strategy over a smaller range of 

substitutability (see proposition 2). Thus, process innovation makes the Prisoner's Dilemma 

situation worse in the choice of distribution channel stmcture. 

'Buffering' 

Finally, we analyze the 'buffering' argument for decentralization that has often been advanced in 

the literature (e.g., McGuire and Staelin, 1983; Coughlan, 1985). It is argued that by inserting 

independent intermediaries between themselves and the consumers, the manufacturers can re- 

duce the intensity of their rivalry by restricting their competitive reactions to price movements. 

Since our model allows us to investigate the effect of a second category of strategic commit- 

ment by means of investments in production cost reduction, we ask the following question: does 

decentralization provide any advantages to the manuf&cturers in terms of responding to rivals' 

commitment to invest in production cost reduction? The following result provides the answer: 

Proposition 6. An integrated manufacturer increases (respectivel~ decreases) his output more 

rapidly than a decentralized manufacturer does for a s m d  positive change in his own (respec- 

tivelx the rival msnufscturer's) investments in cost reduction. 



Note that investments in cost-reducing F&D can be viewed as  commitment by a man- 

ufacturer to be more aggressive, because lower production cost allows him to lower his price 

(or, equivalently, produce higher quantities of his product). The above result indicates that the 

strength of rivalry between manufacturers is dependent on their downstream integration level. 

By inserting independent profit-maximizing retailers, the manufacturers dampen the competi- 

tive reactions to opponents' aggressive moves to capture market share by increasing investments 

in cost reduction. Thus, this result provides additional support for the hypothesis of a strategic 

incentive for decentralization. 

4.6. Managerial Implications and Conclusion 

Jeuland and Shugan (1983) suggest that a retail experiment that ignores competitive reactions 

from other retailers will recommend lower prices than is optimal, while those ignoring vertical 

channel coordination will suggest prices that are above the optimal level (and non-price variables 

that are below the channel-optimal levels). Our analysis establishes what one would intuitively 

expect: 'optimal' levels of prices, as  well as the promotional and manufacturer effort variables, 

depend on both the vertical channel structure and the (horizontal) competitive environment. 

Empirical studies that ignore either of these two aspects do not provide a complete picture of 

the underlying incentives (Lee and Staelin, 1997, also make a similar point). 

Second, our analysis highlights the importance of considering the implications that mar- 

keting decisions such as product positioning, pricing, and distribution channel structure will 

have on manufacturing decisions such as the level of investments in process improvements, and 

vice versa. Managers who pay attention to this broader picture - including the interactions 

between horizontal and vertical dimensions, and crossfunctional integration - are in a better 

position to increase fbm profitability. 
- -- 

where Al(i, j )  and A2(i, j )  represent, rectively, the rate of change in a xnanufecturer's equilibrium output 

level with respect to his own and rival's R&D levels, when his own vertical structure is characterized by i and the 

rival's as j ;  i, j = D or I .  



An old theme in most economic analyses is that in an oligopolistic market, the compet- 

itive environment has a tremendous effect on a firm's behavior and its decision variables such 

as prices and output levels. However, a second major effect on prices and production output is 

derived from the vertical structure of the supply chain and the specific operational capabilities 

of the b. The recent surge of interest in 'supply chain management' has brought forth the 

realization that the cost of producing a unit of product in a channel is heavily dependent on 

how efficiently the flow of production is managed from the suppliers to the manufacturer to 

retailers, the production control and inventory policies of the various members in the chain, 

and, the level of coordination achieved in various decisions along the supply chain. While the 

two streams have tended to develop in virtual isolation of each other, there are obvious gains in 

considering both the horizontal and vertical dimensions. For example, while an efficiency per- 

spective is assumed in most managerial studies of supply chains, an oligopolistic context implies 

that firms may have a strategic incentive as well to reduce, or increase, the effective costs of 

production and distribution in their channels, a s  shown in this chapter. This is especially true 

when intrachannel arrangements can be used as a signalling mechanism to induce competitors 

to behave cooperatively. Similarly, strategic interaction with competitors, alongwit h ownership 

and incentive structures, may affect the desirability of engaging in various degrees of supply 

chain coordination, and vice versa. The attractiveness of following cost leadership or differen- 

tiation strategies may be different depending on both the channel and the industry structure. 

And finally, specific firm decisions intended to increase short term profitability may have con- 

sequences for the industry structure at various levels of the supply chain. All these issues need 

further examination in order to better understand inter-organizational relations and emergence 

of market structures. Our analysis in this chapter is an important first step in understanding 

channel structure decisions in relation to interactions between two dimensions: product differ- 

entiation and production costs. Whereas the marketing literature has generally tended to focus 

only on the demand side and the operations literature on the cost side, we argue that a better 

understanding of the underlying incentives for organizational decision making can be achieved 

only when cross-functional interactions are explicitly analyzed. 



Thus, there are a large number of extensions possible of the simple framework presented 

in this chapter. In subsequent chapters, we analyze two extensions to this model. In Chapter 5, 

we consider the possibility that ownership is distinct from coordination in individual decisions, 

and analyze various games based on decision rules that incorporate different possibilities of 

coordinated decision making with or without ownership. A second extension is to relax the 

assumption of perfect intellectual property rights enforcement of the present model, and consider 

the possibility of R&D spillovers - that is, rival firms may be able to benefit from the process 

improvements carried out by one manufacturer, at no cost to them (see Chapter 6). Finally, 

we will merge the two to consider the impact of various horizontal cooperative arrangements 

in presence of R&D spillovers, on vertical channel structures as well as on R&D levels, prices 

and output in Chapter 7. Preliminary results indicate that upstream horizontal arrangements 

have a tremendous impact on the vertical supply chain relations as well as on the downstream 

industry structures, and conversely. 



It has been argued that a focus on the two extremes of anonymous, spot transactions in the 

market and izteizal hierarchy within s firm - explicit in the transaction cost approach and 

implicit in much of the rest - does not do justice to the complexity and variety of institutions 

one finds in reality. "The continuum from market to hierarchy is less like a ruler than a football, 

with a vanishing small pure type at each end, and a swollen middle that mixes the two. . . . The 
"society of organizations" is a dense and ever-changing network of reciprocating competition and 

cooperation; very little of organizational life remains at the two ends of the football" [Penow, 

1986, pp. 2551. 

Indeed, the whole notion of efficiency as the guiding principle in firm size and industry 

structures has been challenged, with compelling empirical evidence attesting to the fact that 

growth of large firms in a number of industries had nothing to do with efficiency. Instead, 

profit and power motives - such as control over markets, labor and government; possibilities 

of collusive behavior; driving out smaller competitors; limiting entry into an industry - often 

play an important role.' In this chapter, we will examine how strategic interactions among 

'Perrow (1986) gives numerous examples of such behavior. In addition, following accounts are mentioned: 

Scherer (1980); Bridges' (1903) description of Carnegie's acquisitions at the end of 19th century as being purely 

profit-motivated; Yago's (1984) account of how DuPont and General Motors interests destroyed much of urban 

mass transit in the U.S.; Jones' (1982) critique of Williamson's evidence and interpretations of the early history 

of capitalism (arguing that hierarchies proved to be more acient than cooperatives and inside contracting); Du 

Boff and Herman's (1980) evidence, as a critique of Chandler's (1969, 1977) work, that the emergence of several 

of the hierarchies that Chandler had described had much more to do with market power than with coordinating 



competitors may influence their incentives to coordinate their decisions with, or obtain ownership 

of, different members in the supply chain. The intent is to demonstrate that both efficiency and 

strategic incentives have a bearing on the form of institutional arrangements we observe in any 

economy. 

5 .I. Channel Coordination . 

It has long been recognized that firms in a channel can improve their joint profits if they 

coordinate their production and pricing decisions. Moreover, integration itself does not result 

in improved coordination in individual decisions, and by the same token, coordination can be 

achieved among separate fmns. Thus, two dirnensions to integration can be identified: the degree 

of ownership integration, and the degree of coordination integration. Langlois and Robertson 

(1995) characterize various types of organizational 'networks' on these two dimensions: a 'holding 

company' being high on the first aad low on the second dimension, whereas the 'third Italian 

district' is just the opposite2. Similarly, Mattsson's (1969) conceptualizes integration along 

three different dimensions: (a) institutional, (b) decision and (c) execution. In his terminology, 

institutional integration is concerned with the formal-legal power, such as ownership, of an 

organization over another. Decision integration is defined as ". . . the degree of centralization of 

a decision process and who controls what in the relationship". Execution integration refers to 

". . . the way activities are executed and the characteristics of the flow" in terms of the content 

as well as the frequency and amount of resources exchanged wertz, 1992; Mattsson, 19691. This 

framework thus captures the essential aspects of changes in inter-organizational relationships 

that various forms of cooperation or integration would bring, and is useful in teasing apart 

efficiencies. 
*A number of studies have analyzed the pattern of organizational arrangements in what is known as 'Third 

Italy'. This region is dominated by a large number of small firms with high degrees of horizontal and vertical 

specialization, and competition based on product diffientiation and distinctive competencies developed by the 

firms in a limited shere of activities (eg,design). A high degree of cooperative coordination among these firms 

ensures them access to capital and worId markets despite their size Fanglois and Robertson, 19951. 



the effects of different levels of integration that are otherwise lumped together in a Umarket 

versus hierarchy" perspective or are ignored in the interests of desirable cooperative behavior in 

a supply chain (or channel). In the light of this framework, our model in the previous chapter 

can be described as being focused on the first dimension (ie, institutional integration). In this 

chapter, we will first discuss various mechanisms for coordination that can be described as being 

concerned with decision integration. We will then extend our model presented in chapter 4 to 

consider coordination in various decisions and the implications for organizational form. Finally, 

we will provide a brief summary of some of the models in operations management that focus on 

devising means of lowering production and distribution costs by better coordinating short-term 

production schedules and inventory placements along the supply chain. These models fit within 

the 'execution integration' dimension of the above framework, although they typically do not 

consider the related issues of incentives and organizational structure. The interplay among these 

dimensions can be best illustrated through a discussion of mass- and lean-production systems. 

5.1.1. Mechanisms of Channel Coordination 

In a widely cited article on the need to coordinate individual decisions among channel members, 

Jeuland and Shugan (1983) note that ". . . without joint ownership and its associated coordina- 

tion, the manufacturer has the power and profitmaximizing incentive to raise his margin above 

the level at which total channel profits are maximized. He also has the incentive to lower the 

product quality below the joint maximum level and lower all other promotional decision vaxi- 

ables at his disposal. The lack of coordination leads to ~e~sat is fying behavior, which increases 

the product's price while lowering its qualiw!' Researchers have looked at various mechanisms 

for overcoming this deficiency and ensuring decision-coordination among individual decision- 

makers, with or without formal-legal integration, that would maximize the joint profits to both. 

Obviously, the problem of bargaining over how to split the gains horn cooperation surfaces, and 

a lot of economic research has focused on this. We will ignore the bargaining problem for now 

and look only at means of coordination. 



Contracts 

Jeuland and Shugan (1983) state that, under perfect information, a legal contract specifying each 

channel member's decision variables (eg, fixing their respective margins) can lead to joint profit 

maximization. Blair and Kaserman (1983) have listed and analyzed a nllmber of contractual 

alternatives s u c h  as output royalties, price fixing, exclusive dealing, customer and territorial 

allocations - that, under certain circumstances, produce economically equivalent results to 

ownership integration. However, the relative benefits to each party are very clear, and the fact 

that these arrangements are not equdy treated by legal authorities leaves open the possibility 

that 6rms might use these anangements to circumvent any legal restrictions that might exist 

on integration, without actually realizing the gains fiom coordinated decision-making. 

Implicit Understandings 

Shugan (1985) proposes that 'implicit understandings' among the channel members may obviate 

the need to have formal mechanisms of coordination, that is, channel members may learn through 

repeated interactions or farsighted behavior how their own decisions influence the decisions of 

other members and hence their joint profits. The author shows that when channel members 

modify their behavior in response to such learning, some coordination (though not perfect) can 

be achieved. 

Quantity Discounts 

Another popular way of achieving channel coordination is by means of quantity discounts. That 

is, the per unit price paid by the retailer to the manufacturer is lower, the larger the quantity 

ordered. The basic ides is to determine a payment schedule consisting of a fixed fee and a per-unit 

transfer price that fixes the retailer's (and hence the manufacturer's) profits to some fixed linear 

function of the total channel profits. Thus, a quantity discount schedule is essentially a profit- 

sharing mechanism that ensures incentive compatibility between channel members' decisions 

and total chamel profit maximization. This can be illustrated with an example fiom Jedand 



and Shugan (1983): 

For a channel consisting of a manufacturer and a retailer, let p(D) be the inverse demand 

function facing the retailer; ; C and c represent the per unit variable costs of the manufacturer 

and the retailer respectively; G and g are the per unit mazgins, and II, 7r the profit functions 

of the manufacturer and the retailer respectively. Then, a quantity discount schedule takes the 

form: 

where kl , k2 are some constants, 0 < kl < 1. It can be easily shown that with this schedule, 

the retailer makes his pricing decisions to maximize total channel profits. Quantity discounts 

have spawned a large amount of literature (eg, La1 and Staelin, 1984; Lee and Rosenblatt, 1986; 

McGuire and Staelin, 1986; Weng, 1995) as researchers have sought to integrate the coordination 

function provided by quantity discounts as well as the implications on production, inventory and 

ordering policies. 

Franchising is one of the most widely implemented means of ensuring channel coordination 

through an institutional arrangement that has similarities to both the purely integrated and 

purely decentralized systems, accounting for nearly $1 trillion in annual sales in North America 

(Business Week, 1997). An extensive literature on franchising lists many advantages of this 

practice whereby a manufacturer grants the rights to distribute his product to independent, 

usually small, entrepreneurial firms under various kinds of arrangements, typically consisting of 

an annual fixed fee and a per-unit transfer price, alongwith certain territorial privileges. In the 

auto industry, for example, a manufacturer t y p i d y  allocates exclusive territories to franchisees, 

usually justified on the basis that "cost structure of the franchisee's business indicates that 

excessive intrabrand competition among dishibutors would lead to fail wes... The classic example 

of this involves the distribution of automobiles" plair and Kasermm, 1983, pp. 31; also see 

Pashigian, 19611. In addition, interbr and competition is curtailed through exclusive dealing 



clauses that prevent a distributor from carrying the product lin& of another manufitcturer? 

Thus, auto mmufacturers, who could %I principle .... also own all of their dealerships" [Blair 

snd Kaserman, 1983, pp.38) achieve a similar result to vertical integration with much lower 

capital requirements. We digress a little to build on the example of &anchising practice in the 

automobile industry, to demonst rate that even though such an arrangement might have benefited 

the industry, consumer preferences and other environmental changes may make such practices 

outmoded. Moreover, this example also serves to underline our argument that manufacturers 

may prefer certain types of institutional arrangements for strategic reasons. 

Recent evidence indicates that the automobile distribution structure is changing in North 

America in response to a widespread dissatisfaction with the existing system, which most buyers 

perceive as "the most anxiety-provoking and least satisfying of any retail experience" [Business 

Week, 1996bj for the second most expensive purchase that most buyers would ever make? Be- 

sides having to cope with the hard sell tactics of the salespersons, consumers also face higher 

search costs in gathering relevant information and comparing different manufacturers' products 

because of singlemanufacturer dealers who are reluctant to give any productspecific infor- 

mation anyway. Moreover, increasing proliferation of product varieties has also substantially 

increased the capital requirements for the dealers. One of the results is emergence of capital- 

rich megadealers (eg, AutoNation, CarMax, PriceCostCo, Sam's Club) who carry a wide range 

of models horn a number of different manufacturers and guarantee low, "haggle-fieen prices: 

'f.. the whole process took two hours ... and the whole time we were treated like human beings 

who were able to decide what we liked", exclaims one satisfied customer [Business Week, 1996a, 

pp. 341. At this point, auto manufacturers are reluctant to deal with such huge distributors, 

as it predictably puts the manufacturers at a bargaining disadvantage? Nevertheless, signs of 
- - 

3~xdusive dealing was made illegal in the U.S. in 1940s [Wornack et al., 1990, pp.l7O]. Nevertheless, a vast 

majority of car deders remain single-manufacturer outIets. 
4Consumers would "rather have a root canaLn than go to a showroom to buy a new car, says Chrysler Chairman 

Robert Eaton pusiness Week, 1996a, pp.351. 
S~onseq~ently, most of these megadealers* efforts are still concentrated on the $ 275 billion used- market 

(compared to an estimated $295 billion new- busine99 - see Business Week, 1996a, p.35) - a very attractive 



consolidation are clear in the North American new-car dealerships: their number having fallen 

from 47,500 in 1951 to 22,400 in 1995, and only the largest dealerships seem to be gaining in 

sales [Business Week, I996bl. For example, Carl Spielvogel's United Auto Group, formed four 

years ago on the premise that it can 'kevolutionize cars the way Walrnart and Home Depot did 

to retail", has bought 41 dealerships, sells 22 brands (%om Jeeps to BMWs"), and focuses on 

efficiency and customer service (with stores open from 8.00 am till midnight "in an industry 

that has tended to keep bankers' h o w " )  [Business Week, 1996b, p. 721. The emergence of such 

chains has brought the widespread consumer discontent with the existing dealenhip structure 

more sharply in focus. Many contend that the primary reason this "creaky, antiquated, and 

inefficient" [ibid] dealership system has survived is because it has been "protected by some of 

the most anticonsumer and anticompetitive laws in the nation" [Thomas Kinnear, quoted in 

Business Week, 1996bl. Dealer Eranchise laws (exclusive territories, for example) make it very 

difficult tor newcomers to enter the new-car business; and, single-brand dealership system adds 

huge costs to the distribution system: ''Imagine what it would cost to buy a TV if Circuit City 

had to have 15 different stores to sell 15 brands of television" says W. Ligon, Senior Vice Presi- 

dent of Circuit City who oversees CarMax, the used-car chain that had sales of $ 288 million at 

just four stores in 1995 [Business Week, 1996bj. 

Perhaps more importantly, we note that the rise of such multibrand mega-retailers s u b  

st antidy lowers the entry barriers to the auto assembler's industry. Indeed, as numerous studies 

have shown, access to distribution channels has very successfully been used by auto manufm- 

turers ail over the world for decades to ward off entry of foreign (or domestic) competitors. A 

potential entrant faces huge setup costs in trying to build up its own nationwide distribution 

structure. Partial evidence for this assertion can be gleaned horn international comparisons: in 
.- 

segment it;& b&use of the proliferation of Me-model low mileage cars made available by a flood of leasing 

arrangements. Analysts reckon the profit margins on used cars to b e  around 4 percent compared to 1.3 percent 

on new cars, Used car sales now account for 47.8 percent of the total profits of a car dealer (1995 data) compared 

to s meager 7 percent a decade ago; the share of new car sales having fallen in the same period kom 78.5 percent 

to 6.3 percent (rest comes from senrice md parts - see Business Week, 1996b, p. 72). So much for Akerbf's 

market for lemons (see Akerlof, 1970). 



United Kingdom, where no exclusive dealing or equivalent agreements bind the retailers, the 

drop in number of dealerships and the rise of megadealers (eg, Lex Group) has been much faster 

than in Continental Europe or North America. In the US, end of exclusive dealing in 1940s 

was at least psr t idy responsible for giving new competitors, such as Volkswagen and Renault, 

a foothold in the market in 1950s (see Womack et al., 1990, pp.171). 

Thus, in summary, there seem to be compelling reasons other than efficiency of why 

upstream manufacturers in an industry may want to keep the downstream market fragmented 

and dependent, and that changes in market structures may emerge for a variety of reasons. 

Similar arguments could be made for changes in the upstream (ie, supplier) structures. 

5.1.2. Quasi-Vertical Integration 

Another form of hybrid arrangement that is often mentioned is "quasi-vertical integration" 

(Blois, 1972; Monteverde and Teece, 1982). Monteverde and Teece (1982), referring to the 

auto industry, describe quasi-vertical integration as "a common organizational form in indus- 

trial economies . . ., the ownership by a downstream firm of the specialized tools, dies, jigs, and 

patterns used in the fabrication of components for larger systems . . . Quasi-vertical integration 

differs from full vertical integration in that the downstream firm still contracts with a supplier 

for the actual manufacture of the component, whereas with full vertical integration the pro- 

duction process itself is internalized." Such a practice is sometimes asserted to increase the 

flexibility of the downstream firm as the assembler has the option of moving its equipment &om 

one supplier to another in case of problems; moreover, it reduces the probabiliiy of entry into 

upstream parts production (eg, see Grandall, 1968). Monteverde and Teece (1982), on the other 

hand, provide an efficiency explanation for this phenomenon: quasi-integration is a response 

to the supplier fears of post-contractual opportunistic behavior by the assembler (ie, buyer). 

The possibiliw of such behavior arises because of the "appropriable short-term quasi-rents" 

generated by supplier's investments in specialized tools and equipment (that are more valuable 

when employed in production of inputs required by a specific buyer, but may not be costlessly 



adaptable to produce products for another buyer). Thus, from supplier's point of view, payment 

by the buyer for those specialized assets deviates the danger of buyer opportunistic behavior 

[Monteverde and Teece, 1982, pp.326, footnote 131. However, as the authors themselves rec- 

ognize, it is not very plausible that the assembler would make these investments just to  allay 

supplier's fears of appropriation - ownership rights to those assets have to be associated with 

buyer's investments, implying also the ". . . the right, at minimum, to transfer tooling when the 

original production agreement cannot be met (the prominent example being when the supplier is 

struck by its union)" [ibid]. Therefore, it seems that the aforementioned 'flexibility and market 

power' explanation of Crandall is subsumed in Monteverde and Teece's arguments as well. The 

following objections can be raised against this line of reasoning: 

(a) In the Grossman-Hazt framework, the primary incentive for a firm to integrate is to gain 

ownership and thus residual rights of control over another firm's assets (see section 3.3). In 

particular, no distinction is made between "employees" and "outside contractorsyy as  long as the 

ownership of the assets used is not changed. Thus, ownership of specialized tools and equipment 

upstream by the assembler is not quasi-integmtion but integration. That is, assemblers owning 

such assets in the supplier industries should be considered vertically integrated, even though the 

actual production decisions are contracted away. 

(b) Empirically, it seems to be rare that the option of moving its equipment fIom an existing 

supplier to a new one is exercised by the downstream h . 6  Partly, the reason might be that 

the tools and equipment themselves do not M y  determine how productive the relationship is 

between the supplier and the buyer. Managerial capabilities snd operational practices, that are 

firm-spec& to a large extent, have a tremendous effect on how that equipment is utilized in 

production. Moreover, investment in upstream production equipment raises the capital expenses 

of the downstream firm. And, it is precisely in production or assembly of "complex" products 

such as automobiles, aircraRs or computers, which require thousands of different components, 

'very few of the incidents that have been reported include Ford's removal of a one-and-a-half ton die h m  

Sage and Company after Sage's workforce had been on strike for 5 days - reported in Financial Times, 1970, 

discussed in Blois, 1972. 



that the option of owning upstream production equipment becomes infeasible. 

(c) A second instance of when such specific investments by the manufacturers become infeasible 

is when the technology development and replacement cycles become shorter and shorter, as it 

would be virtually impossible for the manuficturer to keep abreast of and invest in new tech- 

nologies every few years in production of a large number of components. Under such conditions, 

it is much more likely that the downstream manufacturer relies on independent, specialized pro- 

ducers who invest in and utilize new technological developments to improve the quality of their 

products and reduce production costs. In turn, these specialized producers of components seek 

a larger output - that is, a broader customer base and a larger number of units of the final 

product - to amortize their technology investments over a shorter life span, and to generate 

sficient funds for investments in continued research and development. Larger output volumes 

and broader customer base also contribute to building of expertise and faster learning. This 

chain of events thus leads to higher quality products at lower costs, and contributes to improved 

consumer welfare. However, the price paid is in the form of higher concentration and higher mar- 

ket power of these upstream producers - a few, large producers now supply components to the 

downstream manufacturers through an intermediate market, instead of a large number of small, 

captive suppliers related to a downstream manufacturer through contracts. This transition has 

been most evident in the computer industry, where former s m d  "suppliers" such as  Microsoft 

and Intel have evolved into dominant firms supplying components to downstream computer as 

semblen largely through intermediate open market. We note, in this context, Perry's example 

of vertical quasi-integration as IBM's '... substantial equity interest in Intel, a leading manufac- 

turer of semiconductors used in IBM productsn [Perry, 1989, p. 1861. The reality today is more 

like IBM being in a highly competitive, almost commodity-like market for personal computers, 

which it once used to dominate and now shares along with an increasing number of competitors. 

Intel and Microsof't seem to dictate the new generation of products that these manufacturers 

will make; and the open market adability of inputs (both hardware and sohaze) seem to 

have facilitated entry in the personal computer market by even small producers %orking in 

their garages". 



Ftom this perspective then, it would seem that in the automobile industry, the strategic 

decisions made by the auto manufacturers to produce a relatively high percentage of their parts 

and components in-house, to rely on small captive suppliers for most of their sourced components, 

and to further limit their discretion through partial ownership of production equipment have, at 

least to some degree, been responsible for limiting the technological innovation in the upstream 

industries - which would have ultimately benefited the consumers. Moreover, these practices 

have also contributed to forestalling horizontal integration in the upstream industries, keeping 

the suppliers small and dependent on the auto manufacturer. This not only improves the 

bargaining position of the manufacturer vis a vis the suppliers in the short term, but also wards 

off possibility of entry into the manufacturer's industry over a longer time horizon. In this 

regard, bilateral relations work as effectively as vertical integration as a means of creating entry 

barriers by eliminating the input markets. 

To summarize, we have discussed in this section the need to coordinate individual decisions 

among different members of a channel, and out Bned several mechanisms that the £inns can use to 

achieve such coordination. We have also shown that while an efficiency perspective is implicitly 

assumed in most of these mechanisms, firms may have other incentives to choose certain forms 

of arrangements or coordinate certain decisions. In the next section, we consider such incentives 

in the context of our duopoly model discussed in chapter 4. 

5.2. Process Innovation and Channel Cooperation: The Duopoly Model Re- 
visit ed 

Recall that in the previous chapter we analyzed the manufacturer's incentive to decentralize the 

downstream function when each member of a channel retains complete autonomy over all his 

decision variables - manufacturers set their R&D leveIs and wholesale prices to maximize their 

own profits, and retailers set the retail prices to maximize their own profits. This option was 

compared with vertical integration that gives ownership and control over aU decision variables 

to one, integrated, entity. As we have discussed above, organizations in re&Q employ a Vasiety 



of arrangements in between these two extremes of 'hmarket" or %ier&rchy''to transfer goods 
' 

between the two stages of production and retailing. A better understanding of the underlying 

incentives for vertical integration thus requires an explicit consideration of alternative arrange 

ments within a channel. Our focus here is on the strategic incentives for cooperative decision 

making or integration when there are more than one sequential decisions to make - choice 

of a distribution channel, investments in process R&D, transfer prices and final price to the 

consumer- That is, we address the following questions: 

In a competitive environment, is there any strategic value to observable coordination in 

individual decisions? Is there any value in publicly announcing that even after the manufacturer 

has acquired (ie, has obtained ownership of) the retailer, the two firms are autonomous in their 

own operations and retain their separate decision-making powers? Or, is there any strategic value 

in having different profit centers or autonomous divisions within a firm: eg, R&D, manufacturing 

and retailing as separate divisions maximizing their own profits? 

Thus, along the lines of the arguments in section 5.1, we consider ownership to be distinct 

from coordination in individual decisions. That is, institutional integration between a manu- 

facturer and a retailer is seen as  one where the manufacturer gets the ownership rights over 

both stages of the supply chain, but each stage retains the autonomy to set its 'crucial' decision 

variables (ie, R&D levels and transfer prices for the manufacturer, retail prices for the retailer). 

Ownership also gives residual decision rights to the owner, that is control over those rights not 

explicitly contracted away [Grossman and Hart, 19861, though residual ownership matters less 

in a world of certainty assumed in our model. 

On the other hand, we consider decision integration as the extent to which the individual 

decisions are coordinated beheen the two entities. For example, two Ems may have an incentive 

to coordinate their R&D, pricing or production decisions without common ownenhip, as has 

been made obvious by the recent emphasis on management of product flows throughout the 

supply chain (the benefits of supply chain coordination being, for example, lower inventory 

levels, lower lead times, faster market response), as well as by the numerous studies of the new 



product development process that underscore the importance of coordinated decision making 

among all the players involved (a necessity for successful innovation). The subsequent bargaining 

over how to split the benefits resulting from inter-firm coordination can pose some problems, 

specifically in the presence of uncertainty and asset specificities, which has been focused on by 

the substantial literature on transaction costs. Organizations employ a variety of institutional 

arrangements in between the two extremes of market transactions or ownership to ensure the 

necessary incentives. In the context of our model, we abstract from such difficulties and focus 

on the coordination incentive in individual decisions, and whether ownership (in as much as it 

gives title to profits) is more beneficial with or without such coordination. 

Table 5.1 lists the possible decision rules for the three decision variables focused on in 

our model, in addition to the first stage decision of channel structure choice. Below we present 

results for only the first two of these rules which correspond, respectively, to 'divisional integrated 

system' and 'franchising'. Other decision rules could be worked out similarly. 
-- 

R&D Level (x i )  Wholesale Price (wi) Retail Price (pi) 

DR1 max ?ry max ?ry 
DR2 maxnp max 7fH 
DR3 maxlrfH max lry max @ 

DR4 maxiryH max xFH max 7$ 

5.2.1. Divisional Integrated System 

The first instance of coordinated decision making in a channel is a formal-legal ownership of the 

retailing function by the rnamf'acturer with no decision-integration - that is, manufacturers 

and retailers set their respective R&D and pricing levels as before (ie, to maximize their own 

profits), but ownership gives the manufacturer the title to retailer-level profits (DR1). Thus, 

the manufacturers, at the &-st stage of our game, choose between an independent retailer or a 

. company-owned store based on the expected profits to the chamel as a whole. This situation 



corresponds to the "total channel profitability" criterion analyzed by McGuire and Staelin (1983) 

(or, a "divisional integrated system", cf. McGuLe and Staelin, 1986). 

Proceeding as in the previous chapter, it can be shown that: 

1) (&I) is an equilibrium if: 

8 5 ( ~ 1 ) ~  - (2 - 0~)&1(&)~  > 0 

2) (D, D) is an equilibrium if: 

where: el, . . . Q10 are as  given on page 48, and 

Our main results for this case are summarized below: 

Proposition 7. (I, I) is always an equilibrium except at very high degrees of product substi- 

tutability; (D, D) becomes an equiIibrium at high substitutability; and, the region where (D, 

D) giws high- channel profits than (I, I) is larger than the region over which (D, D) is an 

equilibrium. 

The equilibrium and profit dominance conditions are plotted in Figure 5.2. First, observe 

that when the manufacturer has the title to retailer-level profits, he would prefer decentralization 

over a wider range of parameter values than that in section 4.5.1, as would be expected since 

the mmdacturer-level profits in a decentralized channel are a fiaction of the total 



8 

(a): Feasible Region for Pure Integrated Equilibrium 

(b): Feasible Region for Pure Decentralized Equilibrium 

(c): Region where Decentralized Structure Dominates the Integrated 

Figure 5.2: Equilibrium and Profit Dominance Conditions with Linear Contracts 
(Channel Profits Criterion) 



profits, and the manufacturer benefits from decentralization only if the chmel  as a whole does 

(Moorthy, 1988). Second, pure decentralization is obtained as a unique equilibrium for higher 

values of 8 (i.e., for nearly homogenous products), in contrast to McGuire and Staelin's (1983) 

results where pure integrated structure always remains an equilibrium even with the criterion of 

total channel profitability. The reason for this difference is simple: decentralization in our model 

has the added 'advantage' of reducing manufacturer's R&D investments, thereby committing 

him to a higher price and inducing a higher increase in other channel's retail price than is 

the case in McGuire and Staelin's model (see page 55). Since channel profits are increasing 

in other channel's retail price, decentralization leads to a higher increase in manufacturer and 

channel profits (beyond a cutoff level of 0) in our model (see page 57). When 8 is high enough, 

the manufacturer can increase his total channel profits even by unilateral decentralization (i.e., 

even if the other manufacturer does not follow suit and remains integrated), thus disrupting 

the (I, I) equilibrium. The easier the cost reduction, the stronger this indirect effect is, and 

thus smaller the value of 6 beyond which (I, I) ceases to be an equilibrium on channel profits 

criterion. This can never happen in McGuire and Staelin's model because with the assumption 

of constant marginal production costs, the indirect effect on channel profits (by committing to a 

higher price through decentralization) is never strong enough to make unilateral decentralization 

profitable; it becomes profitable only when combined with the direct effect of the other channel 

decentralizing. 

Finally, varying the cost of R&D has the following effect on channel equilibria: 

Proposition 8. The easier it is to reduce production costs (i.e., smaller a), the smaller the 

range of product substitutability (8) over which (D, D) or ( I ,  I )  is sn equiIibrium outcome. (See 

Figure 5.2, a and bJ7 

This result is similar to proposition 2 obtained for the model in Chapter 4 (see page 50 

'As is dear h m  Figure 7, the ranges for (I, I) and (D, D) equilibria overlap even at the smallest value of 

a permitted in our model, indicating that there is a region where multiple equilibria exist but under no set of 

parameters can the game fail to have an equilibrium. 



and the discussion there). 

Channel profits are illustrated in Figure 5.3 with parameter values: M/b = 1, b/a = 1, c = 

0.5. For this example, (I, I) is an equilibrium for 9 < 0.972; (D, D) becomes an equilibrium for 

0 > 0.79; and (D, D) gives higher channel profits than (I, I) for e > 0.423. Thus, there are two 

equilibria for 0.79 5 0 1 0.972; (D, D) is the unique equilibrium for 0 > 0.972; and a Prisoner's 

Dilemma is obtained for 0.423 5 0 5 0.79. 

5.2.2. Franchising 

The above example assumed that even if the manufacturer has the title to retailer-level profits, 

he sets his transfer price to maximize only his own profits. Since this raises a channel's effective 

marginal cost, a manufacturer may be able to increase his profits if he takes the total channel 

profits into account while setting his transfer price (DR2). This situation is similar to a kanchise 

arrangement whereby the manufacturer charges both a fixed fee and a per-unit transfer price 

to the retailer for the right to sell his product, and where competition at the retailer-level 

drives the fixed fee up till the point where the manufacturer extracts all the retailer profits 

(McGuire and Staelin, 1986; Coughlan and Wernerfelt, 1989). Therefore, the manufacturer at 

the first stage chooses the distribution channel structure to maximize total channel profits. The 

analytical channels literature argues that under these conditions, franchising provides a means 

of achieving channel coordination (Bonanno and Vickers, 1988; Coughlan and Wernerfelt, 1989): 

decentralization is always obtained as a unique subgame perfect equilibrium irrespective of the 

degiee of product differentiation, and decentralization is shown to be always more profitable to 

the manufacturer than integration. Although this result rests on the assumption of constant 

marginal cost of production, i t  has very 'much become part of the folklore in marketing channels 

literature. Does this result hold when marginal production cost is not constant, and in particular, 

when the manufacturer can invest in process innovation to reduce his production costs? 

In order to answer this question, we solve for mrious equilibria following a similar p r e  

cedure to that in section 4.3. Equilibrium and profit-dominance conditions are summarized 



Product Differentiation (0) 

Figure 5.3: Equilibrium Total Channel Profits as a Function of 
Product Differentiation (0) 
(M/b= 1, b/a= 1, c=0.5) 



b e l d ,  and plotted in Figure 5.4. 

1. (I, I) is a Nash equilibrium if 

rl(r5)2 - (2 - e2)rg(r7)2 > o 

2. (D, D) is a Nash equilibrium if: 

(2 - 82)r3(r5)2 - r4(r2)2 > o 

where: 

Our main results for this case appear below: 

' ~ o t e  that Coughlan and Wmerfelt's (1989) d t s  are obtained as a apeciaI case of this decision rule, 

assuming s = cj = 0 and considering the solutions to the subgame starting at the third stage; 6xed costs of 

manufacturing and retailing do not any of the marginal decisions or channel profits comparisons. 



0 

(a): Feasible Region for Pure Integrated Equilibrium 

(Note: The region is empty at bla =O.) 

(b): Feasible Region for Pure Decentralized Equilibrium 

(Note: The region contains the whole range of 0 at b / a  =O.) 
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(c): Region where Decentralized Structure Dominates the Integrated 

(Note: The region contains the whole range of 0 at b l a  =O.) 

Figure 5.4: Equilibrium and Profit Dominance Conditions with Franchising 
(Channel Profits Criterion) 



Proposition 9. Decentralization is not dmys a unique perfect equilibrium, and it is not always 

more pro6 table thazi integration. 

This is a rather surprising result as it goes against the general wisdom. Thus, we see that 

the strong result in favor of decentralization stressed in the literature is not robust to variations 

in production costs, a crucial operational parameter. Using expressions in Table 2, we find that 

for 8 close to 0, (I, I) is the unique equilibrium. On the other hand, when products are close 

substitutes (0 close to I), (D, D) is always an equilibrium, but (I, I) is also one if: 

which holds only in a very small range of permissible values of b/a (i.e., 2.86 5 b/a 3.4). 

Moreover, (D, D) yields higher channel profits than (I, I) only in the range indicated in Figure 

5.4(c). It is easy to check that as a + oo (i.e., as process R&D becomes infeasible), (D, D) 

becomes the unique equilibrium, and it giws higher profits than (I, I), in agreement with the 

existing literature. However, for positive R&D expenditures, the range over which (I, I) is an 

equilibrium is much larger than that for (D, D) (see Figure 5.4). 

The intuitive reason behind this result is easy to understand in the context of our model. 

A two-part tariff does not eliminate the vertical externality in manufacturer's investments in a 

decentralized channelg. On the other hand, the strategic commitment effect of decentralization 

whereby manufacturers cormnit to higher prices still obtains (note &om Table 3 that the transfer 

price in a decentralized channel is higher than marginal cost of production, and consequently, 

retail price is also higher than that in an integrated channel). Thus, the trade-off between cost 

efficiency and strategic commitment effects holds even in this case (see page 57). Accordingly, 

decentralization is beneficial only when the second effect dominates, which happens when prod- 

uct substitutability is high or when the cost of R&D is high. Models with constant marginal 

cost of production ignore this trade-off and therefore conclude that decentralization is a unique 

'A quantity discount schedule, on the other hand, can be modified to incorporate a cast sharing mechankm 

between the rnanufkcturer and the retailer, as in Jeuland and Shugan (1983). 



(and mutually more profitable) equilibrium strategy for the mmufacturers. 

5.2.3. Quantity Discounts 

It is easy to show that if we take into account the manufacturers' investments in process innova- 

tion, the quantity discount schedule that would induce channel optimal decisions (as discussed 

in the previous section) has to be modified as  follows (also see Jeuland and Shugan, 1983): 

where wi represents the per-unit price paid by the retailer to the manufacturer, and the 

total payment to the manufacturer for qi units is wiqi. Thus, (1 - kl) &(xi)* is the retailer's share 

in manufacturer's total investments in cost-reducing process R&D. Making the retailer pay for 

part of the cost reduction efforts of the manufacturer ensures that both the manufacturer and 

the retailer make channel optimal decisions while setting R,&D levels and prices. 

Note that here we have focused only on the coordination function of quantity discounts and 

have not considered their effect on manufacturer's operating costs. In the operations manage 

ment literature, a large number of models exist that examine the impact of quantity discounts on 

manufacturer's lot-sizing and inventory related costs (eg, Monahan, 1984; Lee and Rosenblatt, 

1986; Dada and Srikanth, 1987; Joglekar, 1988). In these models, demand is usually considered 

to be fixed. Other authors have examined the role of quantity discounts in coordinating a single 

buyer-supplier channel when demand is a decreasing function of price but operating costs are 

assumed to be fixed (eg, Jeuland and Shugan, 1983; McGuire and Stselin, 1986). Models that 

integrate these two streams (eg, Weng, 1995a, b) typically conclude that coordination benefits 

due to quantity discounts are greater when demand is a function of price than in the case where 

only reduction in operating costs is considered. Specifically," ... the joint profit is increased 

because both demand is increased and the unit operating cost is reduced as a result of joint 

coordination" [Weng, 199513, p. 15201. We argue that this result is true only under monopoly 

conditions. When competition from rival channels is taken into account, benefits to quantity 



discounts will be far less pronounced. The reason is that the demand-enhancing effect of quan- 

tity discounts (essentially a reduction in price) may not occur when both channels have the 

opportunity to do so. In such cases, strategic incentives on the part of the manufacturers, of the 

type studied in this and previous chapter, may lead the manufacturers to offer no discounts in 

order to maximize their profits. The equilibrium conditions on what kind of quantity discounts 

we would expect to see in oligopolistic markets will depend on the intensity of competition be- 

tween rival channels and the obsembility of intrachannel contracts. This can be shown through 

a game-theoretic model very similar to the ones discussed here; we omit the details. 

5.3. Coordinating Production and Inventory 

As mentioned before, a large number of models exist in the operations management literature 

that attempt to coordinate the detailed production schedules at different levels of a supply 

chain. Most of this literature (focused in the past on 'multi-echelon inventory' and re-fashioned 

now with increasing popularity as 'supply chain management') takes an efficiency perspective 

whereby the benefits of coordinated plans are taken for granted, and issues of incentives and 

inst it utional arrangements are neglected. However, there is potentially value in considering such 

coordination also along with the other two dimensions studied above, especially given the in- 

creasing proliferation of industrial practices such as just-time-systems and other forms of supply 

chain coordination that change the content as well as intensity of inter-organizational relation- 

ships at the level of individual activities - for example, suppliers' involvement in product design, 

increased dependency between production schedules of the supplier and the manufacturer that 

just in time system brings, increased intensity of interlinkages between the inventory control 

systems of the manufacturer and the retailer due to point-of sale systems, EDI, and other in- 

formation technologies being employed to increase the efficiency of the supply chain. These 

practices are thus various forms of execution integration, and their effects, especially in relation 

to institutional and decision integration, have not been well understood. We take the example 

of automobile industry to demonstrate how execution-level coordination can mandate, and is 



facilitated by, development of institutions that guarantee proper incentives. 

5.3.1. Supply Chain Relations in the Automobile Industry: Mass Production vs. 

Lean Product ion 

Management literature has repeatedly emphasized the requirement imposed on most firms of a 

coordinated effort along their supply chains in order to increase the quality of their products, as 

well as reduce product costs and manufacturing lead times, in the face of intensified competition 

(similar emphasis emerges from the growing literature on new product development). A large 

number of studies have traced the causes of poor international competitiveness of North Amer- 

ican firms to lack of such coordination (eg, Dertouzos et al., 1990; Womack et al., 1990 ). This 

led to (or was prompted by) a comparison of the "mass production systems" of North American 

manufacturers (particularly in automobiles) with the 'lean production systems" perfected by 

Japanese firms. This focus on comparative practices is due to the age-old problem of coordi- 

nating the production flow of more than 10,000 different parts that go into making a typical 

car. North American companies approached this problem as a choice between "visible hand" in 

an integrated firm, or "arm's length, market-based, short-term interactions" with independent 

suppliers. Various manufacturers integrated to different degrees - depending on the company 

history and size (in 1980s, GM was making almost 70 percent of its parts in house, while Saab 

made only 25 percent of its parts itself). Most manufacturers did most of the design and engi- 

neering development work on parts and components themselves, and put out the finished designs 

for competitive bidding by suppliers, playing off suppliers against one another to drive down 

prices. There is no information sharing between the manufacturer and the supplier except the 

bid price; part costs rise over time; qualiv lags; and, new product development suffers [Womack 

et aI. (1990); Clark and Fujimoto (1995)l. 

In contrast, the approach taken by lean producers (eg, Toyota) concentrated on the 'real 

question' of ". . . how the assembler and the supplier could work smoothly together to reduce 

costs and improve quality, whatever format, legal relationship they might have" [Womack et al. 



(IggO), pp. 58, emphasis added]. A typical lean producer deals with a small number of 'first-tier' 

suppliers who work with the assembler as an integral part of the product development team, and 

are responsible for detailed design and engineering of a particular part or subassembly (braking 

or electrical system, say). These first;-tier suppliers then engage their own second-tier suppliers 

to fabricate individual parts needed for that subassembly. This system, coupled with just-in- 

time system for control of production flow, has worked remarkably well in reducing costs while 

producing high-quality products in a much wider d e w .  There are substantial asset specificities 

- both in terms of human capital (because of early and continued involvement in product devel- 

opment effort) and interdependence of production schedules (because of just-in-time small lot 

production and frequent deliveries, without an inventory buffer). Yet it does not lead to vertical 

integration. Most of Toyota's suppliers are independent companies "with completely separate 

books" [Womack et al., 1990, pp.611, though with varying degrees of cross-equity holdings. For 

example, Nippondenso, Toyota's supplier for electrical and electronic systems, does more than 

40 percent of its business with other car assemblers; it is also the world's largest manufacturer 

of such systems (worth more than $7 billion). Toyota's equity stake in Nippondenso is less than 

22 percent [ibid]. 

A similar discussion applies to the downstream, that is, manufacturer- retailer relation- 

ships. A typical mass-producer (Ford, say) inserted independent, small retailers to isolate itself 

from the customer and the market fiuctuations. Dealers were rationed for the popular models, 

and were forced to accept some slower-moving models as a tie-in condition. An average of 60 

days worth of inventory is the norm, and in most cases, dealers are required to pay ahead of sales. 

The "bazaar tradition of car selling" is still in place, where the customer and the dealer haggle 

over prices, and the dealer has no incentive to give any information to the customer more than 

is necessary to close the deal, "... same principle on which the relationship between dealers and 

manufacturers is based'' [ibid, pp. 1741. This contrasts sharply with the dealer relationships of 

a lean manufacturer, organized into nationwide channels focusing on different market segments. 

As with suppliers, each channel is tied into the product development process, and has had long 

and close relationship with the mmufacturer, "... best described as  part of an extended family" 



[ibid, pp.181]. Dealer relations with the final customer also rely on extended, life-time commit- 

ment - dealers zealously prevent losing any single customer (which fits very well with the JIT 

production system's intolerance for volume fluctuations). Finally, dealer outlets typically carry 

only a small number of demonstration vehicles - most cars sold in Japan are custom-ordered, 

while this option is being eliminated in the U.S.'~ 

A final, related point here concerns modularity of product designs and standardization 

of inputs (parts and components). An increase in the number of different types of products 

that a manufacturer makes leads him to invest in changing product *designs so as to increase 

the commonality of parts used across different products (eg, different car models based on 

same "platfor~n'~). The practice is not new, and has been practiced by companies like GM for 

decades." However, this trend becomes important when it takes place in those parts that the 

manufacturers had previously outsourced, for then, opportunities arise for the suppliers of those 

parts to standardize their components to the point where these are used in products of most 

of the downstream manufacturers. Economies of scale, high profits, and accelerated research 

and development - as mentioned above - may then make these suppliers dominant. Moreover, 

standardized designs make intermediate markets more feasible, and thus final assembly and 

customization easier - facilitating entry into the downstream market. 

To summarize, we have argued in this chapter that a focus on efficiency as the sole de 

terminant of coordination incentives among firms dong a supply chain or channel ignores many 

other important dimensions that influence inter-organizational relations and the incentives to 

cooperate. 

In the subsequent chapters, we will take a look at another instance of the interplay between 

incentives for cooperation and emergence of alternative structures, in the context of research 

' O ~ o s t  North American manufacturers started, in the 19809, eliminating the practice of allowing a customer to 

go to a dealer and specify a car with a particular set of options [Womack et aL, 19901. Manufacturers found they 

could not cope with the schedule disruptions and cost disadvantages of handling custom orders. 
"for axample, in late 196Os, GM was offering four diEerent mod& from different divisions in which "everything 

tucked out of sight was exactly the samen [Womack et al., 1990, p.106]. 



joint ventures as a response to imperfectly appropriable research and development. The topic 

has gained tremendous attention over the last few years, and is an important one for both 

the government policy implications that it entails, as well as for our line of argument that 

coordination incentives can arise for a variety of reasons, that institutional arrangements develop 

to properly align such incentives, and that market structures, government policies as well as 

actions of firms in one industry affect market structures in related upstream and downstream 

industries. 



Over the last couple of decades, there has been a surge of agreements among rival firms across 

various industries in the United States to jointly conduct resemch and development. While the 

Sherman Antitrust Act of 1890 made it illegal for rival business firms to collaborate to pur- 

sue their collective interests, cooperation in research activities has continued to exist in various 

forms. Predominant among such cooperative industry efforts were various kinds of trade asso- 

ciations (eg, Portland Cement Association) that conducted noncompetitive technical activities 

with modest budgets [Fusfeld and Haklisch, 19851; research institutes in the regulated sectors, 

such as gas, electric power, and telecommunications (eg, Electric Power Research Institute) that 

were formed to deal with regulatory threats and facilitate technology transfer among members 

pvan and Olk, 19901; and, research centers formed as a result of collaboration between uni- 

versities and industry, that tended to focus more on development of basic research. However, 

at the heart of debate today is the involvement of direct product-market competitors in coop 

erative research and development efforts that are aimed towards the applied end of the R&D 

spectrum, and that serve a more strategic role in enhancing the international competitiveness 

of member organizations. It is this shift in emphasis from noncompetitive, basic research to 

"precompetitive", applied research that underlies the heated debates on antitrust implications 

of such R&D consortia, and the role of government in shaping an appropriate industrial policy, 

especially in the wake of supposed threats to US technological dominance £?om an increasingly 

intense foreign competition. Semiconductor Research Corp. (SRC) , and the Microelectronics 

and Computer Technology Corp. (MCC) were among the first of such consortia that came up 



in the early 1980s. The passage of National Cooperative Research Act (NCRA) in 1984 that 

Iimits the antitrust exposure of firms involved, resulted in a large number of firms participating 

in research joint ventures; by 1992, over 250 such consortia had registered with the U.S govern- 

ment under the Act1. The number of such consortia is increasing in Europe as well, and Japan 

has long had a history of successful R J V ~  - often led by Ministry of International Trade and 

Industry (MITI). AU this activity has led many researchers to examine the phenomenon more 

closely, and a wealth of opinions and models has been built up addressing a range of questions 

regarding the underlying reasons for the proliferation of RJVs, as well as their benefits and costs. 

Though empirical analyses have been lacking, a ad number of case studies on a few successN 

(and not-so-successful) W s  fairly complements the analytical treatment and opens up further 

quest ions. 

We begin in the next section with a brief characterization of W s ,  and follow it up in the 

subsequent section with a discussion of various arguments that have been put forth in favor of 

RJVs. In section 6.3, we present one class of models analyzing the effects of R&D cooperation, 

and summarize the underlying assumptions as well as the insights gained horn these models. 

We close by discussing some of the policy implications of this debate. 

6.1. The Nature of Research Joint Ventures 

The term "Reseazch Joint Venture" refers to an interorganizational anangement whereby in&- 

vidual firms - generally, direct competitors in an industry - coordinate their research efforts 

with a view to strengthen their technological base, and speed up the process of new product or 

'u.s. government is also encouraging cooperative R&D agreements between government laboratories and 

industry. In 1986, the Federal Technology T'kansfer Act was passed; this act encourages technology transfer by 

granting intellectual property rights in advance to private sector coUaboraton, through Cooperative Research and 

Development Agreements (CRADh). Before this act, there was no exclusive Licensing of any patent belonging 

to the Federal Government (MsitaI, 1991]. Now, more than 500 CRADAs exist between federal labs and the 

industry, 
*we will use the tenns Research Joint Ventures (RJVs), FUD Consortia, and Cooperative RkD Ventures 

interchangeably. 



process innovations that would increase the product market competitiveness of aJ the partici- 

pating firms. It involves pooling of resources in the form of capital, people, technology and other 

assets by the member firms; however, in contrast to joint ventures, it does not involve an equity 

ownership. Moreover, RJVs generally involve a large number of participants whereas most joint 

ventures are limited to two or three fkm. The operating budget of an RJV is usually smaller, 

its potential output more uncertain, and its goals less focussed than a joint venture. 

RJVs also differ from Industry/University Cooperative Research Centers (IUCRCs) , de 

veloped on the initiative of National Science Foundation. IUCRCs generally receive federal 

funding to leverage industry contributions, and are typically initiated by universities who re- 

tain substantial input into center's operations. Typically, their primary goal is to "... expand 

general-knowledge research than to develop patentable or commercialized products" [Evan and 

Olk, 19901. Most RJVs on the other hand do not receive federal funding3, and the member firms 

retain substantial control over the research. 

There is a wide variety of RJVs in terms of the organizational arrangements, level of 

funding and the use of facilities. Two broad types of RJVs by structure include: research 

corporations as a freestanding body with their own facilities (eg, MCC) ; and, an administrative 

body that coordinates research conducted either at the member firms' own facilities or at a 

university (eg, Semiconductor Research Corp, Plastics Recycling Foundation) [Evan and Olk, 

1990]. W s  also vary widely in terms of number of members, fiom as small as 2 to 92 (eg, 

National Center for Manufacturing Sciences); and, the level of funding ranges from an annual 

budget of $160,000 (Management of Advanced Automation Technology Center at WPI, 1983 

figures) to $878 million (Bellcore, 1983 figures) [h fe ld  and Hakliach, 1985). RJVs employ a 

3~owever, there are certain exceptions such as SEMATECH, whose 200 million-&year operating cost is shared 

equally by the 11 member 6rms (who together account for more than 75 percent of the US semiconductor 

msnufacturing capecity) and the US Department of Defence. However, the main focus of SEMATECH has shifted 

from horizontal collaboration among member firms to jointly develop and improve their process technology, to 

the improvement of wtical relationships between semiconductor manuFkturers and equipment suppliers [Spencer 

and G ~ d l e y ,  19931. The issue of federal subsidies for industrial cooperative research is currently a debatable one 

(eg, see Cohen, 1994), and is outside the scope of this paper. 



range of agreements in terms of member firms' contributions (eg, initiation fee and/or annual 

contribution); level of involvement in various research projects (across-theboard or on a select 

project basis); access to RJV's R&D output (unrestricted access or based on contribution level); 

division of revenues from licensing; inputs in managerial decision making and setting the research 

agenda; hiring personnel from member firms or outside; and, dealing with membership turnover. 

6.2. The Need for Cooperation 

Various authors have argued [or the increased need and inevitability of allowing cooperative 

reseazch agreements among firms in many industries, especially the high-tech industries? We 

divide the various justifications put forth along the following four major categories5: 

Gap between privste and social returns from R&D 

RJVs as a new institutional €om 

Threat of foreign competition and declining national competitiveness 

Cost and risk sharing 

A brief discussion of each category follows. 

 he notion of "high-techn seems to be widely prevalent, though a precise definition is hardly ever agreed 

to. There does, however, seem to be a broad consensus that the following industries are considered high-tech: 

computers, semiconductors, tdecommuaications, and bi*technoIogy [Patrick, 19861. An essential feature of 

a high-tech industry, that sets it apart fiom a "smokestack" industry is the potential for technological change 

[Okimo to, 1989, p.581; or in other words, ". . . its great reliance on the application of new sciencebased technologies 

to products or production processes" [Patrick, 19861. For our purposes, useful quantitative indicators of a high- 

tech industry include a high ratio of R&D expenditures to sales, and a high proportion of new products in total 

sales, 
' ~hese  categories do not entail distinct and mutually exclusive arguments; rather, the arguments are somewhat 

related, and proponents of horizontal cooperation generalIy put forth a combiiation of these arguments. Such a 

classification, however, serves to highlight the underlying reasoning behind these arguments. 



6.2.1. The Incentive Gap 

In the US, traditionally, competition policy has relied on market forces to generate enough 

incentives for the firms to conduct R&D to devise new products, or to improve the production 

process that would allow the firm to produce the existing products at a lower cost. A large body 

of literature has addressed the question whether the resulting investment in R&D is optimal Erom 

a social point of view, as an individual finn engaged in R&D ignores the externalities conferred 

on other firms and on the consumers. While it is possible to construct examples where the firms 

may coll~ctively invest too much in R&D (e.g., Dasgupta and Stiglitz, 19806), empirical studies 

from various industries have found that the societal benefits from R&D may be far greater than 

the private incentives to the firms (e.g., Mansfield et al., 1977; Bernstein and Nadiri, 1988). 

Some possible reasons for the divergence between social and private incentives for R&D are 

discussed below: 

A) Teehnologicd spilbvers: One of the primary reasons for the incentives gap that is most widely 

recognized is the issue of involuntary spillovers. Rival firms may be able to benefit from the R&D 

efforts of the innovating firm without purchasing the right to use the R&D output of the firm.? 

To the extent that such spillovers strengthen the competitors, a firm's incentive to conduct R&D 

are lowered the stronger the spillovers watz, 1986; Katz and Ordover, 1990; Spence, 19841. 

However, in an empirical investigation, Levin (1988) finds that in certain situations, spillovers 

may actually encourage more R&D investment, to the extent that such spillovers complement a 

h ' s  own investment in R&D? 
- -- - - - - - 

'In their analysis, tho@ each 6rm invests less than the socially optimal level, market equilibrium sustains a 

large number of firms, Ieading to excessive duplication. 
'some of the methods through which these spilloyexs may occur indude patent disclosures, publications or 

technical meetings, conversations with employees of the innovating firm, hiring employees of the innovating h, 

and reverse engineering of the product b v i n ,  19881. 
' ~ev in  h d s  high degree of technological intensity in industries such as computers, communication equipment 

and electronic components, that ranked the highest in terms of intra-industry spillovers. A possible explanation 

offered by Levin is based on distinction between industries characterized by "discreten vs Ucumulativen technolog- 

ical advance - in the ktter case, current innovations generalIy form the "building blocks" for future innovations, 



B) Appropriability: A firm that innovates successfully may want to generate revenues by licensing 

its R&D results to other firms, given the low cost of dissemination of knowledge as opposed to 

its generation [Katz, 1986]? However, in absence of strong intellectual property rights, a firm 

may not be able to appropriate all the surplus generated by the use of its R&D results; and, a 

high level of technological spillovers may limit the bargaining power of the innovating firm in 

selling or licensing its results. Moreover, the innovator's inability to price discriminate perfectly, 

as well as the problems of opportunism and asymmetric information may lead to insufiicient 

appropriability of surplus to the innovator, even when strong property rights are enforced [Katz, 

1986; Katz and Ordowr, 19901. Thus, lack of full appropriability of R&D results may lower the 

incentives of a firm to invest in R&D. 

Comment: ~o'ckburn and Griliches (1988) empirically demonstrate that markets also recognize 

the effects of insufficient appropriability; market valuations of similar R&D moves may have 

different payoffs in different appropriability environments. The lack of full appropriability of 

R&D as a result of spillovers takes a central role in the "new" endogenous growth theories as 

well. These theories try to postulate the relation between economic growth and endogenous 

technological change, when there are externalities associated with development of technical 

knowledge. It is usually assumed that the benefits of an innovation can be partly appropriated 

by the innovator (which provides an incentive to innovate), but another part takes the form 

of spillovers that can be used by the competitors. The conclusions regarding equilibrium vs 

optimal growth rates of an economy then depend on the way endogenization of technical change 

is accomplished in models. In one class of models (eg, Aghion and Howitt , 1992; also see OECD, 

1991), a distinct research sector is envisaged that produces two types of goods: blueprints 

and, therefore, R&D spillovers from other firms may raise the marginal product of a firm's own R&D. 
'If the innovating firm is unable to exploit the results of its own R&D, the incentives to Iicense to other firms 

are clear. However, if the innovator also has the production capability to exploit the resdts of its R&D, licensing 

to its rivals may lead to tough competition and lower industry profits [Tirole, 19881, Nevertheless, Tiroh argues 

that motivations to license may come from "soft product-market competitionn (due to product differentiation, 

capacity constraints, nonoverlapping geographical markets etc.) and other product-market incentives (eg, when 

mss-licensing may guarantee ex-post the quality of the licensor's products). 



for production of new goods (completely appropriable), and a general technological knowledge 

(that directly flows to other producers). The equilibrium rate of investment in innovation is 

then determined from a trade-off between a positive externality (due to the effect that an 

innovation lowers production costs beyond the current period), and a negative externality (due 

to Schumpeterian "creative destruction") . 
C) Complementary products o r  services: To the extent that the production and/or use of new or 

cheaper products depends on access to certain complementary products or s e ~ c e s  (e.g., devel- 

opment of software applications for a new operating system), the benefits of a h ' s  successful 

R&D accrue in part to the owners of such complementary resources, which do not figure in a 

firm's private incentives [Katz and Ordover, 19901. 

All these factors combine to create a divergence between private and social incentives to 

conduct R&D. Several mechanisms have been considered to correct these market failures; the 

most important ones among them are the " 
a) Subsidies: A large body of literature exists on the effects of subsidies to private firms in 

order to restore incentives to conduct R&D. While some have argued that subsidies can be an 

effective public policy in markets where spillovers are high [Spence, 1984]12, others have listed 

serious shortcomings of this approach [Katz, 19861, such as monitoring problems and problems 

associated with raising the necessary subsidy revenues. We will eschew this debate in this thesis. 

l01t should be noted that while discussing the effectiveness of these mechanisms in restoring incentives, other 

concerns, such as aciency of the R&D process and dissemination of R&D results, inevitably come up in the 

analysis. Consequently, policy recommendations and conclusions of the authors can differ depending on where 

they place mare emphasis. 
''A detailed discussion of the first two mechanisms is beyond the scope of this paper, as their relative merits 

and pitfalls in correcting the market failures have been the subjects of long-standing debates. W e  mention them 

here for the sake of completeness. 
'* Space's basic argument is that the output of the R&D process has the character of a public good, and 

therefore, should be priced at its marginal cost, ie, zero. As such, private have inadequate incentives to 

supply it, and making other firms pay more than the marginal cost of R&D output is inefficient, Therefore, 

the best solution is to subsidize the private supplier, thus restoring incentives while emuring wide dissemination 

through spillovers at near-zero prices. 



b) St~engthening Intellectual Pmperty Rights: The effects of providing strong property rights 

and enforcing patent protection on incentives, efficiency and costs of R&D have also been exten- 

sively examined. Stronger patent protection can reduce spillovers and restore appropriability, 

thus restoring ex-ante incentives of a bm to invest in R&D by strengthening the ex-post bar- 

gaining position of the innovator (other firms cannot then rely on spillovers alone to gain access 

to new technology) and making licensing more profitable.I3 However, it could also lead to 

monopoly power, insufficient dissemination of R&D [Arrow, 19621, wasteful duplication and 

excessive levels of R&D, and high industrial costs of achieving a given level of R&D results 

[Spence, 19841. Moreover, stronger property rights may reduce incentives for other firms to 

invest in the development of successive or complementary products or services [Katz and Or- 

dover, 1990; Scotchmer, 19911. Thus, there is a tradeoff involved in restoring private incentives 

through stronger patent protection, and the resulting effects on efficiency and dissemination of 

R&D. 

c) Ex-ante Coopemtion: The third mechanism to correct market failures is ex-ante cooperation 

in the form of research joint ventures. It has been argued that such a mechanism can serve to 

internalize the externalities created by technological spillovers, by having the participants in the 

cooperative venture commit to payments before R&D is conducted. Moreover, by involving a 

large number of participants in the R&D process, ex-ante cooperation facilitates wider dissem- 

ination of R&D results; and it increases the efficiency of R&D efforts by reducing the cost of 

investment for each firm and eliminating wasteful duplication of research [Katz, 1986; Katz and 

Ordover, 19901. We will examine the validity of such claims, as well as the potential pitfalls 

from such ex-ante cooperation, in detail in the following pages. 

13~hus, on one hand, a firm's incentives to license a new technology to its rivals may increase due to higher 

expected profitability. On the other hand, however, concerns about strengthening the competition (as mentioned 

before) may be heightened as  well, for it is precisely in highIy-appropriable environments where a firm can expect 

to gain a substantial market share away from its rivals due to a new technology. 



6.2.2. RJVs as a new Institutional Form 

Many authors have carried the basic arguments concerning the underlying reasons for divergence 

between social and private incentives to conduct R&D (presented in the previous section) a step 

forward, by arguing for an explicit acceptance of the intrinsic ''leaky property" nature of R&D 

output, and devising appropriate institutional arrangements for creation of such a property to 

properly match the incentives. Arrow had argued a long time ago that 5.. no amount of legal 

protection can make a thoroughly appropriable commodity of something so intangible as infor- 

mation'' [Arrow, 19621. He attributed the inevitability of leakages in technological knowledge to 

the mobility of personnel among firms as well to the embodiment of knowledge in products.14 

Recognition of this aspect of technological knowledge is very important in understanding the 

effects of stricter enforcement of intellectual property rights, as well as the policy implications on 

designing alternative institutional frameworks that would naturally be suitable for generation 

of, and as claimants of ownership rights to, this "leaky property". Ouchi and Bolton (1988) 

distinguish between three types of intellectual property - private, leaky, and public - based 

on the difference in appropriability, and argue that the institutional form best suited to cre  

. ate each type of property is that whose incentives match the pattern of incentives necessary 

to create that particular type of property. Thus, private firms can be relied on to undertake 

socially desirable levels of R&D if the property generated is private (i.e., fully appropriable). 

Likewise, generation of public knowledge is best entrusted to universities or government l abe  

ratories. However, entrusting the creation of leaky property solely to private firms would lead 

to a mismatch of incentives since such property, by definition, cannot be fully appropriated. 

Many authors have argued that prohibition of intra-industry groups - including research joint 

ventures, strategic alliances, and other forms of horizontal cooperation - has been one of the 

fundamental reasons that US. has lagged behind Japan and Europe in creation and commer- 

cialization of new technology [Dertouzos, Lester and Solow, 1989; Jorde and Teece, 1990; Ouchi 

141n a survey by Levin (1988), Uhiring empIoyees of the innovating firmn and Ureyerse engineering of produce" 

were rated as highly effective means of acquiring technical knowIedge of process and product innovations developed 

by a competitor. 



and Bolton, 19883. It has been argued that Antitrust regulations in the US have traditionally 

restricted the development of such horizontal linkages which may be a precondition to a number 

of successful innovation programs, particularly in the high technology sector where increasing 

complexity and costs of research programs makes it extremely difficult for even the biggest firms 

to undertake R&D alone15. This effect is more pronounced the more hagmented an industry is. 

Thus, the lack of resources together with inadequate incentives make the individual firms less 

likely to undertake socially optimal levels of R&D. This is the basis for arguments in favor of 

allowing intra-industry horizontal linkages in research and development; that is, consideration 

of such linkages as the most appropriate institutional form for development of leaky property, 

and for ownership rights to the same. 

Moreover, horizontal linkages also provide a more effective governance alternative than 

the price mechanisms of the market or the administrative processes (ie, hierarchy) within the 

firm. Various forms of market imperfections (e.g., because of ignorance of the firms "... with 

respect to their competitors' hrture actions, preferences, states of technological information") 

make the pricing system much less effective in providing adequate levels of coordination needed 

for successful innovations [Koopmans, 1957, quoted in Jorde and Teece, 19901. On the other 

hand, problems of excessive bureaucracy, inertia, and rising management costs of coordination 

and control limit the effectiveness of administrative processes within a firm. Private agreements 

between firms in an industry can achieve the "... benefits of less hierarchical structu~es ... 
without incurring the disadvantages of insacient scale and scope" [Jorde and Teece, ISSO]. 

However, a detailed investigation of coordination and monitoring mechanisms employed by such 

linkages has been lacking. 

6.2.3. Threat of Foreign Competition 

The most forceful (and, one might add, rhetorical) arguments for allowing broad horizontal c c ~  

operation among firms come from those raising the spectre of 5. a l l  these foreign governments ... 
"we will  discuss these arguments ia detail in the next two sections; the government policy issues and antitrust 

implications are discussed in section 6.6. 



doing these terrible things, and American firms cannot possibly compete because the antitrust 

laws hold them back" [c.f. Fisher's comments on Katz and Ordover, 19901. The widespread con- 

cem over declining competitiveness of American firms in the international markets, especially 

the increasing dominance of high-tech sectors by Japanese firms, has led to an unprecedented 

search for potential causes - the answers have ranged &om macroeconomic factors such as low 

cost of capital, to better expertise in managing production operations, to active government 

involvement in shaping and supporting the industries.16 We will focus here on the last of these 

arguments. The Japanese Ministry of International T'kade and Industry (MITI) has been widely 

credited for earmarking the important R&D projects, bringing together competitors, and guid- 

ing these joint efforts in research with a view to dominate the international high-tech markets. 

These joint ventures often involve government subsidies and de facto exemption from antitrust 

concerns. The virtual exclusion of the implications of Japanese antitrust laws - a legacy of the 

American occupation17 - is often justified by nationalistic appeals to the necessity of having "... 
rapidly growing and internationally competitive high-tech industries, even at the cost of courting 

anticompetitive behavior" (Yamamura, 19861. The high rate of success of these ventures, and 

the resulting fierce competitiveness of Japanese firms in the international markets, has led many 

US observers to argue for similar joint industry efforts in the US also. Additional justification 

l6 * ~ a r t 1 ~ ,  it [The loss of US leadership in science and technolod has resulted from a targeting strategy where 

foreign nations have mounted subsidized gwernment/industry collaboration efforts to capture share in the global 

marketplacet' p, Bruce MerrifieId, Department of Commerce, quoted in Radtke and Ponikvar, 19861. 
"Scherer (1994) notes that in preWorld War I1 Japan, unfettered competition was viewed as unstable, and 

government intenention was welcome to mitigate the effects of excessive competition; leading, in many instances, 

to the creation of "zaibatsu" (large f d y  groupings; l i t e rax  money cliques). After the War victory, the US 

sought to transplant its own competition policy to Japan, through enactment of the 1947 Antimonopoly law and 

rr pmgram to dissolve the zaibatsu. The law was wehkened after the end of US occupation, and carried the stigma 

of being foreign-imposed, '.., to suppress the economy of Japan so that it could not recover and grow" [Scherer, 

19941- Ymamura (1986) discusses a few recent MITIled joint research projects, as well as the relevant parts 

of the Antimonopoly act (including the 1977 amendments that supposedly strengthened the act), He notes that 

insurmountable hurdles exist in the way of Fair M e  Commission (the enforcing agency) if it wants to pursue 

an antitrust investigation against any ML'ISled project. 



for these arguments comes from a relatively high number of such ventures in Europe as well. 'Tt 

is always useful to wave the Rising Sun ... "! [Fisher, comments on Katz and Ordover, 19901. 

6.2.4. Cost and Risk Sharing 

The ha1 argument used in justification of joint R&D, as alluded to before, is the increasing 

complexity, risk and capital intensiveness of the R&D process that makes it outside the scope of 

any individual firm's resources to carry out R&D alone. The issues of risk and complexity are 

related to the knowledge intensive nature of high-tech markets where successful R&D requires 

coordinating actions of a variety of stakeholders (including those having access to inputs; com- 

plementary processes and technologies; as well as distributors, retailers and other downstream 

firms that are closer to the customer). That R&D process also tends to be highly capital inten- 

sive in these sectors is a widely accepted theme (though clear empirical demonstrations are not 

easily available) - some indirect evidence for this claim comes &om the high R&D-to-sales ratio 

of firms in high-tech sectors compared to conventional industries (eg, see Link and Tassey, 1987), 

and high level of spending by governments and consortia on such R&I) projects (for example, 

total funding for only the software projects in Japan between 1966 and 1991 was in excess of 

175 billion yen - see Sinha and Cusumano, 1991). 

6.3. Models: Spillovers and Research Joint Ventures 

A large number of models have been proposed to explore the various effects of W s  as discussed 

in the previous section. The questions that are primarily addressed through these models can 

be listed as follows: 

(1) Do RJVs restore the divergence between social and private incentives to conduct R&D? (Or, 

equivalently, do R N s  provide a natural institutional arrangement for the creation of knowledge, 

ie, natural claimants of ownership rights to a leaky property)? 

(2) How do RJVs affect the efficiency of the R&D process? 

(3) Do RJVs aid or restrict the dissemination of R&D resdts? 



(4) h u e s  for government policy: 

a) Should antitrust regulations be relaxed for W s ?  

b) Should government subsidize RJVs? 

Below we wi l l  present one class of models that can be used to answer some of these 

questions. In these models, it is assumed that: 

1. There can be only one RJV in an industry. Moreover, if an RN forms, it indudes all the 

fmns in that industry. 

2. All firms in the industry are single-product firms (producing either homogenous or differ- 

entiated products). 

3. Firms engage in R&D that leads to reduction in cost of production. 

The effect of RJV formation in an industry on the incentives of each firm to invest in R&D 

is captured through the change in the (expected) profit levels of individual firms. The R&D 

effort levels of firms are represented by R&D  expenditure^.'^ The basic question then is how 

do individual finn-profits as well as investments in R&D change when firms in an industry are 

dowed to cooperate in WD. The dissemination effect is captured through the extent of cost 

reductions achieved in the industry, and related welfare effects provide guidance for government 

policy. 

We consider a *stage game, where n firms in an industry commit in the first stage 

to a certain level of R&D expenditure, and compete in the product market in the second 

stage.lg Let N = (1,2, . . . , n) be the set of n firms, each producing a single, differenti- 

ated good; Q = (ql, q2, , . . . , q,) and 5 = (xr, q, , . . . , x,) denote respectively the vector of 

output levels and R&D effort levels of the firms; pi E pi@) be the inverse demand b c -  

1 8 ~ o c k b w  and Griliches (1988) h d  that RkD expenditures may be a better measure of the RkD input of a 

firm than the patent counts are of the R&D output. 
"This type of model was pioneered by d8Aspremont and Jxquemin (l988), and has been considerably extended 

since then. The presentation of the model here is based on Kamien et al- (1992), end Suzumara (1992). 



tion facing firm i. The unit cost of production of firm i is represented by c(xi;bi),  where 

5-i = [XI, x2, .  .., xi-1, X:i+l, .  , x*]. 

Following assumptions are needed for what follows [Ftiedman, 1983; Okuguchi and Szi- 

darovszky, 1990; S uzumura, 19921 : 

Assumption 6.3.0.1. For all Q 2 0 such that p(4) > 0,  

(i) pi(@) is istwice continuously differentiable with respect to qi, as well as with respect to (qi, q j )  

for any j # i such that qj > 0. 

(ii) pl < 0 V j  E N ~ O  

Assumption 6.3.0.2. The average variable cost function c ( ~ ~ ; c i ; f - ~ )  is twice continuously d i f -  

ferentiable. Moreover, for any f = ( x l ,  q, , . . . , zn) 2 0: 
(i) c(x~; 2-i) > 0; (a/&) c ( x ~ ;  Li) < 0; ~ d ,  (a /Bx j )  c ( x ~ ;  P-;) 5 0. 

(ii) (a/axi)c(xi;  5-i) 5 (a/axj) c(xi; 5-i) for any symmetric b. 

Assumption 6.3.0.3. The inverse demand function pi@) is concave in qi, for all i E N .  

Below we will consider four different models, depending on various alternative structures 

possible for organizing the R&D activity. 

6.3.1. Model k 

In this model it is assumed that firms act noncooperatively in both stages of the game. That is, 

each finn in the industry independently and simultaneously decides on a level of RdcD at the first 

stage, and subsequently, on level of output in the second stage. A subgame perfect equilibrium 

can be found by solving the game backwards. That is, we first solve for the Cournot-Nash 

equilibrium in outputs in the second stage, given an R&D profile 5 The second stage profits of 

firm i, corresponding to an output vector lj = (ql, q2,, . . . , q,), can be written as: 

denotes the derivative of pi(*) with respect to qi. 



ri (6 xi, L i )  = pi (q) qi - c(x~, L i )  qi - X i  

The equilibrium is determined by simultaneously solving 

max ri (q; xi, Z-i) Vi E N 
Qi 

The first-order necessary conditions can be written as (a/aqi)q(q; xi, Z--i) = 0, Vi E N, or 

Assuming interior optimum and second-order conditions, equation 6.2 characterizes the equilib 

rium output levels for a specified first-stage R&D level profile 5, where qN (z) = (qy (5) , . . . , cjF(2)) 
denotes this equilibrium output vector. We consider only symmetric equilibria, that is, q y ( ~ )  = 

#(z) if xi = X j ,  for all i, j E N.21 

Now, given the equilibrium output levels of the second stage, the profit function of firm 

i in the first stage can be written as ~ z ( i . )  ZE T @ ~ ( z ) ~ , ~ . - ~ ) .  Assuming interior optimum 

and second-order conditions again, a symmetric Nash equilibrium of the first stage game can be 

characterized, by means of the first-order necessary conditions (alasi) (xi.@)), as follows: 

where fl = (q, . . . , $1 denotes the first-stage equilibrium R&D levels. Then, (p, p(fl)) 
is the subgame perfect Nash equilibrium of the *stage game, because given p, p(fl) is 
the CournotiNash equilibrium of the second-stage game. 

Special Cases 

Below we derive three models analyzed in the Literature as special cases of the model presented 

above. W e  will use these models later to derive some specific results on the effects of R&D 
''we assume that all fbs produce actively in equilibrium (ie, cf > O W  E N). 



spillovers and cooperation. 

Case I: In the case of n firms producing a homogenous product, we can replace pi(Q) above by 

p(Q) ,  Q = xy=l qj -  Then, (a/&i)p;i(@) = ((B/aqj)pi(@) = p'(Q); the resulting model is exactly 

the one analyzed by Suzumura (1992). 

Case 11: We can also derive the model presented by Kamien et al. (1992), assuming a linear 

inverse demand function of the form pi (p) = a - qi - 7 Cjgi q j ,  where a > 0 is the demand 

intercept, 0 5 y 5 I is a substitutability pammete~ (ie, y = 0 implies each firm is a monopoly in 

its respective market, and 7 = 1 implies that goods are perfect substitutes). We can explicitly 

incorporate an R&D spillover parameter in the model as follows: assume that, prior to carrying 

out cost-reducing R&D, each firm has the same constant unit cost of production, c. The cost 

reduction realized by a firm i, as a result of R&D investments by all firms in the industry in the 

first stage, is represented by an R&D production function f (X i ) ;  Xi being the effective R&D 

investment of firm i, written as: 

where ,8 is a spillover parameter (0 p < I), which represents a part of the R&D expenditures 

of firm j that benefits all firms i # j. That is, the second stage unit production cost of fb i is 

written as c(xi, Z-i) = Q = c- f (Xi) for al l  i E N. Substituting these price and cost functions in 

our model above, we can write the FONC for the second-stage equilibrium (ie, condition (6.2)) 

as: 

which, after substituting for ci and some algebraic manipulation, can be written as 

as found by Kamien et al. (1992). The second stage equilibrium profits of fkxn i are: 



which, using (6.4) can be written compactly as ?ri = q: - xi. 

Similarly, the FONC for the first-stage equilibrium (ie, condition (6.3)) reduces to: 

For symmetric equilibrium, we can write Xi = xN. Then, substituting for qi from (6.5) and 

simpliFng, we get: 

which is the equation determining the equilibrium effective R&D investment xN, in agreement 

with the results obtained by Kamien et al. (1992). Existence and uniqueness of a solution to 

equation (6.6) are proved in Kamien et al. (1992). 

Case 111 : Finally, we derive as a special case the original model proposed by d'hpremont 

and Jacquemin (1988), that formed the basis of this class of models d R&D with spilloven and 

product market competition. Consider n = 2, both firms producing a single product; linear 

inverse demand function facing the industry, p = a - bQ (where Q = qi + qj);  and, linear 

cost function, Q = c - zi - Bxj (qi,xi, and /3 as defined above). Diminishing returns to R&D 

expenditures can be incorporated by assuming a quadratic cost-ogR&D function: @/2. Then, 

the second-stage profits of firm i can be written as 

Therefore, in this case, condition 6.2 reduces to: 



which can be soIved to yield the Cournot-Nash equilibrium output levels: 

(a - C) + ~ ( 2  - 8) + zj(2P - 1) 
qi = 3b (6-8) 

Substituting for the equilibrium output levels, the first-stage profits of firm i are obtained: 

And, the first order condition (equation 6.3) for the first-stage equilibrium in R&D levels reduces 

to: 

which, under the assumption of symmetric equilibrium, can be solved easily to give: 

in agreement with d8Aspremont and Jacquemin's (1 988) results.22 

Analysis 

We will now investigate the effect of a change in &st stage R&D efforts of a firm i on the 

equilibrium output level in the second stage of firm i as well as that of firm j, j # i, when 

firms act noncooperatively in both stages. Following Suzumura (1992), we define the following: 

(~11x21 - 9%)- 23 

" ~ o t e  that these results could also be obtained fiom Kamien et alas (1992) model discussed above, with n = 2, 

r =  1, f(Xc) = X i  = X i  +@xj.  
2 3 ~ o t a  that for symmetric @ and 5, w(5) and 8(4, as well a~ <i(q, E) and qi j(@, Z) become independent of the 

h n  indices i and j. For brevity, we write C(3) c(gM(5), 5); and q(i) r q ( p ( ~ ) ,  5) corresponding to the second 

stage equilibrium output profile P(5) = (qr(Z), -. . , c(5)) * 



Now, differentiating equation 6.2 (ie, the first-order condition characterizing the equilib- 

rium output profile p(5)), with respect to xi a d  collecting terms, we can write (recall that we 

look only at symmetric solutions): 

Similarly, differentiating (6.2) wrt xj, j # i and simplifying (using above notation and symme 

try), we get: 

Solving equations 6.11 and 6.12, we get the following expressions: 

where, A(5) = [[C(f) - q(Z)] [@) + (n - l)q(Z)]. These two equations characterize the idhence 

of firm i's R&D level on the second-stage equilibrium output of firm i and firm j, j # i. That is, 

the sign of equation 6.13 (respectively, equation 6.14) indicates whether a change in fist-stage 

R&D expenditure by a firm i raises or lowers the output of firm i (respectively, firm j )  in the 

second-stage. To get some unambiguous results, we discuss these effects in the three special 

cases outlined before. 

Case I: For the case of a homogenous product [Suzumura, 19921, we c,m write the inverse 

market demand function as p(Q) (see page 101). Then, C(5) - q(Z) = p ' ( ~ ~ ( 5 ) )  which is < 0 
by assumption. Also, since C(5) < 0, q(Z) < 0 (implied by assumptions 6.3.0.1 and 6.3.0.3), we 

have A(Z) > 0. This, alongwith the assumptions (6.3.0.1) - (6.3.O.3), implies the following: 



(a) Fkom equation 6.13, w(5 )  > 0. That is, an increase in R&D level of a fmn in the fbt stage 

increases the equilibrium output of that finn in the second stage. 

(b) The sign of O(5) is more ambiguous. From equation 6.14, we see that the effect of an 

increase in firm i's R&D on fism j's output depends on the relative strength of two countervailing 

infiuences: 

(i) spillover effect: a reduction in firm j's cost of production due to spillover of R&D benefits 

from firm i (that tends to raise firm j's output); and, 

(ii) competitive effect: a reduction in fmn i's cost of production due to its own R&D that makes 

it more competitive in the second-stage product market and, therefore, tends to decrease h 

j's output (recall that firms engage in a Cournot competition in the second stage of the game). 

If the spillovers are "small", then the second effect dominates; the cost reduction realized 

by finns j # i due to R&D spillovers from firm i are not sufficient to counteract a decrease in 

their outputs and market share. On the other h a d ,  if spillovers are "large", equilibrium outputs 

of a l l  firms increase as the aggregate industry output increases due to cost reducing R&D by 

a firm i24 and market shares of firms j # i do not fall significantly. A threshold value for the 

spillovers can be determined from equation 6.14; spillovers are ''large" if O(Z) > 0 holds. At 

8(5) = 0, the two opposing effects just balance each other and the externality vanishes. Finally, 

note that in presence of no R&D spillovers (ie, (a/8xj) c(zi, iE-i) = 0, i # j )  , e(5) < 0; only the 

competitive effect exists.25 

Case II: For the case of linear inverse demand and a concave R&D production function (see 

page 101), we can calculate A(5) = (2 - 7) [2 + y(n - I)] > 0 (because 7 < Therefore, &om 

2 4 ~ e t  Q*(z) = x;=l q y ( ~ )  denote the equilibrium aggregate industry output. Then, ( B / B x ~ ) Q ~ ( ~ )  = w(5)  + 
(n - l)e(iE), V i  E N. Then, using above results, it is easy to see that (mi) ~ ~ ( 5 )  > 0 as long as 8(5) > 0. 

"All these results apply to our general case as well if we assume the following stability condition 

(6@/8$)rri(& xi ,  E-i) < (@/&i&j)m(@ xi,  E- i )  , or C(5) - ~ ( 5 )  < 0- 
' = ~ o t e  that h a  we get (a /axi )c(xi ,  5-i) = -ff(Xi) < 0 (because j r ( X )  > 0 by assumption); and, 

(a/axj)c(xi ,  3-i) = -P.f (Xi) < 0. Also, since 0 _< P I 1, (a/axi)c(xi, Li) ( 6 / 6 ~ j ) ~ ( ~ i ,  f - i )  as required by 

assumption 6.3.0.2 



equations 6.13 and 6.14 respectively2', we get 

2P - Y 
O(z) = (2 - 7)[2 + y(n - 1)] f' 

(6.15) implies w(J)  > 0; that is, an increase in firm i's R&D level raises that firm's equilibrium 

output, as in case I. (6.16) implies that 8(5) > 0 iff /3 > 7/2: firm i's R&D raises firm j ' s  

output if and only if spillovers are large enough in this sense (recall that 7 is the substitutability 

parameter)28. For y = 0, the above condition is trivially satisfied as long as P > 0; that is, as  

long as there are some R&D spillovers that reduce the unit production costs of all the b s ,  the 

equilibrium output of each firm increases as the negative externality of intensified competition 

in the second stage disappears (individual firms, being monopolists in their respective product 

markets, do not compete). For y = 1 (perfect substitutes), the condition is most stringent 

(p > 1/2) as the product market competition is then most intense; a large enough spillover is 

needed to counteract the decline in market share of the higher cost 

Case In: Finally, we derive d'Aspremont and Jacquemin's (1988) results from om analysis 

above (see page 102 for the model). With n = 2, equation 6.13 in this case becomes: w(Z)  = 

9 > 0.3' Similarly, equation 6.14 yields B(Z) = v. Hence, B(5) > 0 O iff > 112 (as also 

obtained in Case I1 above for homogenous products). 
- - -  

''Since in this special case, we- have dosed form expressions available for the second stage equilibrium output 

levels, we can get equations 6.15 and 6.16 directly by differentiating equation 6.5 wrt zi and x, , j # i respectively. 
 his is essentially the same condition as obtained by Kamien et al. (1992) by a more direct method. 
"one may take issue here with the implicit assumption (as is the case in Kamien et al's (1992) analysis as well) 

that R&D spillovers remain the same whether the products are perfect substitutes or not. Since technological 

spillovers are at the process level, degree of substitutability between products should not have much beering on 

the level of spillovers; examples abound where R&D carried out in one industry is costIessly exploited by firms in 

a closely related industry, Neverthdess, it may be worthwhile to extend the analysis to incorporate the possibility 

of a p dependent on 7- Also see Chapter 7 on this issue. 
''~ote that (8/8xi)c(.) = -1, (8/8zr)c(.) = -@ > -1; C(5) = -2b, and q(i) = -b 



This completes the presentation of our fmt model where firms compete in both stages of 

the game. Next, we assume that firms form an RJV to conduct research at the first stage of 

the game; in the second stage, tirms compete in the product market as before. There are two 

possible implications of RJV formation: 'cost sharing" vs. "information sharing". We discuss 

three models, depending on whether the formation of RJV is assumed to result in sharing of the 

costs of R&D and/or results. 

6.3.2. Model 1I.A: Cost Sharing 

First, we assume that formation of RJV implies only that firms coordinate their R&D expendi- 

tures; however, the spillover rate is not affected ("R&D cartelization" in Kamien et al's (1992) 

terms). That is, firms decide on their R&D levels taking into account the effect on all other 

firms, but do not disclose the results of their R&D to other firms. Thus, each firm i E N 

determines its R&D level by solving 

The first-stage equilibrium R&D profile P = (5 f, . . . ,z:) is determined by simultaneously 

solving (8/axi) xjEN $(zC) = 0 Vi € N, or: 

Using firsborder conditions for the second-stage equilibrium output profile (ie, (a/aqi) (T;(.)) = 

0 )  and the assumption of symmetric equilibria, we can write this condition as: 



where w (5=) and ~ ( 5 5 ~ )  are as dehed before. using 1~1(5~) = ~ ( 5 5 ~ ) + ( n - l ) 8 ( 5 ~ ) ,  and pfr(iic) = 

#(zc) for a symmetric !Ec, we get the following condition characterizing the equilibrium R&D 

investments in the first stage: 

Then, the subgame perfect Nash equilibrium of the two stage game in this case is given by 

(9, qN (9)). We again analyze the three special cases below: 

Case I: The homogenous products case is directly obtained &om above by replacing (a/aqj)pi( . )  

in equation 6.18 by p'(.) (see Suzumura, 1992). 

Case 11: In this case we have, as before, (B/Bqj)pi(.) = -x ( ~ / B X ~ ) C ( . )  = - fr(X), and 

(a/axj)c(.)  = - p f ( X ) .  Also, using equations 6.15 and 6.16, we get $(!iC) = w ( f  C, + (n - 
l ) e ( ~ ~ )  = ft (x). Substituting for all these quantities, a s  well as for gfV(zC) for 

a symmetric zC from equation 6.5, into equation 6.18 we get: 

which is precisely the equation determining the symmetric equilibrium R&D profile obtained by 

Kamien et al. (1992) for the case of 'a&D Cartelizationy' . 

Case IIE In this case, recall that we had n = 2, (a/Oq)c(.) = -1, (a/ax,)c(.) = +, 

we get fiom equation 6.8: qf = [(a - A) + (@ + l )xC]  /3b. Substituting all these quantities 

in equation 6.18 and accounting for a quadratic R&D cost function31, we get the following 

condition: 

"RkD expenditure 6x2 is netted out of the profit function, instead of x; partial derivatives wrt x are adjusted 

accordingly. 



which determines the equilibrium R&D levels of the firms. Equation 6.20 can be easily solved 

to yield: 

in accordance with d'Aspremont and Jacquemin's (1988) results. 

Since the firms act non-cooperatively in the second-stage of the game, the equilibrium 

output profile in model (II. A) is determined as in model I. Also, since the spillover rate is 

assumed not to be affected by the formation of RJV, the effect of change in first-stage R&D 

level of firm i on the equilibrium output levels of firm i and firm j, j # i, (ie, sign of w ( f )  and 

O(5)) remains the same as in model I. 

6.3.3. Model 1I.B: Information Sharing 

In this case it is assumed that fvms do not coordinate their RdcD expenditures, but the results 

of R&D axe equally shared by all firm (one could think of a situation where firms carry out 

their R&D independently, but M y  disclose the results to all members of the RJV - "RJV 

competition"). Therefore, each firm determines its R&D levels as in model I; the equilibrium 

R&D profile FJ = ( e J , .  . . ,z$~) being characterized by the first order condition given in 

(6.3), with the additional assumption that (8/8xi)c(zfVJ, et) = (a/az,)c(eJ, 2;). 

Case I is similar to above. For cases I1 and Ill, we set p = 1. The corresponding first-order 

conditions are then obtained from equation 6.6 and 6.9 respectively (setting P = I). 

Now, substituting (O/8xi)c(.) = (8/8x&0) = C(.) in equations 6.13 and 6.14, we get: 

For the case of homogenous products, we have c( f l J )  < 0, and q( f l J )  < 0. Since d(.) < 0, 



we have w ( c J )  = 8 ( s J )  > 0. That is, in this case, an increase in firm i's R&D expenditure 

always leads to an increase in firm j's second stage equilibrium output, for all j E N.  Similar 

results 'are easily obtained for case II by setting P = 1 in equations 6.15 and 6.16. Same holds 

for case ZII. 

6.3.4. Model III: Cost and Information Sharing 

Finally, it is assumed that formation of an RJV by the firms leads to coordination of R&D 

expenditures as well as sharing of information ("RJV cartelization"). Therefore, the first stage 

equilibrium is determined by solving m e ,  jEN $ (5) tli E N, as in model (II. A), with 

the additional assumption (alasi) c(xFJ, 55:) = (a/axj) C ( X ~ ~ ,  ~2:). Therefore, equation 6.18 

yields: 

Derivation of special cases is also as before. Case I is similar to above. Put P = 1 in 

equation 6.19 for case II, and in equation 6.21 for case III. Sign of w ( 5 )  and d(d) is as obtained 

in model (II. B). 

6.4. Comparison of Models 

We now wish to compare various alternative arrangements as represented by the models in the 

previous section in terms of equilibrium R&D levels, prices and individual h profits. We start 

with the following result for our Special Case II (page 101). 

Proposition 10 (Kamien at al., 1992). The equilibrium effective R&D inveptments, XI, 1 = 

N, C, NJ, CJ, satisiy the following for all B: xCJ 2 X' 2 xNJ; and, xCJ 1 xN > xNJ- 
Moreover, xXC 2 xN holds E P  2 7/2. (see K d e n  et al. (1 992) for proof.) 



The above result can be partially edended in the context of our general model3* as follows: 

Proposition 11. The equilibrium R&D levels satisfy the fouowing relations for all levels of 

R&D spillovers: xcJ 2 xC; and, # 2 gJ. Moreover, xc 2 fl if ifd only if the foUowing 

condition holds: 

Proof: [see 

Note 

accordance 

accordance 

that condition 6.23 reduces to ( p  2 712) in the special case 1 1 ~ ~  (page 101) in 

with Kamien et al's results; and to (p 2 112) in the special case 11134 (page 102) in 

with d7Aspremont and Jacquemin's results. 

An interpretation of (6.23) is that spillovers should be large enough so that cost reduction 

achieved by firm i as a result of firm j's R&D is larger in absolute value than the reduction 

in price faced by firm i as a result of a net increase in quantities produced by d the other 

firms, including firm j (see discussion on page 105). Of course, in presence of no spillovers (ie, 

( a / a z j ) c ( q , e i )  = 0), condition (6.23) reduces to (using 6.13 and 6.14): 

which is never satisfied as the left hand side of the above equation is always negative. 

Therefore, proposition 11 implies that if spillovers are 'large" in the sense that condi- 

tion 6.23 holds, we get the following relation: 



Thus, R&D investments are largest in the case of RJV cartel (model III) and smallest in 

the case of RJV competition (model II.B). Intuitively, the perfect information sharing among all 

the firms without letting them coordinate their R&D expenditures (as is the case in model 1I.B) 

exposes the firms to a ''freerider'' effect: when a firm expects to obtain a large cost reduction 

due to spillowrs generated by other firms' R&D efforts, there is a tendency to cut down its 

own R&D investment levels. A joint determination of R&D levels along with full information 

sharing (as in model III) eliminates this effect and leads to highest levels of R&D investments. 

The superiority of R&D levels (xC) in case of R&D cartelization (model 1I.A) over those in 

model I (#) is also explained by similar arguments - due to internalization of externalities 

created by large R&D spillovers (the freerider effect in model I is smaller than in model ILB, 

as in the latter case, the rate of spillovers is internally set at the maximal level - hence the 

relation # 2 SJ): These remarks are in agreement with those by Suzumura (1992); Kamien 

et al. (1992) ; and, d' Aspremont and Jacquernin (1988). 

Proposition 11 and assumption 6.3.0.2 imply the following (let Z' represent the equilibrium 

cost reduction achieved under case I ,  I = N, C, NJ, C J.) 

Corollary 12. The equilibrium cost reduction achieved by a firm satisfies the EoLlowing relations 

for all levels of R&D spiUovers: zCJ 2 2'; and, zN 2 zNJ. Moreover, zC 2 zN if condition 

(6.23) holds. 

Now, recd  that in a l l  the models above, the equilibrium quantities produced by each 

firm in the second stage of the game are determined from equation (6.2), for the corresponding 

specified R&D profile (ie, g, f lJ ,  xC, or xcJ). Moreover, we had w(5) = ( ( a / B ~ i ) q f v ( ~ )  > 0. 

Therefore, we have the following results: 

Corollary 13. The equilibrium output produced by each firm satisfies: F(gcJ) 2 p(@); 
and, $V(f l )  2 qN(i?'$J) . Moreover, F(zc) 2 $ Y ( f l )  iff condition (6.23) holds. 

The above corollary and assumption 6.3.0.1 imply the following (here, we represent the 

equilibrium prices as P' = I = N, C, NJ, CJ) : 



Corollary 14. The equilibrium prices satisfy: pCJ 5 pC; and, pN pNJ. Moreover, PO 5 

pN X condition (6.23) holds. 

Therefore, under condition (6.23), equilibrium prices obtained are the lowest under RJV 

cartelization (CJ) and the highest under RJV competition (NJ) . 
Now, to compare individual firm's profits under different scenarios, recall that profits of 

firm i under equilibrium conditions I (where I = N, C, NJ, CJ)  are written as: 

where tjN(z') is determined fiom equation 6.2. Substituting equation 6.2 into equation 6.24, we 

can write the equilibrium firm profits as: 

Since we consider only symmetric solutions, let us denote equilibrium fum profits under 

different scenarios as II' , 1 = N ,  C, N J, C J. Then, we have the following result: 

Proposition 15. The equilibrium firm profits satis&: 1 1 ~ ~  2 II', for 1 = N, C, NJ.  Moreover, 

nc 2 nN. 

These results are partial extensions of those obtained by Kamien et al. (1992) for a linear 

demand function, and are also generally in agreement with those obtained by Suzumura (1992) 

who employs a first-best as well as a second-best welfare criterion under homogenous products 

(Suzumura only considers the &st two models). The results of d'Aspremont and Jacquemin 

(1988) can be obtained as a special case of any of these models. 

6.5. Discussion 

We see that, in general, this class of models suppo<s the coordination of R&D expenditures by 

competitors in an industry if spillovers are large, as long as competition in downstream prod- 



uct markets is enswed. As seen from the results above, RJV cartelization (model III) yields 

the highest R&D levels, highest equilibrium per-firm profits and lowest equilibrium prices (thus 

highest consumer-plus-producer surplus). On the other hand, RJV competition (model IIB) 

fares the worst in terms of equilibrium prices and R&D levels. One may intuitively expect that 

wide sharing of information among firms regarding their R&D results will ensure wide dissem- 

ination of technical advances (that should lead to lower product prices), while competition in 

R&D expenditures will ensure industry R&D levels close to (or higher than) the social opti- 

mum. However, analyses such as above seem to point towards the importance of letting firms 

coordinate their R.&D expenditures in presence of large R&D spillovers. The underlying reason 

for this apparently counter-intuitive result is, as seen above, the firms' tendency to freeride on 

each other that drives R,&D expenditures lower and outweighs the effect of wide dissemination 

of R&D results - the free-rider effect being stronger the larger the spillovers. Moreover, the 

analysis also bears out the importance of spillovers being large - in presence of no spillovers, 

cooperation tends to lower R&D levels. 

Thus, formation of an W that allows firms to conduct R&D jointly and fully share the 

results overcomes both the problems of insdicient R&D levels and insufficient dissemination 

of R&D resultd5 However, these conclusions need to be qualified by the somewhat restrictive 

nature of assumptions imposed in the analysis. We now discuss a few of these assumptions: 

1. A Single Industry-wide RJV: This is one of the most troublesome assumptions of most of the 

models of RJVs. Empirically, it seems rarely to be the case that an R&D joint venture would 

include all the firms in that industry (though the assumption of one RJV per industry seems to 

be less restrictive). Although many authors have commented on the need to address this issue, 

models of RJVs that include only a subset of the firms in an industry (or multiple rjvs in the same 

industry) have been lacking. Besides added realism, another important reason why such models 

a,re needed is that, in absence of spillovers, it seems to be a robust conclusion that research 

joint ventures (involving a subset of an industry's firms) tend to restrict the dissemination of 

36 ~acquemin (1988) makes a similar argument in that cooperative RkD alleviates the trade-ofF be- in- 

tives and dissemination (identified by Spence (1984) - see footnote 12) - 



an innovation, and incentives to develop an innovation are weaker the larger is the joint venture 

[Reinganum, 19891. How these conclusions are modified in the presence of involuntary spillovers 

remains to be seen. 

2. Single Product F i m :  Almost ail the models of R&D cooperation developed so far assume 

£irrn.s producing only a single product, either homogenous or differentiated. However, it is an 

empirical fact that firms differentiate their own products by offering a diverse product line - the 

wide variety of breakfast cereals and toiletries produced by a handful of firms, dozens of different 

models offered by automobile as well as computer manufacturers are just a few examples. Indeed, 

a large part of the R&D expenditures of most firms is devoted to new product development - to 

match varied tastes of the consumers with the techn010gical capabilities of the firm. Consumers 

may be willing to pay more for products that closely match their preferences. However, an 

increase in the product variety offered by a b may also lead to an increase in production costs 

to the extent that economies of scale are present in production. In an operational sense, cost- 

reducing R&D efforts of a firm can be characterized as investments in setup cost reduction (ie, 

reduction in costs associated with changing over horn producing one kind of product to another), 

that allows the fum to produce a wider variety of products. Then, one way of extending the 

above analysis is by means of a three stage game, where firms invest in R&D in the first stage, 

choose the number of different VBSieties of products to produce in the second stage, and compete 

in product markets in the third stage. Analysis of multiproduct firms in a Cournot oligopoly will 

also be useful in addresskg the first limitation mentioned above of single industry-wide RJV?~ 

A related assumption employed in all the models above is the cost-reducing nature of R&D. 

Models have been proposed where firms cany out R&D to improve the quality of their products 

(vertical differentiation) instead of cost reduction - for example, Motta (1992) presents one 

such model and achieves results sixnilax to those of d'kspremont and Jacquernin (1988). 

3. Lack of Resource Complementarity: Models discussed above assume that there are no syner- 

36The r w n  for this Iatter assertion is that ''group equilibrium problem" whese firms form disjoint coalitions 

- the objective of each &m being to maximize the profits of the coalition to which it belongs -can be reduced to 

the problem of determining the equilibrium of a multiproduct oligopoly game [Okuguchi and Szidarovszky, 19901. 



&tic effects among firms cooperating in R&D. In reality, firms may differ in their R&D abilities, 

technical knowledge and experience, and research personnel. Indeed, it would seem that finns 

wish to cooperate in R&D when they can pool their diverse resources and abilities in solving 

problems of process and product innovations. One model addressing this issue has been p r e  

posed by Sinha and Cusumano (1991). Within the context of a homogenous goods industry and 

cost-reducing R&D, they assume an R&D project that requires a given (stochastic) investment, 

and at most one RJV in the industry. The results of R&D are stochastic (see below), and the 

probability of success of the RTV depends on the complementarity of resources among the RJV 

partners. The authors then analyze the managerial problem of deciding when would a h 

choose to participate in the RJV, and conclude that, indeed, a firm will prefer to participate 

in the RJV if the complementarity of resources and skills of partners is high. Moreover, high 

complementarity also makes it preferable for the firms to cooperate in areas where technology is 

more appropriable - contrary to the results obtained by Katz (1986) (who considers only sym- 

metric firms), and a widespread general perception that underlies the U.S. government policy 

encouraging cooper ation only in basic research. 

4. Static Conditions and Certainty of R&D outcomes: The models discussed above are in the 

form of a oneshot game where there is no uncertainty regarding the cost reductions achieved 

from R&D. Models that address the uncertain nature of technical advance as well a s  the timing 

of i ~ o v a t i o n  have long existed (eg, see Reinganum, 1981, 1989). However, these models do not 

recognize the imperfect appropriability of R&D results. One model along the lines discussed 

in this chapter and that addresses the uncertainty issue is by Choi (1993) (also see Sinha and 

Cususmano, 1992 - discussed above). Choi assumes two firms in an industry, each of which 

can succeed or fail in obtaining a cost-reducing innovation. The probabiliw of success of a E m  

depends on the amount spent on R&D. Moreover, it is assumed that the spillover rate increases 

with cooperation in R&D (as in our model III) , and the total industry profit declines as the 

spillover rate increases due to intensified competition in the downstream product market. Under 

these conditions, Choi obtains results similar to those presented above - that is, firms have an 

incentive to cooperate if the spillover rate is above a certain threshold value. However, analysis 



of dynamic conditions in presence of involuntary spillovers still seems to be lacking. 

Some of the other factors that should be addressed in a comprehensive analysis of R&D 

cooperation include complementary products and cumulative R&D efforts [Scotchmer, 19911; 

and, inter-industry spillovers (eg, benefits accruing to suppliers; Suzumura, l992). 

Dangers of R&D Cooperation: 

We will now briefly mention some of the disadvantages and dangers that stem £corn allowing 

competing firms in an industry to cooperate on R&D. Foremost among them is the danger of 

extended collusion among F&D partners that could lead to market sharing and price fixing 

in the downstream product markets. This could happen for a variety of reasons. First, a 

cooperative venture provides an opportunity for firms to discuss their strategies and markets, 

thus making discussions on price fixing and market sharing more likely and harder to detect. 

Besides, it also provides a ready mechanism for side payments to redistribute revenues among 

the member firms [Jacquemin, 19881. Second, a large body of literature addressing the process 

of innovation has stressed the need for extended cooperation among different departments of a 

firm (R&D, marketing, manufacturing etc) as well as dong the supply chain (from suppliers to 

the manufacturer to retailer), in order to successfully manage a product or process innovation. 

Employing a similar argument, Jorde and Teece (1990) stress that conception of a "simultaneous" 

model of innovation (as opposed to a "serial" model, implicitly assumed in the separation of R&D 

and product-market stages in the models above) implies that firms cooperating in R&D should 

also be dowed to collaborate in commercialization of R&D. Thus, prohibition of horizontal 

collaboration in downstream activities such as manufacturing and marketing is asserted to lead 

to important losses in efficiency of the innovation process, difficulties in commercialization of 

new technology, and loss of valuable feedback from manufacturing activities and customers that 

is instrumental in developing successive generations of products and technology. Moreover, it is 

also argued that in the absence of an opportunity to jointly exploit downstream benefits of their 

cooperative R&D, the firms may expect such benefits to be quickly dissipated through intense 

product market competition, and therefore, will be tempted to use their cooperation to unddy 



limit their R&D, or to avoid R&D cooperation altogether [Jacquemin, 19881.3~ The challenge 

for any government in shaping an antitrust policy then is to demarcate the extent of such useful 

horizontal collaboration that will not stifle the innovation process itself, and at the same time, 

will ensure against cartelization of the industry and associated losses in consumer welfare. We 

briefly review the policy implications in the next section - however, a detailed discussion of 

this issue is beyond the scope of this thesis. 

6.6. Policy Implications and Antitrust 

We have seen the various arguments above that lead to policy recommendations for or against 

encouraging R&D cooperation. To recap, there seems to be enough evidence for the belief 

that strong antitlust policies pursued by the government, such as  the Sherman Antitrust Act 

of 1890 in the US, that are aimed a t  preserving the market efficiency "... by making some 

kinds of cooperation criminal" [Telser, 19851 can sometimes distort the private returns to R&D 

investments [Katz and Ordover, 19901. Many have argued that such is indeed the case in global 

high-technology markets that are characterized by high F?kD costs, high risks and uncertainty. 

These factors make undertaking effective R&D for technological leadership in such sectors as 

semiconductors and telecommunications beyond the resources of any individual fum. Moreover, 

the prevalence of ineffective patent protection, ease of imitation and "inventing around" in such 

high-tech sectors makes private incentives to conduct R&D even more inadequate. Proponents 

of horizontal cooperation have also pointed to the aggressive government support of multi-firm 

consortia by Japan and some European countries as an important factor in gaining market share 

and technological leadership. While Japanese reliance on M m ' s  guiding hand seems to be too 

extreme to many, American belief in the efficiency of the markets is seen to be detrimental as 

well. In this vein, some observers perceive the European antitrust policies to be some sort of 

37 other potentid dangers horn n&D cooperation include a reduction in variety of R&D programs in the indus- 

try; possibility that a dominant b n  could avoid competition by co-opting very innovative rivals, and controlling 

and dowing down the innovation race [Jacquemin, 1988; Ekinganum, 19891; creation of entry-bsrriw and market 

foreclosure for non-members (eg, by creating a techaoIogical standard for future products and processes), etc. 



ideal middle-ground. For example, Jacquernin (1988) states that while Article 85 of the Treaty 

of Rome contains a broad prohibition of explicit and tacit collusion among firms that could 

distort competition, it explicitly recognizes some fundamental t r ade06  in welfare economics. 

Thus, the law provides a more favorable treatment of cooperative R&D ventures as well of the 

"exploitation of results" (ie, manufacture of the joint venture product). However, it also contains 

guidelines to prevent agreements that might result in elimination of competition. 

It is clear that the analytical results on the various effects of horizontal cooperation on 

social welfiue, consumer prices, quantity of output produced, and amount of research undertaken 

are far less than conclusive. That is partly the reason for widely varying opinions on policy 

formulation on this issue - for example, Jorde and Teece (1988) argue, on one extreme, for the 

extension of rule-of-reason consideration and exemption fiom treble damages applicable under 

the antitrust laws to downstream cooperative ventures (such as production and marketing) under 

a procedure of registration and certification (National Cooperative Research Act of 1984 provides 

these benefits to research joint ventures). On the other extreme, authors such as Franklin Fisher 

(see Fisher's comments on Katz and Ordover, 1990) argue for a per se sceptical treatment of 

cooperative agreements unless conclusive evidence is presented: Fisher argues that there is no 

evidence at this stage for the supposed economies of scde or benefits of risk sharing associated 

with cooperative agreements; the fear of foreign competition is overhyped; and, while cooperation 

may lead to Pareto efficient outcomes for the h, the society at large may suffer because of 

increased prices and/or reduced R&D. We have tried here to underscore the importance of this 

debate in today's knowledge intensive global markets, and discussed the basic issues involved 

in assessing the likely implications of horizontal cooperation. It is hoped that future work - 
not only theoretical analyses, but empirical work and case studies as well of the cooperative 

agreements in place across various industries - will serve to identify the appropriate industry 

conditions under which R&D and downstream cooperation could be beneficial to the society, 

and that should form the basis of any suitable government policy. 

In light of our discussion in earlier chapters, itis somewhat surprising that numerous and- 

yses of cooperative R&D that have come up in the last few years have ignored the implications 



of vertical relations among firms along the supply chain on horizontal cooperation incentives 

and vice versa. Government policies on the two aspects have also tended to focus on each in 

isolation: legislation granting exemptions from antit~ust implications to manufacturers cooper- 

ating in R&D typically does not consider vertical relations, except by some authors (as discussed 

above) who argue for an extension of such exemptions to downstream functions such as produc- 

tion and marketing based on the arguments of the importance of feedback from such functions 

in the process of innovation itself. Our interest is instead to explicitly consider the incentives 

of manufacturers to engage in various horizontal and vertical arrangements when their pro- 

cess innovation efforts could potcntidy benefit their competitors, and when they have a choice 

between downstream integration, decentralization or other instruments of channel cooperat ion 

(discussed in chapter 5). We tackle this task in the next chapter. 



7. RESEARCH JOINT VENTURES AND CHANNEL 

STRUCTURE: HORIZONTAL AND VERTICAL COORDINATION 

IN OLIGOPOLISTIC MARKETS 

In the previous chapters, we examined the integration or coordination incentives of rna.nufs1c- 

turers along their supply chains for a given horizontal (competitive) context (chapters 4 and 5 ) ,  

as well as horizontal coordination incentives in presence of externalities such as R&D spillovers 

ignoring the vertical channel relations (chapter 6). In this chapter, we merge the two. As a first 

step towards investigating the effect of operational parameters (such as production costs) as 

well as the horizontal institutional arrangements in the upstream industry on the downstream 

channel structure, we outline a model incorporating both research joint ventures and forward 

integration. The basic model-structure we use is the same as that in chapter 4: a four-stage 

game, where players at each stage make their choices simultaneously and in full knowledge of 

the actions taken by a l l  the players at previous stages. To recap, at the first stage, manufactur- I 

ers decide whether to integrate or decentralize the downstream retailer function. Second stage 

decision variables are investments in costreducing R&D by the manufacturers; where the R&D 

decision is made independently or jointly by the manufacturers depending on the particular 

institutional arrangement that is assumed to exist in the industry (eg, 'R&D Competition' or 

'RJV Cartel'; see below). At the third stage, manufacturers decide on the wholesale price they 

would charge their retailers; and, finally, retailers compete on prices in the market. However, we 

relax the assumption of perfect property rights enforcement of chapter 4. As discussed at length 

in the previous chapter, a lot of attention has rdcently been focused on measuring the extent of 



such involuntary spillovers of R&D benefits that exist across a range of industries, particulady 

the "high-tech" ones. A large number of models now exist that demonstrate the superiority of 

certain types of cooperative ventures for conducting R&D in presence of 'leakages" over other in- 

stitutional arrangenhents (in terms of industry R&D levels and product prices). Such results are 

almost always conditional on the level of spillovers being greater than a certain threshold value 

- in the absence of ex-ante cooperation in setting R&D levels, a high level of R&D spillovers 

exposes the firms to a freerider effect thus lowering their incentives for investments in R&D. 

However, these models have generally ignored the possibility that R&D spillovers may induce 

different incentives for integrated and decentralized firms - that is, how much a manufacturer 

spends on R&D and what kind of institutional arrangement he finds profitable may be different 

depending on whether the manufacturer is integrated forward or not. Conversely, involuntary 

spillovers of the benefits of R&D conducted by one firm on the competitors, and dowing cooper- 

ation in R&D among manufacturers, may have important consequences for downstream channel 

structure, vertical coordination incentives and contractual practices, as well as consumer and 

social welfare. Given the prevalence of marketing middlemen (most manufacturers do indeed 

distribute their fiod products through one or more independent retailers), the lack of analyses 

addressing this issue is surprising, particularly so when government policy initiatives rely on 

such analyses. Our model here is a first attempt at filling that gap, and it brings together these 

two research streams. We outline the model and some preliminary results below. 

7.1. Model Specification & Solution Procedure 

The demand system and profit functions are as described in chapter 4, except that the unit 

production cost of manufacturer i is now taken to be 

where 7 is a spillover parameter, 0 7 5 1: y = 0 implies no spillovers and 7 = 1 implies that 

the results of R&D conducted by one manufacturer can be perfectly exploited by the rival man- 



ufacturer at no cost. As a result of this externality, manufacturers may have an incentive to c+ 

ordinate their R&D efforts among themselves through formal or informal agreements such as the 

formation of a research joint venture. As discussed at  length in Chapter 6, we can consider four 

types of institutional arrangements, depending upon whether the two manufacturers share the 

cost of R&D, the results of R&D, both, or none. 

LJe will focus our discussion below on the effect of R&D spillovers when competing manufacturers 

act independently (ie, 'R&D Competition') and on the formation of a research joint venture 

that allows competitors to cooperate in setting their R&D levels (ie, 'R&D Cartel) - other 

arrangements are obtained as special cases of these (ie, assuming maximal spillovers). Please 

see Chapter 6 for a detailed discussion of these arrangements. 

Two assumptions implicit in the above formulation require comments. First, we have kept 

the decision on whether or not to cooperate on setting R&D levels exogenous to the model, 

whereas all other decisions (including channel structure are endogenized). We have several 

reasons for doing so. First, our focus here is on comparing the effkct of different horizontal 

coordination mechanisms on the vertical channel structure, prices, output levels, and R&D 

investments. We are not analyzing an individual manufacturer's decision whether to participate 

in a research joint venture or not. Although that itself is an interesting question to analyze, it 

requires a different model structure and assumptions1, and is beyond the scope of our thesis. 

Second, exogenous R&D arrangements are entirely in agreement with our models in Chapter 6 

and the bulk of the R&D literature discussed there. Third, formation of an RJV is usually not 

only a decision agreed upon by firms in an industry; external factors such as legal constraints 

and government subsidies substantially influence the formation as well as the organizational 

form the RJV takes (see Chapter 6). Fourth, with the possible exception of our assumption that 

')?or example, whiIe choosing which form of institutional arrangement to adopt for R&D cooperation, the 

manufacturers would have to simultaneousIy and non-cooperatively choose the same form for there to be a joint 

venture in the industry, Mar-, for an oligopoly with more than two manufacturers in the industry, we would 

also have to abandon the assumption that the RJV, if forms, includes al l  the firms in the industry - this assumption 

is utilized in this chapter as well as in Chapter 6. 



there is a single, industry-wide RJV (also see Chapter 6), there is little loss in generality due 

to keeping the RJV decision exogenous. Thus, for the purpose at hand, we think the present 

formulation is the best possible alternative - it allows us to capture the effect of horizontal 

and vertical externalities on channel structure, and identify the interactions between these two 

dimensions of inter-organizational relations. 

Second assumption implicit in our formulation is that the level of spillovers is not atfected 

by the degree of substitutability between the competitors' products, as was the case also for 

models in Chapter 6 (see footnote 29). To reiterate our earlier argument, process knowledge and 

technical know-how can be transfeaed to manufacturing different products, not necessarily to 

immediate substitutes only. As numerous studies in benchmarking and 'best practices' indicate, 

firms routinely visit and imitate processes horn other firms outside of their own industries. 

Examples include Xerox's and Chrysler's lessons from L.L. Bean's logistics and distribution . 
system (Business Week, 1992), or more dramatically, attempts by a number of firms to learn 

from pit-stop teams at  Formula 1 racing circuits to speed up the setup and changeover times in 

their factories. Second, low 9 simply means that products do not directly compete in the same 

geographical market, even though they may be very similar. Nevertheless, we recognize that a 

more general model may explicitly analyze the dependence of spillovers on the degree of product 

substitutability. 

7.1.1. Case I: R&D Competition 

In this case, both Grms simultaneously and non-cooperatively set their own R&D levels in the 

second stage game, maximizing their individual profits while taking into account the fourth 

stage decision rules of the retailers and third stage wholesale prices that the manufacturers will 

charge their own retailer. Thus, there is no formal R&D cooperation between the manufacturers, 

though there are some involuntary spillovers, the extent of which will be different in different 

industries. The first stage of the game involves ma.nufacturers non-cooperatively deciding on 

the vertical channel structure to maximize their own profits. Due to simultaneous choice and 



symmetry of the model, there axe three possible vertical structures as in Chapter 4. We solve for 

subsequent stages conditioning on a given channel structure. The subgame perfect equilibrium 

of the four-stage game is then determined as shown in Figure 4.1 (see page 47). 

The solution procedure followed is similar to the one described in Chapter 4. The differ- 

ences in the determination of second-stage equilibria in R&D levels sre summarized below. 

Pure Decentraked Structure 

At second stage the first-order conditions are: & = 0, i = 1,2, where irp is given by equa- 

tion 4.12, and Q by equation 7.1, thus 

where A', B... etc are given in Table 7.1 below. 

From 7.2 we get the reaction functions in R&D-level space as follows: 

Here we note that A' 2 0 and (D - yE) 2 0 V8 md V?; a - bAr(D -YE) > 0 as long as b/o: < 8 

(as required by second order conditions). Moreover, the coefficient of xj is negative as long as 

y < EID. Thus, under the condition: 

we have downward sloping reaction functions - that is, R&D-level decision variables are strat* 

gic substitutes as long as spillovers are not large in the sense that condition (7.4) is satisfied. 

Note that this condition is never satisfied when manufacturers are monopolists (ie, 0 = O), and 

holds for a.ll levels of spillovers when the rnanufactuters' products are almost perfect substitutes 

*Second=order conditions require: a/& > At(D -YE),  which implies b/a < 8. 



(ie, B E 1). Equations 7.2 can be solved for equilibrium R&D levels: see Appendir E for all 

equilibrium expressions? 

Pure Integrated Structure 

At the second stage, second-order conditions for manuf'tuers' profit maximization require 

CY / b  > JM,  or b/a c 4; and reaction functions are given by: 

where J, K... etc are given in Table 7.1. 

Thus, we have downward sloping reaction functions under the following conditions: 

Solutions to 7.5 are summarized in Appendix ED4 

Wied Structure 

The procedure followed is the same as above, and the differences are noted below for the second 

stage equilibrium in R&D levels. 

First, for (1,D) second-order conditions require a > A"(D - @), or b / a  < 4; and the 

reaction function is given by: 

3Stabity conditions depend on the Level of spillowni (7). For small 7 (condition 7.41, stability requires 

c ~ / b  > (1 - 7)Ar(D + E) ,  or b / a  < 8. For large 7, stability requires a/& > (1 + 7)A'(D - E),  or b/u < 4. See 

Appendix F. 
'For small 7 (condition 7.6), stability requires cr/b > (1 - 7) J(2 - 8' + O ) ,  or b / a  /a 3.8. For large 7, stability 

requires a/& > (1 + 7) J(2 - O2 - 8) .  or b / a  < 2. See Appendtr F. 



which is downward slopin$ for 

Second, for (DJ), second-order conditions for manufacturers' profit maximization require 

a/b > J'M, or b/a < 8; and the reaction functions is given by: 

(7.9) is downward sloping6 under the condition: 

Thus, we have downward sloping reaction functions (ie, strategic substitutability between the 

R&D level decision variables) under condition (7.8). Solutions for this case are summarized in 

Appendix E. 

In order to ensure the existence and stability of equilibria under all the vertical channel 

structures in this case, we assume that b/a < 2 (see Appendix F). Please see Chapter 4 for a 

discussion of why this assumption is reasonable in many instances. 

'stability conditions depend on the level of spillovers (7). For small 7 (condition 7.8), stability requires 

a / b  > ( 1  - 7)Att(D + E) ,  or b / a  < 3.8 (approx.). For large 7, stability requires all > (I + 7)Att(D - E ) ,  or 

b/a! < 2. See Appendix F. 
 o or small 7 (condition ?.lo), stability requires 4 6  > (1 - T) J'(2 - 0' + a), or b/a < 5.8 (approx.). For large 

7, stability requires a / b  > (1 + 7)  Jt(2 - d2 - 8) ,  or b / o  < 4. See Appendix F. 



Table 7.1 

7.1.2. Case 11: R&D Carte1 

In this case, firms coordinate their RdtD expenditures at the second stage - that is, they 

maximize joint profits while setting the R&D levels. However, they do not share the R&D 

results - that is, the spillover parameter remains as in Case I . This distinction between cost 

and information sharing between firms was first advanced by Kamien et a1 (1992); see Chapter 

6 for details. Vonortas (1994) refers to this kind of RJV as a "Secretariat W', implying that 

the organizational setup of the RJV dictates that the firms carry out research separately at their 

own facilities, even though the firms take into account the effect of their R&D on the profits of 

a l l  the firms (ie, maximize joint profits). Thus, spillover level is not affected as  the firms do not 

share their private information and experiences on R&D projects. Another justification is the 

empirical observation that in many cases, a firm's participation in an RJV does not guarantee 

access to results of R&D, which could be sold or licensed to individual members for a fee. In any 

case, the situation where formation of an RJV also provides results of R&D to all members at 

no extra cost, thereby diffusing information among a l l  members ( 'W Cartel" or "Operating 

entity m), is simply a special case of the scenario analyzed here - assuming +y = 1. 

Let T = ry + r?. Then, solving the first-order conditions (m/axi) = 0, i = 1,2 gives 

7 ~ h e  RN in this case is organized as an independent research facility that U... undertakes the generic research 

activity of the whole industry and distributes the results to all members" (Vonortas, 1994, p. 423). 



the equilibrium R&D levels. Again, the major differences in determination of the second-stage 

equilibrium in R&D levels in this case are summarized below. 

Pure Decentralized Structure 

At second stage the M-order conditions are: = 0, i = 1,2, where +' is given by equa- 

tion 4.12, and q by equation 7.1, thus yielding% 

(A'+F)B[M-(~-~)~~]+[A~(D-.~E)~+F(~D-E)~-~]X~+[A~(~D-E)+F(D-~E)]~~ = 0 

(7.1 1) 

(see Table 7.1 for A', B... etc). 

Second-order conditions require a/b > Ar(D - yE) + F(yD - E),  or b/cr < 4. From 7.11 we get 

the reaction functions in R&D-level space as follows: 

xi = 
(Af + F)B [M - (1 - 8 )  bc] + [A' (yD - E )  + F(D - TE)] bxj] 

a - b[At(D - yE) + F(7D - E)] 

Here, the denominator is always positive under the second-order conditions, and it is easy to 

check that the sign of the coefficient of xj  depends on the sign of the term (7D - E). Thus, 

under the condition: 

we have downward sloping reaction functions, as in Case I. Solutions to equations 7.11 are 

summarized in Appendix E? 
- - 

'Second-order conditions require: a > A'(D - TE) ,  which implies a > 1/8. 
'F'or omall 7 (condition 7.13), stability requires a / b  > (1 - 7 ) 2 ~ ( ~  + E)', or b/u < 6.7 (apprm). For large 7, 

2 4  stability requires a/b > (1 + ~)'z (D - E)', or b / a  < 2, where = (4-P)(4-2~~+e1? y-2ea-w 



Pure Integrated Structure 

At the second stage, second-order conditions for manufacturers' profit maximization require 

a / b  > JM + GN, or blcr < 2; and reaction functions are given by: 

X i  = 
(J + G)K[M - ( 1  - B)bc] + ( J N  + G M ) h j  

(Y - b ( J M  + GN)  

It is easy to check that, as in Case I, we have downward sloping reaction functions under 

the following conditions: 

8 
< (2 - 02) 

Solutions to 7.14 are summarized in Appendix E.'O 

Mixed Structure 

First, for (1,D) second-order conditions require a > (A1'(D -yE) +GrN), or bla < 2.7 (approx.); 

and reaction function is given by: 

xi = 
(AMB + G'K) [M - (1  - O ) k ]  + (At'(7D - E)  + GrM)bxj 

a - b[AU(D - yE) + GIN] 

Second, for (DJ), second-order conditions for manufscturers' profit maximization require 

a / b  > (F*(TD - E) + JIM), or b/a < 2.7 (approx.); and reaction functions are given by: 

Xi = 
(F'B + J'K) [M - (1 - 8 )  bc] + (F' ( D  - 7 E )  + J'N) bxj 

4 - b[F'(lyD - E) + JIM] 
(7.17) 

Solutions for this case ase summarized in Appendix E." 
- 

''For s m d  7 (condition ?.Xi), stability requires a / b  > (I'>$TPL)2, or b/cc < 2.2 (approx). For large 7, 

stability requires a / b  > ( ~ ~ ~ ~ ~ ' l ) * ,  or b / o  < 1. 
"stability conditions for (ID) and @I) depend on the sign of (7D - E )  and hr. To simplify, we w e e  that 

7 is Iarge enough so that both of these are positive, Zn that case, stability condition for (ID) requires a16 > 
(1 +7) (1 - 6) (At'B + G'K) , or b / a  < 1.3 (appm) . For (DI) , stability requires cr/b > ( I  +7) (1 - d) (F'B f J'K) ,or 



In order to e r n e  the existence and stability of equilibria under all the vertical channel 

structures in this case, we assume that &/a c 1 (see Appendix F). Please see Chapter 4 for a 

discussion of why this assumption is reasonable in many instances. 

The last two examples of institutional mangements for research joint ventures involve 

'RJV competition) and 'RJV cartel' (see Chapter 6 for details). In RJV competition, firms form 

a researcb joint venture to share all results of their R&D but do not coordinate their F&D 

expenditures - that is, 7 is internally set to 1. Thus, this is a special case of Case I above - 

the equilibrium R&D levels are obtained by setting 7 = 1 in the first-order-conditions. 

In RJV cartel, tirms form an RJV to share output of R&D and also coordinate their R&D 

expenditures. The problem solved is similar to Case II with 7 = 1. 

7.2. Results and Discussion 

7.2.1. Case I: R&D Competition 

First of all, we need to determine the subgame perfect equilibrium of our Cstage game. The 

equilibrium market structure chosen by the manufacturers at the k t  stage is determined by 

compadng manufacturer profits, assuming a particular horizontal arrangement at the second 

stage for conducting R&D. The equilibrium conditions when the horizontal R&D arrangement 

is 'R&D competition' are summarized belowI2: 

(i) Pure integrated structure: (I, I) is a Nash equilibrium if no manufacturer has an incentive 

to unilaterally decentralize, when the other manufacturer is integrated. That is, ir$ > n;', 
which, using expressions in Appendix C, can be written as: 

&/a < 1.3 (appm) .  
"In order to ensure the existence and stability of equilibria in all the vertical structures studied, the relevant 

parameter range in this case is &/a < 2. 



where A1, A2, . . . are as given below. 

(ii) Pure decentralized struct we: Similarly, (D, D) is a Nash equilibrium if no manufacturer 

has an incentive to unilaterally integrate, when the other manufacturer is decentralized. That 

is, rr& > &, which can be written as: 

where: 

Thus, conditions (7.18) and (7.19) determine the equilibrium regions. Manufacturer's 

profit dominance condition is summarized as follows: T& > 1~:: if 

For 7 = 0 (ie, no spilloven), these conditions reduce to (4.15) and (4.16) respectively, 

as obtained in model I. In general, the equilibrium and profit dominance conditions depend on 

three parameters: the degree of product differentiation (8) , the ease of production cost reduction 

(a/&), and the level of spillovers (7). These conditions are graphically illustrated in Figure 7.1. 

It is found that in the relevant parameter range, (IJ) always remains an equilibrium. Therefore, 



the plot of condition 7.18 is not shown in Figure 7.1. Thus, our model integrates the triple 

influence of demand and cost side parameters along with externalities created by involuntary 

R&D spillovers. Major results for this case are summarized in the following proposition: 

Proposition 16. (a) (&I) always remains an equilibrium of the four-stage game. 

(b) (D,D) becomes an equilibrium at high product substitutability. 

(c) Whenever (D,D) is an equilibrium, it @ves higher profits to the manufacturers than (&I) 

(see Figure 7.1). 

Comparing this result to Proposition 1 in Chapter 4, we see that consideration of spillovers 

in R&D does not change the nature of equilibria, although the parameter ranges over which these 

results hold vary. This implies that the underlying effects in channel choice decisions discussed 

in Chapter 4 are fairly robust. However, spillovers do have the following effect: 

Proposition 17. When spilIovers are large (in the sense that condition 7.10 is violated), the 

range of product substitutability (0) over which @,D) is an equilibrium outcome is larger the 

easier it is to reduce production costs (ie, smaller 4. 

The result is graphically shown in Figure 7.1 (a clearer illustration is provided in Figure 

7.2, where the equilibrium and profit dominance conditions are plotted at maximal spillover level, 

ie, 7 = 1). Comparing this result to Proposition 2 in Chapter 4, we see that the direction of the 

change in equilibrium region with a is reversed when spillovers are laxge. This implies that the 

trade-off between efficiency and strategic incentives that we established in Chapter 4 (see page 

51) does not hold when spillovers are large. This is a consequence of the change in the nature 

of strategic interaction between competitors' R&D levels caused by large spillovers. When 

y is small, R&D levels are strategic substitutes (ie, have downward-sloping reaction curves), 

but are strategic complements at large 7 (ie, have upward-sloping reaction curves). That is, 

large spillovers create a situation where a manufacturer would find it optimal to increase his 

investments in process R&D if a competitor increases his R&D levels ("aggressive behavior begets 

aggressive response"). Thus the nature of Rd9 competition under large spillovers is the same 



(a): Equilibrium Region for @,D) 

(b): Region where @,D) gives higher profits to 
manufacturers than (&I) 

Figure 7.1 : Equilibrium and Profit Dominance Conditions 
under R&D Competition (ie, no cooperation) 

(Note: The relevant region in these figures is to the left of the 
shaded surface.) 



9 

(a): Equilibrium region for (D,D) 

(b): Region where @D) gives higher profits to manufacturers than (11) 

Figure 7.2: Equilibrium and Profit Dominance Conditions 
under R&D Competition with maximal spilloven 
U=U 



as price competition. When products are nearly homogenous, mmufacturers in oligopolistic 

markets have an incentive to limit the intensity of price competition by inserting independent, 

profit-maximizing retailers to provide a "buffering" (see Chapter 4). Similarly, when spillovers 

are large, manufacturers have an incentive to avoid too much investment in cost reduction by 

decentralizing because lack of coordinated decision making in a decentralized channel leads to a 

reduction in R&D investments by the manufacturer (due to the 'vertical RkD externality' that 

we discussed in Chapter 4). This latter incentive becomes stronger the easier (ie, cheaper) it 

is to reduce production costs. Hence, in the presence of large spillovers, the range over which 

. (D,D) is an equilibrium is larger the lower the value of a. 

The above comparisons have some important implications on the vertical channel structure 

and the desirability of channel coordination for manufacturers in oligopolistic markets. First, we 

see that the (horizontal) externalities in upstream R&D investments do influence the (vertical) 

channel structure. Analyses of channel structure decisions that focus only on the contractual 

relations between the manufacturer and the retailer as well as the extent of differentiation 

between competitors' products (eg, those discussed in Chapter 4) do not provide a complete 

picture of the underlying effects that shape channel equilibria. In particular, interactions among 

operational and marketing variables, and across horizontal and vertical dimensions of inter- 

organizational relations, are important determinants of firm and market structure. 

7.2.2. Case Ik R&D Cartel 

The equilibrium and profit dominance conditions for this case are summarized belod3: 

1. (&I) is an equilibrium if: 

3. (D,D) is an equilibrium if: 

1 3 h  order to ensure the existence and stability of equilibria in all the vertical structures studied, the relevant 

parameter range in this case is &/a < 1 (see Appendix F). 



(2 - o*)(%)~ - (2 + o)nzn9 > o 

3. r L ( C )  > TE(c) if: 

where: 

These conditions are shown in Figure 7.3. The results for this case are very similar to 

those in the previous case. These figures are plotted for 7 = 0 in Figure 7.4 and for y = 1 

in Figure 7.5. In absence of R&D spillovers (Figure 7.4), the nature of equilibria is similar to 

those obtained in Chapter 4, though the fact that manufacturers now cooperate in the second 

stage (in setting their R&D levels) affects the range over which (D,D) is an equilibrium (Figure 

7.3a), and, in particular, the profit dominance region. Here, cheaper R&D (ie, lower a) does not 

increase the range over which (D,D) gives higher profits to the manufacturers than (IJ) (Figure 

7.3b), a s  was the case in our first model in Chapter 4 (see page 57). Intuitively, since in the 



(a): Equilibrium Region for (D,D) 

(b): Region where @,D) gives higher profits to 
manufacturers than &I) 

Figure 7.3: Equilibrium and Profit Dominance Conditions 
under R&D Cartel (ie, cooperation in R&D) 

(Note: The relevant region in these figures is to the left of the 
shaded surface.) 
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(a): Equilibrium region for (D,D) 

8.8 
- --- - 

8 

(b): Region where (DD) gives higher profits to manufacturers than (U) 

Figure 7.4: Equilibrium and Profit Dominance Conditions 
under R&D Cartel with no spillovers 
U=O) 



-- - 
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(a): Equilibrium region for @,D) 

(b): Region where @D) gives higher profits to manufacturers than (11) 

Figure 7.5: Equilibrium and Profit Dominance Conditions 
under R&D Cartel with m&al spillovers 
v=1> 



case of R&D cartel, manufhcturers cooperate in setting their R&D levels, subsequent effects of 

lower production costs on prices and profits are fully internalized. A change in the cost of R&D 

has no effect on the range of substitutability over which (D,D) gives higher profits than (&I). 

In other words, wuperation in R8D by the manufacturers mitigates the Prisoner's Dilemma 

situation in the choice of distribution channel structure, as would be expected. It would also 

be expected that such cooperation reduces manuf&urers' incentives to invest in R&D as long 

as spillovers are low (ie, reaction functions are downward sloping), irrespective of the vertical 

channel structure. This conjecture can be easily verified (see next section). 

For maximal spillovers (7 = I), we find, similar to the previous case, that the range of 

product substitutability (8) over which (D,D) is an equilibrium becomes larger as production 

cost reduction becomes easier, ie, lower cr (Figure 7.5(a)). Thus, the reversal in the nature of 

strategic interaction caused by large spillovers creates a similar effect on the equilibrium region 

in this case as in Case I. 

7.2.3. R&D Investments: Comparisons 

We now compare the equilibrium R&D levels under various horizontal arrangements, for a given 

vertical structure. 

Proposition 18. (a) Assumingthe vertical industrystructure to be o, the equilibrium R&D 

levels satisfv the foIIowing relations: x* (CJ) 2 x*(l) W, where 1 = N, C, or N J. I\loreover, 

z*(N)  2 x'(C) if condition (7.4) holds, and x*(N) > x*(NJ) if;. 

@) Assurzll'ng the vertical industry structure to be 0, the equilibrium R&D levels satisfy the 

fouowing relations: x* (CJ) 2 b(1) VO, where 1 = N, C, or NJ. Moreover, x* (N) 2 x* (C) if 

condition (7.6) hold&, and x*(N) 2 x*(NJ) if: 



The above result states that the equilibrium R&D levels are always higher under RJV 

cartel (ie, CJ) than under any other arrangement. Moreover, we have: 

x8(CJ) 1 x*(c) 2 x*(N) 2 x* ( N J )  

under conditions (7.21) and (y > when the vertical structure is (DD) , and under 

conditions (7.22) and (7 > A) when the vertical structure is (It). 

We can also compare R&D levels under different vertical structures (DD and 11) for a 

given horizontal arrangement. Simple comparisons give the following results: 

xbD(CJ) 1 xTr(CJ), xLD(C) 2 x ; ~ ( C ) ,  and zbD(NJ) 2 &(N J), if: 

which holds only for B > 0.7. Thus, if product substitutability is low, manufacturers' 

investments in cost-reducing Rdd) are lower in a pure decentralized vertical structure than 

in a pure integrated structure, irrespective of the level of spilloven - for three of the four 

horizontal arrangements considered here (ie, R&D cartel, RJV competition, and RJV cartel). 

The condition for R&D competition does depend on the spillover parameter, and is given by: 

xbD(N) > xFI(N), if: 

where 



Note that for 7 = 1, (7.24) reduces to (7.23); and for 7 = 0 (ie, no spillovers), (7.24) is 

never satisfied, implying that xLD(N) < x : ~ ( N )  W (6 # 1) - in agreement with results Born 

model I (see section 4.5). 

Proposition 18 states that R&D Competition (ie, N) generates higher levels of R&D in- 

vestments than R&D Cartel (ie, C) for both equilibrium structures ((DD) and (II)), as long 

as conditions (7.4) and (7.6), respectively, are satisfied. Now, recall that (7.4) and (7.6) define 

the upper limit on R&D spillovers for which the manufacturers' R&D levels are strategic sub- 

stitutes, under the structures (DD) and (11) respectively. This result is in agreement with the 

existing literature on the desirability of cooperative research ventures being conditional on the 

level of spillover parameter. For example, in d'Aspremont and Jacquernin's (1988) model, R&D 

levels are higher for a cooperative setup than a non-cooperative one if the spillover parame- 

ter (7)is > 0.5, the condition required to make the R&D-level variables strategic complements 

(see section 6). Similarly, Vonortas (1994) proves that a "secretariat R.JV"l4 yields higher 

R&D levels over R&D competition only when the R&D level decision variables become strategic 

complements. l5 

e 2-e2 Moreover, since w& < -$&vo, we can say that at any given level of product substi- 

tut ability, a relatively larger level of spilloven are required to induce st rat egic complementarity 

between the R&D levels if both msnufadurers are integrated than if both are decentralized. 

Looked at another way, recall that investments in cost-reducing R&D can be viewed as an 

indication of aggressive behavior by a manufacturer (as lower production cost allows him to 

l 4 R . & ~  Cartel in the terminology used here. 
'"his result can be explained as follows: large spillovers induce strategic complementarity between R&D levels. 

Thus a h n  trying to increase its R&D investments to gain a cost advantage can expect an equally aggressive 

reaction from its rival, reducing the profitabity of both fkms. Hence, Iarge spiilovers reduce the incentives of 

a firm to unilaterally increase R&D investments. Under these conditions, formation of a research joint venture 

improves welfare. On the other hand, low spillovers imply strategic substitutability, which increases incentives 

for a firm to invest in R&D as it reduces the profitability of R&D for the other firm. Thus R&D competition 

provides sdlicient incentives, whereas an RJV under these cohditions would provide the h n s  a chance to collude 

to limit the R&D investments (see Vonortas, 1994)- 



lower his price). When technological spillovers are s m d  or absent, an increase in the R&D 

level of the rival manufixturer reduces the profitability of own R&D at the margin (ie, strategic 

substitutes) .I6 A large amount of spillovers, however, reverses this relationship - that is, manu- 

facturers' R&D expenditures become strategic complements whereby a higher R&D level of the 

rival induces a manufacturer to itself invest more aggressively in R&D. The above discussion 

thus points out that such strategic complementariv is achieved at a lower level of R&D spillovers 

if both manufacturers are decentralized. That is, the threshold value for determining the nature 

of strategic interaction between the RkD level decision variables is dependent on the vertical 

structure of the industry. Hence our argument that previous results on research joint ventures 

should be suitably modified to take into account the downstream integration Level of the firms 

involved, and government policy initiatives encouraging such cooperative arrangements should 

consider not only the horizontal structure but also the vertical structure of the firms in the 

industry concerned. 

In summary, the model presented in this section attempts to integrate the iduences of 

R&D spillovers and product substitutability on downstream market structure. We have shown 

that desirability of horizontal and vertical coordination depends on interactions between two 

kinds of externalities in process innovation investments: a 'horizontal' externality created by 

involuntary spillovers of the benefits of one manufacturer's investments on the cornpetit ors, and 

a 'vertical' externality due to the fact that a manufacturer distributing his products through an 

independent retailer cannot capture all the benefits of reducing his production costs (with linear 

intrachannel contracts). These two effects have been treated separately in the literature, and 

thus, existing results can only be seen as special cases of our more general model. In a broader 

sense, our model also implies that development of a more comprehensive theory of E m  and 

market structure should be based on explicitly modeling and analyzing the interactions between 

horizontal and vertical dimensions of interorganizational relations. 

''~ecall from model I (section 4.3) that R&D l e d  variables are always strategic substitutes when there are no 

spillovers. 



LIMITATIONS, AND FUTURE RESEARCH 

We have argued in this thesis that a joint consideration of operational efficiency and strategic 

incentives, as well as channel coordination and lateral cooperation practices, can yield important 

insights into the nature and variety of organizational forms, pattern of organizational linkages 

within and across industries, and the evolution of market structure. With a limited selection 

out of the vast literature available on the subject, we tried to show the inadequacies of prevalent 

economic explanations such as transaction-cost economizing, as well as the limitations of a large 

number of studies of supply chain / channel coordination practices within operations management 

and marketing. We stressed the need to consider such coordination decisions explicitly in a 

competitive context. To that end, we developed a series of gametheoretic models in which 

firms recognize their interdependence and act to maximize their profits. In the first model, we 

analyzed the interactions between firms' investments in process innovat ion and their choice of 

channel structure (integrated or decentralized). We then extended this model to consider various 

means of channel coordination, such as &anchising or two-pazt tariffs and quantity discounts, 

alongwith the process innovation decision. Third, we pointed to a need for considering various 

institutional arrangements available to firms in coordinating their productive activities and how 

such arrangements affect the market structures in related upstream and downstream industries. 

As an example, we considered cooperative arrangements in conducting pre-competitive research 

when technology and industry conditions generate the externaliw of spillovers of the benefits 

of RkD conducted by one firm to its competitors. We then presented two more models in an 

attempt to see the effects of R&D investments and lateral cooperative anangements by the 



manufacturers on prices and output levels, as well as on the downstream industry structure. 

The first of these models showed that under certain conditions on the extent of R&D spillovers 

(and ignoring vertical relations), horizontal cooperation among competitors in an industry may 

be desirable to ensure high levels of F&D activity and lower retail prices. In the second model, 

both horizontal cooperative agreements in presence of R&D spillovers and (vertical) cha411e1 

coordination practices were analyzed, and it was shown that upstream institutional arrangements 

do affect the downstream channel structure, and vice versa. Thus, there is at least some merit 

in considering such crossindustry effects, a point that has not been stressed enough so far in 

the literature. 

8.1. Contributions 

The specific contributions of this thesis are summarized below: 

1. We have developed a model (chapter 4) to analyze the joint effects of manufacturing variables 

(such as production costs and investments in process innovation) as well as marketing decisions 

(such as intermediate and final product pricing) on channel structure and forward integration 

incentive of rnsnufacturers producing differentiated products in an oligopolistic market. The 

results and insights gained from this model include the following: 

(a) Most studies of a single supply chain or channel take the benefits of coordinated 

decision making and cost reduction for granted. Consideration of intrachannel decisions in a 

competitive context points out certain strategic incentives as well: limiting cost reduction ef- 

forts, inserting independent, profit-maximizing intermediaries, or other signalling mechanisms 

to indicate high costs and commitment to high prices in order to induce cooperative behavior in 

competitors. In particular, we have shown that there is an explicit trade-off between efficiency 

and strategic incentives for channel coordination. The identification of a strategic incentive to 

limit process innovation efforts is somewhat count er-intuitive. We have shown that manufact ur- 

ers may benefit by decoupling successive decisions in a supply chain, contrary to the theme of 

increased integration in decision making in most of the management literature. 



(b) The model allows an analysis of cost leadership incentive of manufacturers at different 

levels of product differentiation. We showed that the interactions between the two generic 

strategies of cost leadership and product differentiation (Porter, 1985) have a significant influence 

on the downstream channel structure. This, we believe is the first attempt at a systematic 

analysis of the impact of these two strategic choices on firm structure, particularly in relation 

to the downstream integration level, despite the wide popularity of Porter's kamework. 

(c) Our model extends many existing models on the equilibrium channel structure as being 

dependent on the level of product differentiation (eg, McGuire and StaeIin, 1983; Moorthy, 

1988; Coughlan and Wemerfelt, 1989). In particular, we have shown that the channel structure 

decision is dependent not only on the product differentiation parameter but also on the level of 

production costs. Treatment of production cost as a decision variable (by means of investments 

in process R&D to reduce costs) necessitates modification of existing results that take unit 

production costs as given. 

(d) We have generalized the existence of a vertical R&D externality in a channel, in that 

a decentralized manufacturer invests less in process improvement than an integrated one, to 

competitive markets. Moreover, we have shown that this externality has strategic value in that 

it allows manufacturers to increase their profits when substitutability between their products is 

high. 

2. An extension of our basic model allows us to analyze the impact of process innovation in- 

vestments on various channel coordination practices, and vice versa, in a competitive hamework 

(chapter 5). This helps bridge the gap between studies of supply chain management/channel 

coordination in operations management and marketing literature: while the former typically 

ignores the competitive context, the latter does not consider manufacturing variables. The 

following results indicate the advantages of merging the hm streams: 

(a) An existing result in the literature states that under twpart tariffs (or franchising), 

manufacturers would always prefer to decentralize the downstream retailing function (eg, Be 

nanno and Vickers, 1988; Coughlan and Wernerfdt, 1989). Our analysis shows that this result 



is dependent on the marginal cost of production being constant. That is, this result does not 

hold when manufacturers can make investments in process innovation to reduce their production 

costs. 

(b) The existing results on quantity discounts as a means of channel coordination also need 

to be modified if we take process innovation investments into account. In particular, the retailer 

has to pay the manufacturer an additional charge equal to a &action of the manufacturer's total 

investments in process innovation in order to ensure channel-optimal decisions. More generally, 

competitive interactions mitigate the profit motives that a chamel has in offering quantity 

discounts, because the increase in demand does not materialize if both channels offer similar 

discounts. 

(3) Our third model (chapter 6) allows us to analyze the impact of R&D spillovers on retail 

prices, output levels, firm profits, and social welfare, ignoring vertical relations. While many such 

models exist in the literature, our model extends a number of those models (specifically, those of 

d'hpremont and Jacquemin, 1988; Kamien et al. 1992; Suzumura, 1992). We extend the results 

from these models to a setting with n h s ,  differentiated products, and more general demand 

and cost functions. This chapter also provides a comprehensive review of d o u s  arguments as 

to why cooperation in R&D activities should be allowed among competitors in an industry. 

(4) A second extension of our basic model &om chapter 4 allows us to consider the impact of 

R&D spillovers and horizontal cooperative agreements among manufacturers on vertical channel 

structure, and vice versa (chapter 7). Neither the extensive literature on channel structure nor 

that on R&D spillovers makes this kind of analysis. In particular, we have shown that: 

(a) Equilibrium channel structure depends not only on the level of unit production costs 

(as shown by our basic model) but slso on the level of R&D spillovers and the upstream in- 

stitutional arrangements among manufacturers that allow them to cooperate in R&D. Thus, 

the likelihood of observing decentralized or integrated channels will be different in different 

industries, depending on the level of involuntary spillovers that exists in that industry. 

(b) The desirability of various horizontal cooperative arrangements among manufacturers 



in an industry is dependent on the vertical channel structure. Thus, government policies that 

encourage such cooperation among manufacturers in Rd9 should also take into account the 

vertical channel relationships of the manufacturers. 

8.2. Limitations 

A few limitations of our models are worthy of further examination. First, we have considered only 

singleproduct firms. Second, we do not consider any uncertainties in demand or in the output of 

process innovation, the latter of which is especially an interesting and more realistic scenario to 

analyze. Third, our models do not capture the dynamic aspects of intrachannel relations and the 

production and pricing policies of the manufacturers and retailers (eg, Eliashberg and Steinberg, 

1987, 1991), or the time-dependent nature of continuous process improvement. Fourth, we 

do not consider transaction costs, which may alter the forward integration incentive of the 

manufacturers, especially given the exclusive nature of the manufacturer-retailer relationship 

and the channel-specific investments by the manufacturer in process innovation that may expose 

him to opportunistic behavior by the retailer (Wiamson, 1985). Fifth, we have not modeled 

the details of production and inventory related decisions of a manufacturer, or retail assortment 

and shelf-space as well as advertising and promotion related decisions of a retailer. Sixth, our 

model structure is limited to those situations where a retailer sells the products of only one 

manufacturer - more general buyer-supplier relations and inter-organizational networks may be 

an important direction in which to extend our present work. In sofas as our models succeed in 

highlighting the nature of strategic incentives that iduence horizontal and vertical relations in 

competitive markets, we hope that further studies will help develop a better understanding of 

these issues. 

8.3. Future Research 

For future research, we have chosen to extend the basic framework presented in this thesis to 

consider. multi-product h. Most firms differentiate their own products, generally as a result 



of market ing-led strategies of increasing segment ation. This opens up mot her decision prob 

lem for the firm from an operational perspective - the choice of technologies flexible enough 

to manufacture the requisite variety without a significant increase in production costs. For a 

single firm, determination of optimum product diversity, choice of flexible technology to mini- 

mize costs of producing a given range of products, joint consideration of the product-line width 

and technology choice - have all been adequately investigated in the operations management 

literature. Recently, many authors have also considered the technology choice issue in a cornpet- 

itive context, and looked at the effect such techn01ogies have on firm size and market structure 

an indwtsy. We intend to develop this line of reasoning further to consider the effects 

of decisions regarding product diversity and technology choice in one industry on firm size and 

market structures in related ups tr earn (ie, suppliers) and downst ream (ie, retailers) industries. 

To this end, we propose the following two projects as an extension to our present study. For 

the &st of these projects, a model has already been developed and major results have been 

obtained; for the second, development of a theoretical framework and data collection is under 

way. However, for reasons of brevity and focus, we have chosen to exclude these projects from 

our thesis work. We briefly summarize them below for the sake of completeness and to indicate 

the potential usefulness of our line of research in understanding organizational form and market 

structure. 

8.3.1. Investments in Flexible Technologies and Buyer4 upplier Relations 

We focus first on incentives for the suppliers or the manufacturers to invest in flexible technologies 

that would allow them to produce a wider range of products, and the impact of such investments 

on the relations between suppliers and the manufacturers, and vice versa In the &st model, we 

consider two suppliers and two manufacturers; each manufacturer produces a single differentiated 

product; and, each unit of the ha l  product (i) requires one unit of input (xi) that can be 

sourced fiom one or both suppliers depending on the technological capabilities of the suppliers 

and the intermediate market structure. We further assume that there are only two types of 

technologies available to the suppliers: a dedicated technology, DT, (that restricts the supplier 



to producing only one of the two intermediate inputs) and a flexible technology, FMS, (that 

enables a supplier to produce both inputs for the two downstream manufacturers producing 

differentiated products). We use a simple 3-stage game where players at each stage make their 

decisions simultaneously, non-cooperatively and in prefect knowledge of al l  the decisions made 

at the previous stages. At the first stage, suppliers decide on what type of technology to adopt. 

Then, given the technology decisions and vertical arrangements, the intermediate product prices 

are set. The find stage of the game involves Cournot competition among the two downstream 

producers of differentiated products. Consumer preferences are modeled using a non-address 

approach. 

There are many different types of vertical arrangements that could be considered for the 

transfer of components from the suppliers to the manufacturers. However, we restrict our atten- 

tion to the following two types: if both suppliers choose DT, the mangement is characterized 

as an (exclusive) supply contract. That is, since each supplier can make only one type of compo- 

nent, the manufacturers have no choice but to engage in "single sourcing". On the other hand, 

if both suppliers choose to invest in FMS, the supply contracts are replaced by intermediate 

markets for both components. The situation where one supplier chooses FMS and the other DT 

is characterized as a "mixed" arrangement: choice of FMS by supplier Si (and DT by supplier 

Sj) creates an intermediate market for component j while the exclusive supply contract for corn- 

ponent i is maintained (see Figure 8.1). Note that a comparison between vertical integration 

and supply contracts captures the effect of marginalization (ie, intermediate input price being 

greater than marginal cost of production in a decentralized supply chain); and, a comparison 

between supply contracts d intermediate markets captures the effect of market elimination. 

These two effects are often mixed in models that consider only the two extremes of intermediate 

markets and vertical integration. 

First of all, we characterize the equilibrium regions delineated by conditions on market 

size, fixed cost premium of FMS adoption, and the degree of product substitutability between the 

final products. The results are rather intuitive: a lager cost differential discourages investment 

in FMS; a larger final market makes it more attraaive for a supplier to participate in the 



Supplier 1 Supplier 2 

Manufacturer 1 r-l Manufacturer 2 v-l 
Product 1 Product 2 P 

Product 1 Product 2 P 

I Manufacturer I I 

Product I Product 2 2 

Product 1 Product 2 2 
(d): @T,FMS) 

Figure 8.1 : Vertical Arrangements and Market Structure under 
Different Technology States 



intermediate market for both products. Similarly, a high degree of product differentiation (i.e., 

low 8 )  encourages suppliers to produce for both manufacturers as they would otherwise forego a 

large part of the market. For the same cost differential, the market size will have to be almost 

twice as large when the final products are homogenous than when the downstream manufacturers 

are monopolists in their respective markets, in order to induce both suppliers to invest in flexible 

technologies. In other words, a supplier has a bigger incentive to supply to two non-competing 

manufacturers than to two highly competitive ones. 

Secondly, we show that manufacturers always benefit and the suppliers always lose by 

simultaneous adoption of flexible technologies (irrespective of whether FMS adoption by both 

suppliers is an equilibrium outcome or not). Thus, there is a conflict of interest among the 

suppliers and manufacturers as to the adoption of flexible technologies. This is a consequence of 

the change in vertical relations brought about by flexible technologies - dedicated technologies 

ensure captive customers for the suppliers. Manufacturers are dependent on a single source 

of supply, and suppliers specify the price at which they will produce the intermediate product 

Adoption of FMS by a supplier enables him to enter the second intermediate market as well, but 

since the other supplier has the same incentive, the result is competition in both intermediate 

markets. The manufacturers are not dependent on one supplier, and the exclusive contractual 

relations are replaced by intermediate markets. Thus, manufacturers benefit a s  the cost of 

input is lowered for them, but suppliers lose as the price of their output goes down. However, 

for "large" markets and high product differentiation, the channel as a whole benefits by FMS 

adoption. 

The above discussion points out that the manufacturers might have an incentive to either 

vertically integrate backwards or to engage in a profit-sharing contract with their own supplier 

to encourage him to invest in flexible technologies and supply components to the rival manufac- 

turer as well (thereby establishing multiple sources for their inputs, increase competition in the 

intermediate input markets, and drive down input prices). We analyze both these possibilities, 

provide conditions for various equilibria, and find that, indeed, a profit-sharing contract enables 

a unique FMS equilibrium that provides higher chamel profits than adoption of DT. Moreover, 



we provide conditions on a manufacturer's incentive to integrate backwards, taking into account 

the alternative arrangements available (ie, through a contract or intermediate market). We see 

that in absence of any acquisition costs, large markets will provide enough incentive to the man- 

ufacturer (in the form of reduced cost of procurement) to integrate backwards. However, taking 

acquisition costs (equal to the independent supplier's profits) into consideration may reverse 

this incentive, as alternative arrangements, in the form of a profit-sharing agreement coupled 

with adoption of flexible technologies upstream (that serve to establish an intermediate market 

for the manufacturers' inputs), become more profitable. For a given market size, integration 

incentive declines as product substitutability increases. Based on these results, we propose 

hypotheses for the probability of upstream investments in FMS as well as the probability of 

backward integration by the manufacturers. We hope to test these hypotheses empirically in 

future work. 

A second, related, part of the above model is whereby the manufacturers face a choice 

between dedicated and flexible technologies. A model similar to the one above is employed, and 

the vertical arrangements are again characterized as supply contracts, intermediate market or 

vertical integration. Thus, it is assumed that the differentiated products produced by the man- 

ufacturers utilize the same input component. There are many extensions possible along these 

lines - for example, consideration of technology adoption at both the supplier and the manufac- 

turer levels, uncertainty in demand, impact of asset specificities and bargaining in intrachannel 

relations. 

The idea of parts commonality mentioned above is an important trend observed in a 

number of industries - for example, automobiles and computers - whereby the manufacturers 

attempt to control their production and inventory costs by increasing the percentage of parts 

and components that are same across different products as customization and increasing market 

segmentation expands the product variety. In the next project, we take up the impact of wider 

product variety, aad the manufacturers' responses to deal with it, on the industry structure at 

different levels of a supply chain as well as on the entry barriers to the manufacturers' industry. 



8.3.2. The h p a c t  of Product Variety on Upstream and Downstream Industry Struc- 

ture 

The basic argument underlying this project is that market structure in an industry is affected to 

a large extent by the degree of product V81;iefy and technology choices made by individual firms in 

the upstream and/or downstream industries. That is, considering a simple three echelon supply 

chain consisting of suppliers, manufacturers and distributors, we argue that the product variety 

offered by the manufacturers, as well as the flexibility of technologies employed, dec t s  the 

market structure in both the suppliers' industries as well as distribution channels. In particular, 

more product variety in the manufacturer's industry is associated with: a) more concentration 

in the upstream industries, in presence of delayed customization in the manufacturing process 

(ie, technologies exploiting high degrees of parts commonality in sourced parts); and b) more 

concentration in downstream industries, in presence of manufacturing technologies with lead 

time increasing in product variety. Specifically, our reasoning is as follows: 

Downstream Effect: 

The product variety offered by one firm in an oligopolistic industry is often rapidly matched 

or exceeded by other firms - as a result, the increase in product variety in the industry is expo- 

nential. This explosion in number of varieties has significant impact on downstream distribution 

channels. Specifically, the channel structure is pushed towards one of the two extreme forms: (a) 

Direct marketing by the manufacturer, or b) Independent 'Mega-retailers". This is a result of 

the following intermediate effects of increased product variety: a) increased inventory carrying 

costs, b) increased difficulty of product mix forecasts, c) increased search costs of the consumers. 

Both of these issues (ie, the extent of product variety and the distribution channel struc- 

ture) affect, and are in turn affected by, the individual firms' technology choices. First, the 

strategic necessity of a firm to increase its product variety makes flexib1e technologies more at- 

tractive. Conversely, having invested in fledbility, a f%m finds it more profitable to increase the 

product vztriety offered. Second, the degree of technological flexibility of a firm determines its 

capability to react to changes in volume and product mix. Therefore, the effect of product vari- 



ety on downstream distribution c h a ~ e 1  is reflected on the manufacturer in the form of demand 

variability. For example, the demand variability faced by a forward-integrated manufacturer is 

higher than that faced by a manufacturer who uses an independent distributor. However, the 

forward integration decision is mediated by the ma.nufacturer's technology choice. There are 

two operational aspects of technology flexibility that are important in this context: production 

cost and lead time, 

(i) In terms of cost alone, we have the following: Given an a priori inflexible technology, a man- 

ufacturer would want to insert an independent intermediary, (ie a distributor) to shield itself 

horn the increased demand variability in the product market. On the other hand, given flexible 

t ethnology, forward integration becomes more likely. 

(ii) This effect is diluted when lead time (from the specification of customer order to deliv- 

ery) is also taken into consideration: longer lead time makes forward integration less likely, 

even in presence of cost advantages due to flexible technology. In particular, in presence of 

increasing product diversity, flexible techn010gies with long lead times increase the likelihood of 

mega-ret ailers. 

Upstream Effect: 

The effect of technology choice on the upstream market structure is mediated through the 

operational parameter of parts commonality - that is, tendency of the firms in an industry to 

use similar parts (not only in different products produced by one multiproduct firm, but also in 

products manufactured by different firms), especially in parts sourced from outside. This effect 

may be quite pronounced in some industries such as autos and computers where increasing prod- 

uct variew, demand for higher quality and rapid obsolescence of older technologies and products 

tends to push costs higher - therefore, firms wish to exploit economies of scale in sourced 

parts, and pushing customhation to the later stages of product manufacture. In computers, 

for example, by making the design modular, a vast number of combinations is possible. The 

inventory-related savings of such product design changes are fairly well recognized. However, 

another significant effect of such design changes seems to be that it leads to higher concentration 

in the upstream industries supplying those inputs and increasing kagmentation in the final prod- 
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uct industry. As end-product manufacturers utilize more and more standardized components 

in their widening range of products, the suppliers (formed& small, fragmented, and limited to 

only one manufacturer) find it advantageous to merge their operations to exploit economies of 

scale. Larger markets make it feasible for the suppliers to invest in flexible technologies, thereby 

enabling them to produce variants of similar components for merent  manufacturers and/or 

different final products thus realizing economies of scope as well. Moreover, this standardization 

and higher upstream concentration results in breakdown of bilateral relations between these 

suppliers and manufacturers for the following two reasons: (i) Since the parts being manufac- 

tured by the upstream suppliers are standardized and form an input to a number of buyers, 

the asset specificity and danger of opportunistic behavior either by the buyer or the supplier is 

mitigated. Thus, it is economical for both parties to rely on a market mechanism instead of a 

contract . (ii) The suppliers' production schedules become less dependent on one manufacturer. 

Therefore, it becomes increasingly difficult (and less attractive) for the suppliers to adhere to 

just-in-time norms dictated by the manufacturer. Hence, a market for the intermediate products 

is created. The final effect of this breakdown of formerly bilateral relations between powerful 

buyers and small suppliers, and the creation of an open market for standardized components, is 

that entry of new players into the manufacturing of end-product is made much easier, making 

the fragmentation of that industry more likely. 

Another closely related factor in transformation of supplier-manufacturer relations is the 

deliberate choices made by the manufacturers during the earlier stages of the product life cycle, 

especially those related to subcontracting or outsourcing. Techn010gical changes, alongwith the 

design changes discussed above, can make certain outsourced components central during the 

later stages of the product cycle, when there are a large number of varieties and increasing 

commoditization of the end-product. Obvious examples here include Intel and Microsoft. For 

such suppliers, their ability to innovate and high levels of R&D expenditures are supported by 

their high profitability (due to high margins on high volumes of basically standardized products). 

On the extreme, new generations of the end-product are determined by new product innovations 

of these central suppliers. A similar trend in the automobile industry can be explained by the 



same mguments. 

The above discussion points out certain important directions that we intend to expand 

upon. First, the crossindustry effects in evolution of market structures have not been stressed 

enough in the literature, and this, it seems, can be a promising avenue to pursue. Second, certain 

organizational decisions that may be logical in the short run might have unintended consequences 

in the long run. For example, increasing market segmentation and expanding the produd variety, 

increasing part commonality and outsourcing, may all lead to increased short-run profits. But in 

the long run, these actions may be very harmful to the manufacturers as increasing concentration 

makes both suppliers and the retailers dominant, substantially reducing the bargaining power 

of the manufacturers as well as the entry barriers to their industry. Third, the conventional 

wisdom based on the product-process matrix stipulates that, as products mature, the appropriate 

manufacturing process changes born high flexibility, job-shop type operation to much more 

dedicated, assembly-line type operation in order to take advantage of higher volumes, high 

standardization, and lower product varieties. The basis of competition accordingly shifts from 

unique design capabilities and new product introductions to cost. However, evidence fiom a 

number of industries seems to indicate that such a progression no longer adequately describes 

reality. Alongwith the rapidly shortening product life cycles, it seems frequently to be the case 

that maturity in an industry is associated with higher, not lower, number of product varieties; 

and, basis of competition is not cost alone, but cost as well as increasing market segmentation 

- thus increasing product differentiation. Thus, the product-process matrix should be suit ably 

modified to take account of the changed reality. 



A. APPENDIX A:: MODEL I: PROCESS INNOVATION AND 

CHANNEL STRUCTURE, LINEAR CONTRACTS 

Case I: Pure Decentralized Structure: 

(a) R&D levels: 

(b) Unit production cost: 

(c) Manufacturer profits: 

(d) Retailer Profits: 

(e) Wholesale Prices: 

wit = M(2 + 8) (4 - 202 + 9) + 2b(2 - 02)2~r + b9(2 - 02)c; 

b(4- 202 +0)(4-282 -0) 

(f). Retail Prices: 



(g) Quantities Produced: 

Case II: Pure Integrated Structure 

(a) R&D Levels: 

(b) Unit production cost: 

(c) Manufacturer Profits: 

(d) Retail Prices: 

(e) Quantities Produced: 



Case LJI: Mixed Structure 

(Note: xTD indicates equilibrium R&D level of the integrated manufacturer when the other 

manufacturer is decentralized, etc.) 

(a) R&D Levels: 

(b) Unit production cost: 

(c) Manufacturer Profits: 

(d) Wholesale Prices: 

(e) Retail Prices: 



(f) Quantities Produced: 

(g) Retailer Profits: 



A. APPENDIX B:: MODEL I: PROOFS 

Proof of Proposition 1: 

(a) (i) flD and dr: Using the equilibrium expressions given in Appendix A, we write: 

which is 5 1 if the numerator denominator. Therefore, XDD 5 iE 

Condition (A.2) holds for all e E [O, 11. As 0 -, 1, numerator and denominator become 

equal, and thus XDD -t XII. 

(ii) dD and #I :  Again, from Appendix A, we write: 



which holds for all 0 (equality at 0 = 1). 

(b) (i) @* and dr: In this case, we have = 

Therefore, XDI < xi1 if numerator < denominator in the above equation, or if: 

Now note that the right hand side of (A.5) is b/4  for all 8, and recall from section 6.3 

that second-order conditions for manufacturers' profit maximization require a > b/4. Hence, 

X D I  < X r r  v8. 

(c) (i) dD and xDD: Following the same procedure as above and using expressions from A p  

pendix A, we find the required conditions. 

Pmof of Pmposition 4: 

(a) We first prove the relations between retail prices. Note from Appendix A that the equilibrium 

retail price ki) under any structure increases monotonically in the unit production cost (q). 

(i) pDD and #I: 

Now, from proposition 3, we have xbD 5 xTI which implies cLD 2 c;,. Let pi represent 

pl evaluated at cf, 1 = DD, 11, and p* represent ~ D D  evaluated at cfx. Then, p& 2 p*. In 

order to show that phD 2 p:*, it thus suEces to show that p* 1 pix. From Appendix A, we can 

write: 



Therefore, we get: 

which is > 0 for all 8. Hence the result. 

(ii) p'D and pD': Here, we write using expressions in Appendix A: 

which can be written as: 

- piD = A - U C ~ ,  + W C & ~  (A*?) 
8-68-382+283 where v = I d  implies that 0 < v < 1'49; and, u = implies that 

0 < u < IV8. Now, horn proposition 3 we have: xiD 2 xbI,V8, which implies cjD 5 cbI,V8, 

or vcjD < vchp From (A.7), pbl 2 piD if A + wcbr 2 vciD. It thus sufEces to prove that 

A f wcLI 2 ucLI. Now, 

(b) Note here that (qi) under any structure decreases in the unit production cost (y). The proof 

is similar to the one given above. (Alternatively, we get the result directly by using expressions 

in Appendix A and proposition 3.1 

Proof of PmpoSition 6: 

(a) Differentiating the appropriate expressions for quantities produced (qi) under various stmc- 

tures @om Appendix A) with respect to R&D level (xi), we get: 



The result follows &om direct comparison of the above. SimilarIy, Merentiating qi with 

respect to x j  and comparing proves part (b) . 



A. APPENDIX C::  MODEL 11: PROCESS INNOVATION AND 

CHANNEL COORDINATION, FRANCHISING CONTRACTS 

Case L: Pure Decentralized 

Case 11: Pure Integrated: 
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(same as in Appendix A) 

Case RI: Mixed Structure 



A. APPENDIX D:: MODEL 111: RESEARCH JOINT 

VENTURES, PROOFS 

Pmo f of Proposition 11 : 

(i) xC and xCJ: Recall that xc is determined from equation 6.18 and xCJ &om equation 6.22. 

Therefore, evaluating left hand side of equation 6.22 at xC and substituting from equation 6.18 

yields: 

O ~ Y  

(For 

Since ( a / a ~ j ) c ( . )  2 (a/axi)c(.) by assumption 6.3.0.2, we have that xCJ 2 xC; equality 

if (d /8xj )c( . )  = (a/axi)c(.).  

the special case of Kamien et al., (a/8xi)c(.) = - f '(X) , (a/azj) c(.) = - P f f ( X ) ,  and 

therefore, from above, xCJ > xC; equality if P = 1.) 

(ii) # and gJ: Recall that fl is determined kern equation 6.3 which, using (6.1) and sym- 

metry, can be rewritten as: 

Now, substituting for ~(9) above fiom equation 6.14, we get the following as the equation 

determining #: , 



Similarly, the equation determining rJ (model ILB) can be written as: 

A simple comparison of the two equations shows that f l z  flJ (since (a/8qj)pi(- )  < 0; ((.) < 0; 
8 A(-) > 0; +(=) - &c(.) L 0. 

(iii) @ and xC: Equation 6.18 determines xC. Evaluating the left hand side of that equation 

at and substituting &om equation A.1, w e  are left with the following: 

Hence, xc 2 fl iff condition (6.23) holds. 



A. APPENDIX E: : MODEL IV: RESEARCH JOINT 

VENTURES AND VERTICAL CHANNEL STRUCTURE 

The equilibrium expressions for R&D and output levels under each vertical structure, for each of 

the four institutional arrangements, are given below. All other expressions (profits, prices etc) 

are obtained by substituting the relevant xi. horn the following, alongwith cz = c - xr - 7x; 

into the corresponding equations in Appendix A. 

Case I: Pure Decentralized 

(a): R&D Competition 

(b): R&D Cartel 

(c) : RJV Competition 



(d): RJV Cartel 

Case 11: Pure Integrated 

(a): R&D Competition 

(b): R&D Cartel 

(c): RJV Competition 

(d): RJV Cartel 

Case m: Mixed Structure 

(Note: xFD indicates equilibrium R&D level of the integrated manufacturer when the other 

manufacturer is decentralized, etc.) 

(a): R&D Competition 

numl num2 xFD(N) = - [M - (1 - 0)bcI and xbI(N) = -[M - (1 - e)bc] 
denl dm2 



where 

numl = (8 - 9e2 + 2@ - ye(2 - e2))(2a(2 + e)  (4 - 202 + 0) - b( i  - r)(i + 9)(2 - 70 - e2)) 
num2 = (2 - 78 - e2)(2a(2 + 8)(2 - e2)(4 - e2) - b ( l -  7) (1 + 8)(8 - go2  + 284 - ~ e ( 2  - e2) 
denl = den2 

= P (I - 9) (1 - 02) (2 - 76 - 02) (8 - go2 + 284 - ye(2 - e2) ) 
-2ba((2 - e2) (4 - 02) (2 - 7 0  - 62)2 

+(8 - 9B2 + 2f14 - y8(2 - e2))2) + 8 d ( 2  - e2)2(4 - 0212 

and 

(b): R&D Cartel 

where 

num = (1-e)(2+e)[ t~(r(2-6~)(8+4e-3e~-e3)  

+(@ + 304 - 23e3 - 20e2 + 326 + 32)) - b(i - ~ ) ( i  - +)(I + 0 ) ~ ( 2  - e)(2 - e2)] 
num4 = (1 - e)  ( ~ + B ) [ c Y ( ( ~  -02) (8 +40 -3e2 - e3) 

+r (40' + 304 - 23g3 - 20e2 + 328 + 32)) - b(1- r ) ( l -  +)(I + 0 ) ~ ( 2  - 8) (2 - d2)] 

den3 = dena 

= b2(1 - ?12(1 - e2)2(2 - e2)(4 - B2) - ba((l+ 9) (3 - 02) (32 - 5202 + 2904 - 506) 

-47e (2 - e2) (16 - 15e2 + 384)) + 4a2 (2  - e2)2(4 - e2)* 

and 



(c)  : RJV Competition 

(d): RJV Cartel 



A. APPENDIX F:: MODEL IV: SUMMARY OF 

SECOND-ORDER AND STABILITY CONDITIONS 

I. R&D Competition 

1. (DD): 

a) for y < ,Ag, the stability conditiun is: 

a > (1 - 7 ) w ( 2 + e  - 0 2 )  '2; 

so % > 0.27 (approx.) 

b) for 7 > L&p2, the stability condition is: 

a >- - (~+e) (1 -0 ) (1+7)  li 

so f > 0.5 or < 2 is good for both 



a) for 7 > 8-ge +2 , the stability condition is: * 
8-982+284 8 2-81 @ + r $ = = b  - 1) (6 +2) (2e2 - 0  -4)  

b) for 7 < ,-, the condition is: 

8 9ea+2e4-ye 2-82 
(1 -7)*(8 - 902 + 204 +8(2 - 02)) 

So f > 0.5 or $ < 2 is good for both. 

4. (DI): 

a) for 7 > h2, the stability condition is: 

(1 + 7 ) * e 1 ( 2  - 6 - 02) 

b) for y < &=,, the stability condition is: 

(1 - 7 ) ~ ~ > ' ( 2  - o2 + 8) 
so f > 0.25 or < 4 is good for both. 

Hence, the relevant parameter range in case of R&D Competition is $ < 2 to ensure 

stability of equilibria under ad the vertical structures analyzed. Other cases (R&D Cartel etc) 

are worked out similarly. 



9), ''Integration and the Antitrust Laws", Humazd Law Review, 63, 

(21 Aghion, P. and P. Howitt (1992), "A Model of Growth Through Creative Destruction", 

Econometricc, 6O(2), 323-351. 

[3] AkerIof, G. A. (lWO), 'The Market for 'Lemons': Quality Uncertainty and the Market 

Mechanism", Quarterly Journal of Economics, 84, 488-500. 

[4] Arntzen, B., G. Brown, T. Harrison, and L. Tkafton (1995), "Global Supply Chain Man- 

agement at Digital Equipment Corporation", Inte7face8, 25(1), 69-93. 

[5] Arrow, K. J. (l962), ''Ekonomic Welfare and the Allocation of Resources for Invention" , 
in R. R. Nelson, ed., The Rate and Direction of Inventive Actiuity, Princeton University 

Press, 609-25. 

[6] Banerjee, A. (l986), "On 'A Quantity Discount Pricing Model to Increase Vendor Profits" ', 
Management S h c e ,  32(ll), 1513-1517. 

[7] Barney, J. and W. Ouchi (1986), Organizational Economics, (eds.) Jossey-Bass. 

[8] Bernstein, J. I. and M. I. Nadiri (Ul88), "Interindustry R&D Spillovers, Rates of Return, 

and Product ion in High-Tech Industries", AEA Papers and Proceedings, 429-434. 

[9] Blair, R- D. and D. L. Kaseman (1983)) Law and Economics of Vertical Integration and 

Control, Academic Press. 



[lo] Blois, K. J. (l972), "Vertical Quasi-Integration" , Journal of Industrial Economics, 20, 

253-272. 

[Ill Bonsnno, G. and J. Vickers (1988), 'Vertical Separation", Journal of Industrial Em- 

nomics, 36(3), 257-265. 

[12] Bower, J. L. and E. A. Rhenman (1985), "Benevolent Cartels", Hamard Business Review, 

July-Aug, 124432. 

[13] Boyer, M. and M. Moreaux (l987), "On Stackelberg Equilibria with Differentiated Prod- 

ucts: The Critical Role of the Strategy Space", J o u m l  of Industrial Economics, 36 (2), 

217-230. 

[l4] Brandenburger, A. M. and B. J. NalebufE (1996), Co-opetition, Doubleday: NY. 

[16] Bulow, J. I., J. D. Geanakoplos, and P. D. Klemperer (l985), '1Multimarket Oligopoly: 

Strategic Substitutes and Complements", Journal of Political Economy, 93(31), 488-511. 

(171 Business Week (1997), Wanchisees Get Feisty", Feb. 24, 65-66. 

[18] Business Week (1996a), "Used-Car Fever", Jan. 22, 34-35. 

1191 Business Week (l996b), URevolution in the Showroom", Feb. 19, 71-76. 

[20] Business Week (1992), "Beg, Borrow - And Benchmark", Nov. 30, 74-75, 

[21] Cachon, G. aad M. Fisher (1 997), "Supply Chain Inventory Management and the Value 

of Shared Informationn, working paper, Duke University. 

[22] Cachon, G. and P. Zipkin (1997), ''Competitive and Cooperative Inventory Policies in a 

Two Stage Supply Chain", working paper, Duke University. 



[23] Chandler, A. D. (1977), The Visible Hand: The Managerial Revolution in American Bwi- 

ness, Cambridge, MA: Hanrard UniversiQ Press. 

[24] Chandler, A. D. (1969), Stmtegy and Structure, Cambridge, MA: MIT Press. 

[25] Choi, J. P. (l993), "Cooperative R&D with Product Market Competition1', International 

Journal of Industrial Organization, 11, 553-571. 

[26] Choi, S. Chan (1991), 'Trice Competition in a Channel Structure with a Common Re- 

tailer", Marketing Science, 10, 4, 271-296. 

[27] Clark, K. B. and T. Fhimoto (1991), Product Development Performance: Strategy, Orga- 

nization, and Management in the World Auto Industry, Boston: Harvard Business School 

Press. 

[28] Coase, R. (1937), 'The Nature of the Firm", Econornica, n.s. 4, 386-405. Reprinted in 

Readings in P ~ c e  Theory, eds. G. Stigler and K. Boulding, Homewood, Ill.: Irwin, 1952. 

[29] Cockburn, I. and 2. Griliches (1988), "Industry Effects and Appropriability Measures in 

the Stock Market's Valuation of R&D and Patents", AEA Papers and Proceedings, 419- 

423. 

1301 Co hen, L. (l994), 'When can Government Subsidize Research Joint Ventures? Politics, 

Economics, and Limits to Technology Policy", A EA Papers and Proceedings, 159- 163. 

[3l] Cohen, M. and H. Lee (1988), "Strategic Analysis of Integrated Production-Distribution 

Systems: Models and Methods," Opemtiom Research, 36(2), 216-228. 

[32] Corts, Kenneth and Darwin Neher (lgg'i'), "Credible Delegation", working paper, H m d  

Business School. 

[33] Coughlan, A. T. and B. Wernerfelt (l989), "On Credible Delegation by Oligopolists: A 

Discussion of Distribution Channel ManagemenP, Management Science, 35(2), 226-239. 



[34] Coughlan, A. T. (1985), "Competition and Cooperation in Marketing Channel Choice: 

Theory and Application". Marketing Science, 4(2), 110-129. 

[35] Crandall, R. W. (1968), Vertical Integration and the Market for Repair Parts in the 

United States Automobile Industry", Journal of Industrial Economics, 16, p.223. 

[36] *Dada, M. and K. N. S W t h  (1987), "Pricing Policies for Quantity Discounts", Manage- 

ment Science, 33(10), 1247-1252. 

[37] d'Aspremont, C. and A. Jacquemin (l988), "Cooperative and Noncooperative R&D in 

Duopoly with Spillovers", American Ewnomic Review, ?8(5), l l33- l lX 

[38] Dasgupta, P. and J. Stiglitz (1980), ''Industrial Structure and the Nature of Innovative 

Activity", The Economic Journal, 90, 266-293. 

1391 Dertouzos, M. L., R. K. Lester, and R M. Solow (l989), Made in America: Regaining the 

Pmductiue Edge, Cambridge, MA: MIT Press. 

[40] Dixit, A. K. and J. E. Stiglitz (1977), L'Monopolistic Competition and Optimum Product 

Diversity", American Economic Review, 67, 297-306. 

[41] Dockner, E. and S. Jorgensen (1984), "Cooperative and Non-Cooperative Differential 

Game Solutions to an Investment and Pricing Problem", Journal of l e  Operational Re- 

senreh Society, 35, 731-739. 

[42] Dolan, R. J. (l987), ('Quantity Discounts: Managerial Issues and Reseazch Opportunities", 

Marketing Science, 6 (I), 1-23. 

[43] Du BoE, R. B. and E. S. Herman (1980), '(Alfred Chandler's New Business History: A 

Review", Politics and Society, 10 (I), 87-110. 

[44 Eaton, C. and R Lipsey (1989), (Troduct Differentiationn, in Handbook of Industrial 

Organization, vol. 1, R. Schmalensee and R. D. W i g  (eds.) , North Holland: Amsterdam, 

723-768. 



[45] Eliashberg, J. and R Steinberg (1 991)) "Competitive Strategies for Two Firms with As-- 

metric Production Cost Structures". Management Science 37:9, 1452-1473. 

[46] Eliashberg, J. and R Steinberg (1987)) UMarketing-Production Decisions in an Industrial 

Channel of Distribution". Management Science 33:8, 981-1000. 

[47] Evan, W. M. and P. Olk (1990), ' W D  Consortia: A New U.S. Organizational Form", 

Sloan Management Review, Spring, 37-46. 

[48] Friedman, J. (1983)) "Oligopoly Theory", Cambridge University Press. 

[49] Ftiedman, J. (1977), "Oligopoly and the Theory of Games", North Holland. 

[50] Fudenberg, D. and J. Tirole (l992), Game Theory, MIT Press. 

[51] Fusfeld, H. I. and C. S. Haklisch (1985)) "Cooperative R&D for Competitors", firnard 

Business Review, Nov-Dec, 60-76. 

[52] Gaimon, C. (1998), "The Priceproduction Problem: An Operations and Marketing In- 

terface", in Operations Research: Methods, Models, and Applications, J. Aronson and S. 

Zionts (eds.), Quorum Books: Westport, CT, 247-266. 

[53] Gaimon, C. (1989)) "Dynamic Game Results of the Acquisition of New Technology", 

Opedons  Research 37:3, 410-425. 

[54] Greenhut, M. L. and K. Ohta (1979), "Vertical Integration of Successive Oligopolists", 

American Economic Review, 69,137-141. 

[55] Grossman, S. J. and 0. D. Hart (1986), "The Costs and Benefits of Ownership: A Theory 

of Vertical and Lateral Integration", Journal of Political Economy, 94(4), 691-719. 

[56] Hamilton, J. and S.-B. Lee (1986b), "The Paradox of Vertical Integration", Southern 

Ewnomic Journal, 53(l), 110-126. 



[57] Hamilton, J. and S.-B. Lee (l986a)) Vertical Merger, Market Foreclosure and Economic 

Welfare3', Southern Economic Journal, 52(4), 948-961. 

[58] Hart, 0. and B. Holmstrom (1987)) 'The Theory of Contracts", in T. Bewley (ed.), Ad- 

vances in Economic Theory, Fifth World Congress, Cambridge University Press. 

[59] Henriques, I. (199 0) , "Cooperative and Noncooperative R&D in Duopoly with Spillovers: 

Comment", American Economic Review, 80 (3), 638-642. 

[60] Hill, T .  (1994), Manufacturing Strategy: T& and Cuses, 2nd ed., Richard D. Irwin. 

[61] Holmstrom, B. and J. Tiroie (1989)) "The Theory of the Firm", in Handbook of Industrial 

Organization, Vol. 1, R. Schmalensee and R. D. Willig (eds.), Elsevier Science Publishers. 

[62] Ingene, Charles and Mark Perry (l995), "Channe1 Coordination when Ret ailen Compete1', 

Marketing Science, 14, 4, 360-377. 

[63] Jacquemin, A. (1988), "Cooperative Agreements in R&D and European Antitrust Policy", 

European Economic Review, 32, 551-560. 

[64] Jeuland, A. and S. Shugan (l983), 'Managing Channel Profits", Marketing Science, 2, 

239-272. 

[65] Joglekar, P. N. (1988), "Comments on 'A Quantity Discount Pricing Model to Increase 

Vendor Profits" ', Management Science, 34(l I), 1391-1398. 

[66] Jones, S. R H. (1982)) T h e  Organization of Work: A Historical Dimension", Journal of 

Economic Behavior and Organization, 3, nos. 2-3, 117-137. 

[67j Jorde, T. M. and D. J. Teece (1990), "Innovation and Cooperation: Implications for 

Competition and Antitrustn, Journal of Economic Perspectives, 4(3), 75-96. 

[68] ~ o r ~ & e n ,  S. (l986), ccOptimal Production, Purchasing, and Pricing: A Differentid Game 

Approachn, European Journal of Opemtional Research, 24, 64-76. 



[69] Kamien, M. I., E. Muller and I. Zang (l992), "Research Joint Ventures and R&D Cartelsn, 

Ame~uln Eeonomic Review, 82(5), 1293-1306. 

[70] Katz, M. L. (lggl), ''Gamc+Playing Agents: Unobservable Contracts ss Precommitments" , 

RAND Journal of Economics, 22, 3, 307-328. 

[71] Katz, M. L. (l989), 'Vertical Contractual Relations" , in Handbook of Industrial Organiza- 

tion, vol. 1, R. Schmalensee and R. D. W i g  (eds.), North Holland: Amsterdam,655-720. 

[72] Katz, M. L. (1986), &'An Analysis of Cooperative Research and Development", RAND 

Journal of Economics, 17(4), 527-543. 

[73] Katz, M. L. and J. A. Ordover (1990), "R&D Cooperation and Competition", Bmokings 

Papers on Economic Activity, Special Issue, 137-205. 

[74] Kohli, R. and H. Park (1989), "A Cooperative Game Theory Model of Quantity Dis- 

counts", Management Science, 35 (6), 693-707. 

(751 Lal, R. and R. Staelin (1984), "An Approach for Developing an Optimal Discount Pricing 

Policy," Management Science, 30(12), 1524-1539. 

[76] Langlois, R. and P. Robertson (ME), Finns, Markets, and Economic Change, New York: 

Routledge. 

[77] Lee, E. and R Staelin (1997), 'Vertical Strategic Interaction: Implications for Channel 

Pricing Strategy", Marketing Science, 16, 3 ,  185-207. 

[78] Lee, H. and C. Billington (EXE), 'The Evolution of Supply-Chain Management Models 

and Practice at Hewlett-Packard" . Interfaces 255, 42-63. 

[79] Lee, H- and C. Billington (1992), "Managing Supply-Chain Inventory: Pitfalls and Op 

portunitid'. Sloan Management Review, Spring, 65-73. 

[80] Lee, He, V. Padmanabhan and S. Whang (1997), t?nf~rmation Distortion in a Supply 

Chain: The Bullwhip Effectn, Management Science, 43(4), 546-558. 



(84 Lee, H. and J. Rosenblatt (1986), "A Generalized Quantity Discount Pricing Model to 

Increase Supplier's Profits," Management Science, 32(9), 1177-1185. 

[82] Levin, R. C. (1988), "Appropriability, R&D Spending, and Technological Performance", 

A EA Papen and Proceedings, 78 (2), 424-428. 

[83] Lin, Y. J. (1988), "Oligopoly and Vertical Integration: Note", American Economic Review, 

78(l), 251-254. 

[84] Link, A. N. and G. Tassey, (l986), Strategies for Technology-based Competition: Meeting 

the New Global Challenge, Lexington Books, MA. 

[85] Machlup, F. and M. Taber (1960), Bilateral Monopoly, Successive Monopoly, and Vertical 

Integration" , Econornicq 27, 101-119. 

[86] Maital, S . (199 I), "The Pleasures of Collsborat ion" , Acmss the Board, July-hug , 7-8. 

[87] Malmgren, H. B. (1961), "Momation, Expectations, and the Theory of the Firm", Quar- 

terly Journal of Economics, 75, 339-422. 

[88] Mansfield, E., J. Rapoport, A. Romeo, S. Wagner, and G. Beardsley (1977), "Social and 

Private Rates of Return from Industrial Innovationy1, Quarterly Journal of Economics, 91, 

221-240. 

[89] Masten, S. (l996), Case Studies in Contracting and Organization, (ed.) , Oxford University 

Press. 

[SO] Mathewson, F. and R Winter (NU), "An Economic Theory of Vertical Restraints", Rand 

Journal of Economics, 15, 27-38. 

[91] McGuire, Timothy and Richard Staelin (1986), "Channel Efficiency, Incentive Compati- 

bility, aansfer Pricing, and Market Structure: An Equilibrium Analysis of Channel Rela- 

tionships", in Research in Marketing, Vol. 8: DWibution Channels and Imtitutions, Louis 

Bucklin and James Carman (eds.), JAI Press, 181-223. 



[92] McGuire, T. W. and R. Staelin (1983), UAn Industry Equilibrium Analysis of Downstream 

Vertical Integration", Marketing Science, 2(2), 16 1-19 1. 

[93] McMillan, J- (1994), "Reorganizing Vertical Supply Relationships", mimeo, University of 

California, San Diego. 

[94] Monahan, J. P. (1984), "A Quantity Discount Pricing Model to Increase Vendor Profits", 

Management Science, 3O(6), 720-726. 

[95] Monteverde, K. and D. J. Teece (1982b), "Appropriable Rents and Quasi-Vertical Inte- 

g a t i d ,  Jovrnal of Law and Economics, 25 (october), 321-328. 

[96] Monteverde, K* and D. J. Teece (1982a), "Supplier Switching Costs and Vertical Integra- 

tion in the Automobile Industry", Bell Journal of Economics, 13 (spring), 206-213. 

[97] Moorthy, K. S. (1988), "Strategic Decentralization in Channels", Marketing Science, 7(4), 

335-355. 

[98] Moorthy, K- S. (l987), 'Managing Channel Profits: Comment", Marketing Science, 6, 

373-379. 

[99] Motta, M. (1992), "Cooperative R&D and Vertical Product Differentiation", international 

Journal of Industrial OrganiMtion, 10, 643-661. 

[loo] OECD (1991), Technology in a Changing World, Paris. 

[I011 Okimoto, D. I. (l989), Between MITI and the Ma~ket: Japanese Industrial Policy for High 

Technology, Stanford University Press, Stanford CA. 

[102] Okuguchi, K. and F. Szidarovszky (1990), The Theory of Oligopoly with Multipmduct 

F i m ,  Springer-Verag, Berlin Heidelberg. 

[I031 Ordover, J. A* and R D. W i g  (1985), "Antitrust for High-Technology Industries: As- 

sessing Research Joint Ventures and Mergerst' , Journal of h w  & Economics, 28,3 11-343. 



[104] Ouchi, W. G. snd M. K. Bolton (1988), "The Logic of Joint Research and Developmentyy, 

California Management Reuiew, Spring, 9-33. 

[lo51 Pashigian, B. (1961), The Distribution of Automobiles, An Economic Analysis of the h n -  

chise System, Prentic~Hall, Englewood Cliffs, NJ. 

[lo61 Patrick, H. (1986), "Japanese High TechnoIogy Industrial Policy in Comparative Contextyy, 

in H. Patrick, ed., Japan's High Technology Industries, University of Washington Press, 

[I071 Perrow, C. (l98l), "Markets, Hierarchies and Hegemony: A Critique of Chandler and 

Wiamson", in Perspectives on Oryanization Design and Behaw'or, eds. A. Van de Ven 

and W. Joyce, New York: Wiey Interscience, pp. 371-386, and 403-404. 

[lo81 Perrow, C. (1986), Complex Organizations: A Critical Essay, 3rd ed., McGraw Hill. 

[log] Perry, M. K. (l989), 'Vertical Integration: Determinants and Effects", in Handbook of 

Industrial Organization, vol. 1, R. schmalensee and R. D. W i g  (eds.), North Holland: 

Amsterdam, 183-255. 

[I101 Porter, M. (l985), Competitive Advantage, The Re Press: New York. 

[Ill] Porter, M. (l98O), Competitive Strategy, The Free PressNew York. 

(1121 Porteus, E. and S. Whang (WU), "On Manufacturing/Marketing Incentives", Manage- 

ment Science, 37:9,1166-1181. 

[113] Riiller, L.-H. and M. M. Tombak (1990), "Strategic Choice of Flexible Production Tech- 

nology and Welfme Implications", Journal of Indwtn'al Economics, 38:4, 417-431. 

[I141 Rijller, L.-H. and M. M. Tombak (1993), "Competition and Investment in Flexible Tech- 

nologies", Management Science, 39:1, 107-114. 



[115] Reinganum, J. F. (l989), "The Timing of Innovation: Research, Development, and Diffu- 

sion", in R. Schmalensee and R. D. Willig, eds., Handbook of Industrial Organization, vol. 

1, 849-908. 

[116] Reinganum, J. F. (1981), ''Dynamic Games of Innovation", Jol~rnal of Economic Theory, 

25, 21-41. 

[117j Rey, P. and J. Tirole (1986), 'Vertical Restraints from a Principal-Agent Viewpoint", in 

Marketing Channels, eds. L. Pellegrini and S. K. Reddy, Lexington Book, 3-30. 

[118] Robinson, E. (l958), The Structure of Competitive Industryt University of Chicago Press. 

[119] Rubinstein, A. (lggl), "Comments on the Interpretation of Game Theory," Econometrics, 

59(4), 909-924. 

[120] Salinger, M. (1988), ''Vertical Mergers and Market Foreclosure", Quarterly Journal of 

Economics, 103,345-356. 

[121] Schelling, T. (l96O), The Strategy of Conpict, Hanard University Press. 

[122] Scherer, F. M. (1980), Industrial Market Structure and Economic Performance, 2nd ed., 

Chicago: Rand McNaIIy. 

[123] Scherer, F. M. (1994), Competition Policies for an integmted World Economy, The Brook- 

ing Institution, Washington D.C. 

[I241 Schmalensee, R. (1978), ('Entry Deterrence in the Ready-to-eat Breakfast Cereal h d u s  

try", Bell Journal of Economics, 9, 305-327. 

[I251 Scotchmer, S. (1990), "Standing on the Shoulders of Giants: Cumulative Research and 

the Patent Law", Journal of Economic Perspectives, 5(l), 29-41. 

[126] Scott, J. (1993), Pvrpoaive Bversifcation and Economic Performance, New York: Cam- 

bridge University Press. 



[I271 Selten, R. (lgi%), Tteexamination of the Perfectness Concept for Equilibrium Points in 

Extensive Games'', International Journal of Game Theo y, 4, 25-55. 

[128] Shaked, A. and J. Sutton (1990), "Multiproduct Firms and Market Structure", The RAND 

Journal of Economics, 21:1, Spring, 4S-62. 

[I291 Shubik, M. (1980), Market Structure and Behavior, Hanmrd University Press: Cambridge, 

MA. 

[130] Shugan, Steven (1985), YImplicit Understandings in Channels of Distribution", Manage- 

ment Science, 31,4,435460. 

[131] Shugan, S. and A. Jeuland (1988), tcCornpetitive Pricing Behavior in Distribution Sys 

terns", in Issues in Pricing: Theory and Reseamh, Timothy Devimey (ed.), Lexington, 

MA: Lexington Books, 219-237. 

[I321 Simon, H. (1975), Administmtive Behavior, The Free Press, NY, 3rd edition. 

[I331 Sinha, D. K. and M. A. Cusumano (1991), "Complementary Resources and Cooperative 

Research: A Model of Research Joint Ventures among Competitors", Management Science, 

37(9), 1091-1106. 

[134] Skinner, W. (1974), "The Focused Factory", Huruard Business Review, MapJune, 113- 

121. 

[135] Spence, M. (l984), "Cost Reduction, Competition, and Industry Performance", Econo- 

metrica, 52 (I), 101-121. 

[I361 S pence, M. (1976), "Product Differentiation and WeIfue" , American Economic Review, 

66,407-414, 

[I371 Spencer, W. J. and P. Grindley (1993), "SEMATECR After Five Years: Egh-Technology 

Consortia and U.S. Competitiveness", California Management Review, Summer, 9-32. 



[I381 Spengler, J. J. (1950)) 'Vertical Integration and Antitrust Policy", Journal of Political 

Economy, 58, 347-352. 

[I391 Stem, L. and A. El- Ansary (l988), Marketing Channels. Prentice-Hall, Englewood Cliffs. 

[I401 Suzumura, K. (l995), Competition, Commitment, and Welfare, Olbord: Clarendon Press. 

[141] Suzumura, K. (1992), Cooperative and Noncooperative R&D in an Oligopoly with 

Spillovers", American Economic Review, 82(5), 1307-1320. 

[142] Telser, L. G. (1985)) "Cooperation, Competition, and Efficiency", Journal of Law d Eco- 

nomics, 28, 271-295. 

[I431 The Economist (l998), 'Who Wi Deal in Dealerships", Feb. 14, 61-63. 

[I441 Tirole, J. (1988), The Theory of Industrial Organization, MIT Press. 

[I451 Vernon, J. and D* Graham, "Profitability of Monopolization by Vertical Integration", 

Journal of Political Economy, 79, 924-925. 

[146] Vier, J. (1932), ''Cost Curves and Supply Curves" , Zeitschdfi f i ~  Nution~lokonomie~ 3, 

23-46. Reprinted in Readings in Priee Theory, G. Stigler and K. Bodding (eds.) , Home 
wood, Ill.: Irwin, 1952. 

[147] von Hippel, E. (l988), The Sources of innouation, Oxford University Press, New York. 

(1481 Vonortas, N. S. (l994), "Tnter-firm Cooperation with Imperfectly Appropriable Research", 

International Journal of Industrial Osganization, 12, 413-435. 

[I491 Weng, 2. K. (1995a), ''Channel Coordination and Quantity Discounts", Management Sn'- 

ence, 41(9), 1509-1522. 

[150] Weng, 2. K. (1995b), cModeling Quantity Discounts under General Price-Sensitive D e  

- mand Ehctions: Optimal Policies and Relationships", European Jountal of Opemtionat 

Research, 86, 300-314. 



[I511 Wiamson, 0. E. (1996), Mechanisms of Governance, New York: Oxford University Press. 

[I521 Wiamscn, 0. (1989), 'tansaction Cost Economics", in Handbook of Indwtnhl Orga- 

nization, voi. l ,  R Schmalensee and R. D. W i g  (eds.), North Holland: Amsterdam, p. 

135-180. 

[I531 Wiamson, 0. E. (lg85), The Economic Imtitutions of Capitalism, New York: Free Press. 

[154] Williamson, 0. (l983), ''Organizational Innovation: The Pansactiom-Costs Approach", 

in Entsepreneumhi', J. Ronen (ed.), Lexington: MA, p. 101-134. 

[155] Williamson, 0. (1980), 'The Organization of Work: A Comparative Institutional Assess- 

ment", Journal of Economic Behavior and Organization, 1, 5-38. 

[I561 Willamson, 0. E. (1975), kfa~kets and Hierarchies: Analysis and Antitrust Implications, 

New York: Ree Press. . 

[157] Womack, J. P., D. T. Jones and D. Roos (1990), The Machine That Changed The World, 

New York: Rawson Associates. 

[I581 Wu, C. (l992), Strategic Aspects of OligopoOtic Vertz*cal integration, Amst erddam: North 

Holland. 

(1591 Wu, S. Y. (1964), "The Effects of Vertical Integration on Price and Output", Western 

Economic Journal, 2 (Spring), 117-133. 

[160] Yago, G. (l984), The Decline of Thznsit: Urban 13-ansportatiun in Gennan and U. S. 

Cities) l9OO-l97O, New York: Cambridge University Press. 

[I611 Yamamura, K. (1986), "Joint Research and Antitnwrt: Japanese vs. American Strategies", 

in H. Patrick, ed., Japan's High Twhnology Industries, University of Washington Press, 

171-209. 


